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In traditional digital system designs, it usually starts from pure software
descriptions in a high-level language, such as C/C++ or MATLAB. After algorithms
are verified to meet the specifications, designers have to manually convert those
algorithms into hardware. The algorithms implemented in high-level languages
usually use high-precision floating point (FP) operations. Due to performance and
cost consideration, the hardware only uses fixed point (fp) operations to implement.
As a result, the conversion from floating point to fixed point is mandatory. Hence, one
of the main design difficulties is to compute each value using the limited bit width
while maintaining the correctness of results.

In this project, we focus on the area-efficient design with the bitwidth
consideration in the high level synthesis design flow. In the high level design flow, we
consider not only the quantization impact but also the effect of functional unit
bitwidth. Our contributions are as follows:

1. Abitwidth optimization case study of pipeline based FFT processor

The proposed algorithm uses the lower bound and the upper bound to iteratively
find the optimal results. We apply the proposed algorithm to the OFDM system. The
experimental results show that the proposed algorithm reduces almost 30% simulation
time than complexity-and-distortion measure and sequential search method.

2. Anexpandable MDC-based FFT generator

We propose approaches which can make appropriate design tradeoff between
throughput and area of pipeline FFT architectures, and automatically generate the
corresponding hardware design. The experimental results show that the proposed
methodology can generate area-efficient architectures under throughput constraints.

3. Aoptimal bitwidth-aware algorithm for FIR designs

While designing FIR filters, we use adders to replace the constant multipliers
and minimize the total bitwidth of the adders simultaneously. The experimental results
show that the proposed algorithm can minimize the total number of adder bits, which



reduces about 7% hardware resource than existing algorithms

In summary, the proposed algorithms can deal with the bitwidth problem in the

electronic system level design flow.

Keywords
Autoquantization, Floating point, Fixed point, Bit width, OFDM, Fast Fourier
Transform, pipeline, parameterization, generator, integer linear programming (ILP),

finite impulse response (FIR) filter, Multiple Constant Multiplication (MCM)



ISR R TR
v PR Ea%d B

BAYEY O ARRAPHFH LR BT AgR A  F
SRR AR PR RS PR A 02 AR 2
P A AL BT AR AL AR E R R ko ko B A E

/io

A. The OFDM System

The OFDM system used in the case study is obtained from [11]. The OFDM

system blocks. Fig. 1 and Fig. 2 depict the transmitter and receiver architecture part

of the system, respectively. Fig. 3 deeply depicts the channel estimator block of the

receiver architecture. In this project, we use the OFDM system as a case study of

the bitwidth optimization problem.
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Fig. 1 Transmitter architecture of the OFDM system.

Fig. 2 Receiver architecture of the OFDM system.
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Fig. 3 Channel estimator of the OFDM system.

B. Fast Fourier Transform Overview

Fast Fourier Transform (FFT) and Inverse Fast Fourier Transform (IFFT) are
widely used algorithms for calculating the Discrete Fourier Transform (DFT) and
Inverse Discrete Fourier Transform (IDFT) because of the low computation
complexity. FFT processor is an important block in communication system and
signal processing system. For example, as shown in Fig. 4, Orthogonal Frequency
Division Multiplexing (OFDM) system is widely used in many communication
applications such as xDSL modem, HDTYV, and wide band mobile terminals. In
those applications, FFT and IFFT are the most important processing blocks to meet

the design constraints.
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Equalizer i i Insertion A/D Converter
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Fig. 4 An example architecture of OFDM system.



C. Multiple Constant Multiplications Overview
Meanwhile, in many digital signal processing (DSP) algorithms, multiplication

IS an essential operation. For example, the inputs of an N-taps finite impulse
response (FIR) filter are multiplied by N-1 coefficients. Note that the architecture
that multiplies the input by a set of coefficient is also known as multiple constant
multiplications (MCM). Since the multiplier is an expansive computational unit in
hardware implementation and the coefficients are mostly constant in filter design,
the multiplication can be implemented by s series of binary shifts and
adders/subtractors, instead of a generalized multiplier. For example, the constant
multiplication y = 5 * x can be computed as y = (X << 2) + x. The multiplier is
replaced by a 2-bit shifter and an adder. Compared to a generalized multiplier, it

reduces the hardware cost significantly. Thus, in typical digital filter designs,

multiplier-less MCM is widely adopted to avoid using the costly multiplication and

provide a high area-efficient filter design.

N

A. A SystemC-based bitwidth optimization case study

1) Fixed Point Bit Width Determination
In digital system, there are two numeric representations, floating point and

fixed point. Floating point representation allocates one sign bit and a fixed number

of bits to exponent and mantissa. In fixed point representation, the bit width is
divided for the integer part and the fraction part. When designers develop
high-level algorithms, floating-point formats are usually used because of its
accuracy. Floating point representation can present very large range. In hardware,

the floating point representation needs to normalize the exponents of the operands

and it costs lots of hardware. Floating point representation is usually transferred to

fixed point representation to reduce the total hardware cost.



As mentioned above, fixed point representation is composed of the integer part
and the fraction part. The number of bits assigned to the integer part is called
integer bit width (IBW), and the number of bits assigned to the fraction part is
called fraction bit width (FBW). The complete fixed point bit width can be

represented as:

BW = IBW + FBW 1)

Integer bitwidth determination

N2
Upper bound calculation

e

Lower bound calculation

N7

Increasing phase

N7

Decreasing phase

| =

Fraction bitwidth determination

Fig. 5 Flow of bit width determination.

The total bitwidth determination procedure is showed in Fig. 5. First of all, the
integer bit width is calculated to prevent overflow. Then, the iteration procedure is
used to minimize the fraction bit width to reduce the total hardware cost.

The integer bit width has to be long enough to prevent overflow. By
monitoring the signals of the system, the minimum and the maximum value of the

signals are obtained, and the integer bit width can be also obtained.

Integer bit width = log2 (max (IMAX]|, IMIN[)) + 2 (2)



After assigning the integer bit width, there are three steps to determine the
fraction bit width. First, the uniform fraction bit width is determined to be the upper
bound of the algorithm. Second, the individual minimum bit width of every
variable is calculated to be the lower bound. Finally, the bit width will be fine tuned

between the upper bound and the lower bound for each variable.
2) Upper Bound Determination

In order to accelerate the fraction bit width determination procedure, the
uniform fraction bit width is calculated to be the upper bound. The uniform fraction
bit width means that every variable has the same fraction bit width. A binary search

approach is used to quickly obtain the uniform fraction bit width.

Upper-Bound-Determination ( UB, error_ constraint )
begin

1.  Set H to highest bit width and set L to lowest bit width, M = (H + L)/2;

2. Calculate the BER for all variables having the M fraction bits;

3. While (!(( BER < error_constraint ) and (0 <M-L<1)and (0<H-M <1)))
4, if (BER < error_constraint )

5. replace H by M, M = floor ((H + L)/2);

6. else replace L by M, M =floor((H + L)/2);

7. Calculate the BER for all variables having the M fraction bits;

8. for(jfroml1toN)

9. UB[j] < M;

10. return UB;

end;




H=32
=0
M=(H+L

Calculate bit error rate

)12 =16

for M '6

bit error rate <
error constraint

Replace H by M Replace L by M
M= floor({ H— L )/2) M= floor(( H + L )/2)

bit error rate <

error constraint no

0<=(M-L)<==1
0<=(H-M )<= 1

The upper bound

Fig. 6 Upper bound of the algorithm

The uniform fraction bit width determination procedure is showed in Fig. 6.
The fraction bit width determination procedure will repeat until it meets the
condition. We obtain a uniform bit width set which is denoted by UB and the upper
bound of every variable. The upper bound of the jth variable is denoted by w; ys.
Because the fraction bit width determination procedure uses binary search approach,

it will not spend too much time to find the uniform fraction bit width.

10



3) Lower Bound Determination

In order to minimize the total hardware cost, it has to determine the minimum
individual fraction bit width when other variables remain as upper bound. The
individual minimum fraction bit width will be the lower bound, and the fine tuning

process will start from the lower bound.

Lower-Bound-Determination ( W, UB, LB, error_constraint )
begin

1. for (ifrom1toN)

2. for (jfrom1toN)

3. if (j!=1) SetW.g[j]as UBJ[j];

4. LB[i] < minimum_bit_width( W_g, error_constraint);
5. return LB;

end;

11
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Pick jth variable ,
jfrom1toN

Set other variables

fraction bit width
as upper bound

\L The lower bound
Binary search for jth
minimum bit width

)

Record jth fraction bit width

Fig. 7 Lower bound of the algorithm

The lower bound determination procedure is showed in Fig. 7. We only choose one
variable and set the variable to fixed point each time, while other variables remain as upper
bound. We use the binary search to find the minimum bit width of the variable. We determine
every variable in order and finally obtain a lower bound bit width set, which is denoted by LB.
The lower bound of jth variable is denoted by w; (.

Because the determination procedure uses the binary search for the minimum individual
fraction bit width as well, the minimum individual fraction bit width, which will be the start
point of fine tuning process, is obtained quickly.

B. An Expandable MDC-based FFT generator
1) Motivations of the Expandable FFT Architecture

An exhaustive search approach is proposed to find all possible FFT architectures and then
generate a set of acceptable FFT architecture according to the design constraints. However,
from Table 1, we can find that all the possible solutions have the same number of multipliers,

number of adders and number of registers usage under the throughput constraint.

Table 1 Comparison of hardware cost and throughput

FFT Length multipliers adders registers throughput
N jk 2jk N 2k
J J N log, N

12



Pease architecture bases on the radix-2 algorithm. Observing the raidx-2 flow graph, each
butterfly is followed by a multiplication operation at the output of subtraction operation.
Therefore, Pease architecture is a very regular architecture. However, the radix-2 algorithm
contains many trivial multiplications which do not need multipliers to calculate. For example,

multiplication of —j involves only real-imaginary swapping and sign inversion, as shown in Fig.

8.
A
Zj 2t
J Z
+ —>
2 1 0 1 2
g it
Zj°=-Z
2it Zj3=-Zj

Fig. 8 lllustration of —j multiplication

The radix-22 algorithm considers the multiplication of —j and merges the multiplication of —j
into odd-numbered columns. And the architecture of radix-2? algorithm contains two kinds of
butterflies, BFI and BFII. From the view of architecture, the radix-22 algorithm is more irregular

than the radix-2 algorithm.

The R2°MDC is a pipeline architecture that implements the radix-2° algorithm with
throughput%, so R22MDC architecture is more irregular than Pease architecture. In the

following subsections, we introduce how we make the tradeoff between hardware and

throughout based on R22MDC and R2MDC architecture.
2) R2?°MDC Expansion Architecture

A general form of R2°MDC vertical expansion architecture is shown in Fig. 9. Parameter N

indicates the FFT transform size, where N = 2™ where m is a natural number. Parameter t

m-1
indicates the degree of parallelism, wheret=12.4....2

. The number of registers of each
original R22MDC architecture decreases as the degree of parallelism increases, and the number of
interconnection permutation matrix also increases. With the interconnection permutation matrix,

data dependence would be kept. From Fig. 9, we can derive the number of multipliers is

13



t(2[log, N'|-2)

2t

the throughput is N .

BFI

N
¢

, the number of adders is

2tlog, N

16t

® ©

LA N
8t _
gl ] o -

N 1
16¢

N .
— &

S = BFI

X .il ~LHT %3

. [ ]
o ] <

BFI

Lot

BFI

Lt

&
BFII 2 Ly

| &)
gri| o ||Lv2
| -

Fig. 9 General form of R2°MDC vertical expansion architecture.

=
BFL BFII
-

N
BFI . BFII
N l

, the number of registers is N -2t ang

Fig. 10 shows the case when t =1, the original R2°MDC architecture, the number of

multiplier is 2, the number of adders is 8, the number of registers of datapath is 14, and the

throughput is %

—
—

BFI

—L 4 ]

{4

L

BFII

2 ]

BFI

1

1 =

BFII

Fig. 10 Example of R2°MDC vertical expansion architecture for t=1

Fig. 11 shows the case when t =2, the number of multipliers is 4, the number of adders is

16, the number of registers of datapath is 12, and the throughput is% .

| L ]

N s I L Ry >
BFI BFII BFI BFII
2 P SR T ) ><
=z b T =
BFI BFII BFI BFII
2] R 1]

Fig. 11 Example of R2°MDC vertical expansion architecture for t=2

Fig. 12 shows the case when t =4, the number of multipliers is 8, the number of adders is

32, the number of registers of datapath is 8, and the throughput is% :

14
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Fig. 12 Example of R2°MDC vertical expansion architecture for t=4

Fig. 13 shows the case when t =8, namely, a fully parallelized R22MDC vertical
expansion architecture, the number of multipliers is 16, the number of adders is 64, the number

of registers of datapath is 0, and the throughput is 1.
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Fig. 13 Example of R22MDC vertical expansion architecture for t=8.
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C. Bitwidth-aware FIR filter design
1) The proposed design flow

The flow diagram of our proposed bitwidth-aware ILP-based MCM algorithm is shown in

Fig. 14. To begin with, some preliminary notations are specified.
C: the set of coefficients to be synthesized. It is also the outputs of MCM.
S: the set of coefficients and subexpressions to be decomposing.
R: a set that collects all resultant subexpressions of C.
rn: a coefficient in R with the value of n.
rs: the smallest coefficient in S.
Tn: the set that collects all subexpressions of .

Bn: the set that records the adder cost (in terms of bitwidth) to producing r.

C = coefficient set 1
S=C;D=
4 D={D} U {c}
v S=4{S - c;uU{T}
¢ = min {S} <+
No
A 4
T = decomposition Yes
set of ¢
ILP Formulations
A 4
Graph Construction v
Finish

Fig. 14 The proposed algorithm flow
First, all coefficients are read into the coefficient set, C, and the decomposing
subexpression set, S. At beginning, the resultant set, R, should be empty. And then the smallest
coefficient, rs, is picked up from S as the decomposition candidate. Based on the specified digit
representation, i.e. pure binary, CSD, or MSD, all of the subexpressions of rs can be explored.
In the following discussion, we only demonstrate the CSD representation for example.

However, our proposed algorithm is suitable in those three digit representation.

16



T, is the set that record the decomposition information of r,. After collecting all
subexpressions, T, would be checked to see if any subexpression cannot be got by simply
shifting the input or the subexpressions in R. The coefficients that need to further decompose
are stored into S. Thus, S collects all subexpressions that need more adders to implement. The

process is iteratively executed until all coefficient are decomposed (i.e., S is empty).

After exploring the subexpressions, we use a graph-based approach to record the complete
relationship. Based on the subexprssion graph, the corresponding adder cost can be calculated
and stored in to By. The details of adder cost calculation will be introduced later. Finally, the
corresponding ILP formulations can be generated to get the minimal total bitwidth MCM
design. Based on the graph based approach, the bitwidth of the filter coefficient is not

necessary to constraint less than a specified bitwidth.
2) ILP modeling
The bitwidth-aware multiplier-less MCM problem is modeled into an ILP formulation to
minimize the total number of bitwidth. Two constraints are developed: 1) bitwidth constraints

show the adder bitwidth choice for each subexpression and 2) decomposition constraints

preserve the relationship between subexpressions.
a) Bitwidth constraints

For a coefficient that has only two non-zero digits, it can be directly implemented by one
adder. However, the constant variable can be implemented by more than one configuration
with different hardware cost if it has more than two non-zero digits. Amount those different
decomposition configurations; we use bitwidth constraint to choose one to realize the

coefficient. The following constraints are applied:

r.=max{a,
VWeBn{ ’ } (3)

For example, according to Eq. (6), the bitwidth constraints for coefficient 21 is

= max{aszazml} 4)

17



b) Decomposition constraints

Similarly, a coefficient can be implemented with various configurations, among which
would result in different hardware cost in terms of adder bitwidth. We use the decomposition

constraints to select the proper subexpressions.

a,,, = max{min{r,,r,}}
! a,beT,

(5)

For example, coefficient 21 can be calculated in two configurations which require an

11-bit adder (i.e., 21=1+5x2*=1x2°+17) Thus, the decomposition constraint of 21 with 11-bit

adder can be given

8y, = max{min{r, r,}, min{r,r,}}
= max{rs, 1,;}

C) Minimal total bitwidth objective function

As stated above, the total bitwidth of the MCM design can be calculated by summing the
bitwidth of each adder. The objective function of ILP formulation to minimize the total number
of adder bit is written as:

minimize ) a,, ‘W

Vne%w( )
Ywe n (6)

d) Experimental Results

We present the experimental results illustrating the impact of our proposed bitwidth-aware
algorithm by comparing with [45]. Our experimental experiment is built on a GNU/Linux
workstation with two Intel Xeon 2.4 GHz processors and 12 GB main memory. In our design
examples, we use the Remez algorithm in MATLAB to randomly generate 12 128-tap FIR
filters including low pass, high pass, band pass, and band stop. For each filters, two kinds of
coefficient bitwidth are also evaluated (i.e., 12-bit and 16-bit). Besides, we also assume that the
bitwidth of input data is the same as the coefficient bitwidth. The generated ILP models are
solved with Gurobi Optimizer [51]. We also generate the corresponding Verilog RTL design
and synthesis to TSMC 0.18um technology via Synopsys Design Compiler.

18



As shown in Table I11, “adders” means the total number of adders in the filter, “total bits”
is the total number of adder bits, and “area” is the synthesis results in term of
NAND2-equavilent gate count. In the case of lowpassl, it requires 68 adders with 1245 bits in
total in the generated filter of [45]. Although our proposed algorithm may produce a solution
with more adders (only one more adder is required in this case), the total number of bit is saved
about 9.9%. Compared to the previous work, the synthesis results also show that the area of
our produced RTL filter design is saved about 7.6%. Besides, all of these 12 filters can be
solved in less than an hour of CPU time. The solution time is affordable in current filter design.
Thus, even though the proposed algorithm increases the total number of adders, it can provide

an area-efficient filter design.

Table 2 Experimental result of 128-tap filters

Ho et. al. Ours Comparison
Filters total total inc. saved saved
adders area adders area
bits bits adders | bits (%) | area (%)
lowpassl 68 1,245 | 23,254 | 69 1,122 | 21,487 1 9.9 7.6
lowpass?2 o7 1,063 | 20,006 | 58 987 | 18,869 1 7.1 5.7
lowpass3 68 | 1,286 | 24,443 | 70 1,175 | 21,597 2 8.6 11.6
highpassl 60 1,103 | 21,305 | 60 1,025 | 19,290 0 7.1 9.5
highpass2 67 1,243 | 22,004 | 67 1,165 | 20,792 0 6.3 5.5
highpass3 68 1,225 | 22,264 | 69 1,122 | 20,762 1 8.4 6.7
bandpassl 61 1,109 | 19,952 | 62 1,004 | 18,373 1 9.5 7.9
bandpass2 63 1,122 | 21,469 | 65 1,048 | 19,259 2 6.6 10.3
bandpass3 58 1,073 | 20,090 | 58 986 | 18,345 0 8.1 8.7
bandstopl 56 1,026 | 18,639 | 57 959 | 17,856 1 6.5 4.2
bandstop2 61 1,102 | 20,527 | 62 1,056 | 19,215 1 4.2 6.4
bandstop3 56 1,035 | 19,701 | 57 977 17741 1 5.6 9.9

19



N S
In this project, we proposed three techniques to deal with the bitwidth problem in
electronic system level design flow. 1) an autoquantization algorithm that uses the lower bound
and the upper bound to find the optimized bit width for the OFDM system, 2) an automatic
MDC-based FFT generator to design a specified FFT processor, and 3) a bitwidth-aware MCM
algorithm to minimize the total number of adder bits.

According to the simulation results, the proposed algorithm can reduce almost 30%
simulation times than CDM and sequential search. The proposed autoquantization algorithm is
almost ten times faster than the previous work. Besides, in our proposed FFT generator, only
the best FFT architecture is generated under the user-specified throughput constraint to reduce
the computation time in our proposed FFT generator. Compared with the Pease architecture,
for the length of 256 and 1024 cases, the generated FFT processor saves about 30.8% area
under throughput constraints. The experimental results also show that the proposed
bitwidth-aware MCM algorithm minimizes the total number of adder bits, which reduces about

7% hardware resource than existing algorithms.
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In this project, we have developed:

1) A new algorithm that uses the lower and upper bound to find the optimized bit width

2) A SystemC-based simulation environment for OFDM system development

3) An expandable multipath delay commutator based FFT architecture

4) An FFT generator to produce a synthesizable FFT core under a given throughput constraint

5) A bitwith-aware MCM algorithm to minimize the total number of adder bitwith.
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In OFDM system design, the conversion from floating point to fixed
point is necessary to minimize the hardware complexity. An automatic
algorithm using complexity information for the floating point to fixed
point conversion is proposed. It considers both the integer bit width
and the fraction bit width. For the integer bit width, the algorithm
identifies numbers of the integer bit width to prevent the overflow. For
the fraction bit width, the algorithm uses the lower bound and the upper
bound to find the results. We apply the proposed algorithm to the
OFDM system. The results show that the proposed algorithm reduces
almost 30% simulation time than complexity-and-distortion measure
and sequential search method.
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The Fast Fourier Transform (FFT) processors are widely used in signal
processing systems and communication systems. Many FFT
architectures are proposed in literature to meet different applications.
While designing an FFT processor, one of the most difficult issues is to
choose the best architecture under the design constraints. An FFT
generator can not only improve the productivity but also shorten
time-to-market. In this thesis, we propose approaches which can make
appropriate design trade-off between throughput and area of pipeline
FFT architectures, and automatically generate the corresponding
hardware design. The experimental results show that the proposed
methodology can generate area-efficient architectures under throughput
constraints.
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PP The multiple constant multiplication (MCM) is extensively used in
digital signal processing (DSP) applications, such as filters. It
multiplies the input data with a set of coefficients by using
adder/subtractors and binary shifters instead of generic multipliers.
Though many multiplier-less MCM algorithm are proposed to
minimize the total number of adders/subtractors, the adder bitwidth are
not took into consideration which can reflect the hardware resource
preciously. In this paper, we propose a bitwidth-aware MCM algorithm
to minimize the total number of adder bits. The experimental results
show that the proposed algorithm can minimize the total number of
adder bits, which reduces about 7% hardware resource than existing
algorithms.
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