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To fulfill high-performance demands on embedded systems,
MPSoC (Multiprocessor System-on-a-Chip) design methodol ogy
arises as a new paradigm where 3D integration is the state-of-the-art
enabling technique. However, many issues wait being resolved to
enable the popul arization of 3D stacking. The most common issues
include yield loss and high power density. The die-stacking steps
may introduce defects. Also through-silicon vias (TSVs) will incur
additional area overhead and may become another source of defects.
Besides, since a 3D multi-core processor often consumes excessive
energy, leading to a problem of high power density, energy
efficiency becomes its paramount concern.

First, this work addresses the problem of scan-chain ordering under
alimited number of TSV's constraints by presenting a fast two-stage



algorithm as a solution. To enable three-dimensional (3D)
optimization, a greedy algorithm, referred to as the multiple
fragment heuristic, is modified to derive agood initial solution at
stage one. Stage two initiates two local refinement techniques, 3D
planarization and 3D relaxation, to reduce the wire or power cost
and to relax the number of TSVsin use to meet the constraint,
respectively. Experimental results show that the proposed algorithm
results in comparabl e performance to a Genetic-Algorithm (GA)
method but it runs at |east two-orders faster, which makes it more
practical for TSV-constrained scan-chain ordering for 3D-1C
designs.

To achieve high-performance computing on embedded systems,
three-dimensional (3D) multi-core processors have become a
promising aternative where energy efficiency is crucial to its
success. Many heuristics applying Dynamic

Voltage and Freguency Scaling (DV FS) techniques were proposed
for energy minimization. However, most of the previous works were
built upon a fixed task-to-core mapping where many slack spaces
can be further improved. Therefore, the other goal in thiswork isto
propose two dynamic remapping strategies to enhance an energy-
aware task-scheduling algorithm considering transmission cost.
Experimental results show that the energy-saving rate of the best
strategy is 16 percent higher than the previous work on average.
Moreover, compared to an ILP solution, the enhanced algorithm can
run at least three-order faster while achieving comparable
performance on total energy consumption.
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Abstract

To fulfill high-performance demands on embedded systems, MPSoC
(Multiprocessor System-on-a-Chip) design methodology arises as a new paradigm
where 3D integration is the state-of-the-art enabling technique. However, many issues
wait being resolved to enable the popularization of 3D stacking. The most common
issues include yield loss and high power density. The die-stacking steps may introduce
defects. Also through-silicon vias (TSVs) will incur additional area overhead and may
become another source of defects. Besides, since a 3D multi-core processor often
consumes excessive energy, leading to a problem of high power density, energy
efficiency becomes its paramount concern.

First, this work addresses the problem of scan-chain ordering under a limited
number of TSVs constraints by presenting a fast two-stage algorithm as a solution. To
enable three-dimensional (3D) optimization, a greedy algorithm, referred to as the
multiple fragment heuristic, is modified to derive a good initial solution at stage one.
Stage two initiates two local refinement techniques, 3D planarization and 3D
relaxation, to reduce the wire or power cost and to relax the number of TSVs in use to
meet the constraint, respectively. Experimental results show that the proposed
algorithm results in comparable performance to a Genetic-Algorithm (GA) method
but it runs at least two-orders faster, which makes it more practical for
TSV-constrained scan-chain ordering for 3D-IC designs.

To achieve high-performance computing on embedded systems,
three-dimensional (3D) multi-core processors have become a promising alternative
where energy efficiency is crucial to its success. Many heuristics applying Dynamic
\oltage and Frequency Scaling (DVFS) techniques were proposed for energy
minimization. However, most of the previous works were built upon a fixed
task-to-core mapping where many slack spaces can be further improved. Therefore,
the other goal in this work is to propose two dynamic remapping strategies to enhance
an energy-aware task-scheduling algorithm considering transmission cost.
Experimental results show that the energy-saving rate of the best strategy is 16
percent higher than the previous work on average. Moreover, compared to an ILP
solution, the enhanced algorithm can run at least three-order faster while achieving
comparable performance on total energy consumption.

Keyword: TSV; scan testing; core mapping, task scheduling, DVFS
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Chapter 1
Introduction

The next generation of integrated micro-system technologies enables ever
increasing functionality and performance by utilizing the 3rd dimension. 3D
integration of designs can bring together the virtues of overall performance,
heterogeneous integration and miniaturization. International Technology Roadmap of
Semiconductor (ITRS) points out that 3D integration is one of the most promising
solutions to sustain the performance improvement beyond 65nm. Figure 1.1(a)
illustrates an example of the integrated micro-system composed of five individual
functional blocks. Traditionally, these five blocks are integrated in 2D packaging or
printed wiring board (PWB). In the fashion of 3D architecture, each block can be built
in the separate layer and stacked one-by-one vertically as shown in Figure 1.1(b).
Apparently, the form-factor (i.e. X and Y dimensions) of the micro-system shrinks
significantly and the overall and worst-case interconnect length can be also reduced.

(@)
(b)

Figure 1.1: 2D and 3D integration of micro-systems




Potential advantages of 3D integration technology captured significant attention.
However, many issues wait being resolved to enable the popularization of 3D stacking.
Since most of these issues vary significantly according to its application and the
technology used, they needs inspection and evaluation one by one. However, the most
common issues that have been targeted frequently include thermal management, yield,
uncommon die size, cost and inadequate infrastructure for design, equipment and
processing where the thermal management and yield issues capture more interest of
research and are further elaborated into details.

In this technology, after wafers or ICs are fabricated, devices are stacked in 3D
and interconnected by through-silicon-via (TSV). Therefore, IC stacking can be
performed either at wafer level or die level. Figure 1.2 shows the wafer-level stacking
technology. Note that through-silicon-vias can go through either bulk silicon or SiO2.
Recently, a great amount of effort has been devoted to this line of research &
development both in academy and industry. Among all vertical-integration techniques,
through-silicon via provides the best timing and power performance for
interconnection. However, TSVs typically incur additional area overhead and may
become another source of defects [6]. Therefore, considering yield loss and area cost,
the number of TSVs in use is typically limited in a 3D Integrated Circuit (IC) design.

e ———————)
e =1
—
————————— |
e
L
e ——————
e Q
individually stacked wafers singulation &
fabricated wafers with TSVs 3D integrated Die

Figure 1.2: 3D IC stacking technology

According to the prediction of International Technology Roadmap for
Semiconductors (ITRS), the era of tera-scale embedded systems is approaching [24],
in which having numerous processing elements on a single chip has been the
mainstream and strongly advocated by both the academy and industry. To fulfill
high-performance demands on embedded systems, MPSoC (Multiprocessor
System-on-a-Chip) design methodology arises as a new paradigm where 3D
integration is the state-of-the-art enabling technique since it can benefit from shorter



interconnect delay, footprint, performance and heterogeneous technology mixing.

Potential advantages of 3D integration technology captured significant attention.
However, 3D multi-core system has a severe thermal issue due to high power density.
High temperature spots worsen the system reliability and cause failure. The problem
of consuming tremendous amount of energy is more severe on high-performance
computing systems. Therefore, the minimization of power consumption has become a
paramount concern for present large-scale 3D multi-core systems.

Nowadays, energy-efficiency is crucial to low-power design and high-performance
computing. Many previous researches focus on energy minimization that can be
applied at both the behavior level and the physical level. Many physical design
solutions are proposed for this issue, including microchannel liquid cooling [28],
floorplanning [29] and thermal TSVs [30]. Among all the high-level techniques are
more effective than the low-level ones for energy minimization especially on 3D
multi-core systems, such as thermal-aware task scheduling [31] and power-aware task
scheduling [32]. More advanced techniques for energy efficiency are proposed and
can be classified into Voltage selection (VS) (also called voltage scheduling) [33] and
power management (PM) [34]. Both techniques mainly target the system-level energy
saving while VS is more attractive than PM in general [35]. One of VS scheduling,
Dynamic voltage and frequency Scaling (DVFS) scheduling algorithms has become
more popular recently.

1.1 Research Goal

Both pre-bond testing and post-bond testing are important for improving the
yield of 3D ICs. Scan-chain design is the most prevailing Design-for-Testability (DFT)
technique which aims to reduce the difficulty of testing on the Circuit Under Test
(CUT). Experimental results in [17] also suggested that the more TSVs in use in the
scan chain, the less wire cost. Such observation combined with the TSV induced yield
loss indicates an important tradeoff between wire cost and the number of TSVs in use.
Therefore, a constraint of TSVs in use must be considered for a 3D-IC design. This
work addresses the problem of scan-chain ordering under a limited number of
Through-Silicon Vias (TSVs) constraints by presenting a fast two-stage algorithm as a
solution.

In addition, since a 3D multi-core processor often consumes excessive energy,
leading to a problem of high power density [26] [27], energy efficiency becomes its



paramount concern. Therefore, the minimization of power consumption has become a
paramount concern for present large-scale 3D multi-core systems. In our work, we
also focus on energy minimization for 3D multi-core architecture.

1.2 Method

For enabling pre-bond testability, Lewis et al. [18] proposed a scan-island based
design and Kumar et al. [19] proposed a hyper-graph based partitioning for pre-bond
3D IC testing. Additionally, several scan-ordering approaches for 3D IC post-bond
testing were accordingly proposed in [17]. VIA3D uses the fewest number of TSVs to
alleviate TSV impact on the scan-stitching wire. MAP3D first maps all scan FFs onto
one single layer, followed by the 2D scan-chain reordering technique. OPT3D
considers TSV impact during cost computation for scan-stitching wire. OPT3D
outperforms the other two in terms of total wire cost. However, scan-induced power
dissipation is not considered by such work and is also an important issue for 3D ICs.
A Genetic Algorithm (GA) method was then proposed in [17] where the runtime issue
remains unresolved and solution quality is unstable. Hence, a fast 3D scan-chain
design is presented in this work to simultaneously consider wire and power costs.

In this work, TSV-constrained scan-chain ordering is first analyzed and
formulated into a Traveling Salesman Problem (TSP). Later, a fast algorithm is
developed to minimize the scan-stitching wire and/or scan-induced power dissipation,
to simultaneously satisfy the constraint on the number of TSVs in use for 3D-IC
designs. Our algorithm consists of two phases: First, we construct an initial simple
path through all scan FFs using a modified greedy algorithm, the multiple fragment
heuristic, via a dynamic closest pair data structure FastPair. Second, we propose two
new techniques, 3D planarization and 3D relaxation, to minimize the wire/power cost
and to reduce the TSV number, respectively.

For 3D multi-core processors, many previous researches focused on energy
minimization. Many behavioral-level solutions were also proposed [31-41] for 3D
multi-core systems, such as thermal-aware task scheduling [32] and power-aware task
scheduling [33]. More advanced techniques that can be classified into \oltage
Selection (VS) (also called voltage scheduling) [34] and Power Management (PM)
[35], mainly target the system-level energy saving where VS is more attractive than
PM in general [36].

Particularly, one of VS scheduling, Dynamic \oltage and Frequency Scaling



(DVFES) scheduling algorithm, has prevailed recently. Many heuristics applying
Dynamic \oltage and Frequency Scaling (DVFS) techniques were proposed for
energy minimization. However, most of the previous works were built upon a fixed
task-to-core mapping where many slack spaces can be further improved. Therefore, in
this work, we propose two dynamic remapping strategies to enhance an energy-aware
task-scheduling algorithm considering transmission cost.

1.2.1 Firstyear

According to the formulation for the TSV constrained scan-chain ordering
problem, two approaches are proposed in [17]. One approach is developed on the
basis of Genetic Algorithm (GA), and the other is based on Integer Linear
Programming (ILP). Although the GA approach may possibly find the near-optimal
solution, the quality of one identified solution cannot be guaranteed. Moreover, the
ILP approach, which will find the optimal cost, may not be able to produce a feasible
solution within a limited time. The experimental result in [17] shows a lower-bound
value on the total scan-stitching wire cost, which was obtained quickly through the
ILP approach without providing a detailed ordering of scan FFs.

From a practical perspective, a fast algorithm needs to be developed that will
overcome the runtime issue. Therefore, we propose a fast two-stage algorithm. In
stage 1, we convert the 3D scan-chain ordering problem into a TSP problem. Then, a
tour-construction heuristic [20] with the support of a particular closest-pair data
structure, FastPair, [21] is used to stitch a simple path as an initial solution. During
stage 2, local refinement by 3D planarization and constraint-solving by 3D relaxation
minimize the total cost and reduce the number of TSVs in use, respectively. Figure 1.3
shows the overall flow.

We present problem formulations of TSV-constrained scan chain ordering for
3D-IC designs, with three different objectives:

 Wire-cost minimization

 Power-cost minimization

 Wire-and-power cost minimization
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Figure 1.3: 3D-MFH flow

As a result, the contributions of this work can be summarized as:

» Formulate scan-chain ordering considering TSV constraints into a modified
TSP problem.

* Propose a greedy algorithm for scan-chain ordering of 3D-IC designs to
simultaneously minimize wire and power costs.

» Demonstrate that the proposed algorithm can be practically used while
supporting multiple scan chains.

1.2.2 Second year

To achieve high performance on embedded systems, 3D multi-core architecture
has become a promising alternative. Besides, efficiency in energy consumption is also
crucial to enable high-performance computing. Mapping and scheduling of many-core
utilization has been known as a NP-complete problem, and thus, many heuristics were
proposed for energy-aware schedules using various dynamic voltage and frequency
scaling (DVFS) techniques including an energy-efficient time-constrained
task-scheduling algorithm considering transmission cost for minimizing the total
energy consumption.

In this work, the core problem is to find a schedule with the best



energy-efficiency on a 3D-multi-core architecture. Figure 1.4 shows the system
overview of the timing-and-resource constrained scheduler. Inputs to a scheduler
include a task graph, a timing constraint, a resource constraint and an energy model.
All tasks after scheduling must be assigned into one core with a correct execution
order. Moreover, energy minimization is the objective of a scheduler where the
energy-saving rate is computed to estimate the energy- efficiency of schedulers.

timing and resource DFG energy model

constraint
v y Y
task scheduler via DVFS
v [
Supply voltage and
executed time of all energy minimizaion
tasks are scheduled

Figure 1.4: system overview of task scheduler

Wau et al. [41] proposed an energy-efficient task scheduling algorithm on top of
[40] via DVFS at the system level and formulated a priority gain function considering
both gains and losses for selecting tasks to scale down its frequency.

Built on top of the previous task-scheduling algorithms [41], two dynamic
task-to-core mapping strategies, Dynamic Remapping (DR) and Iterative Dynamic
Remapping (IDR), are proposed to reduce slack slots and to improve Energy-Saving
Rate (ESR). Experimental results show that ESR of the algorithm with the IDR
strategy is 16 percent higher than the previous work [41] on average. Moreover,
compared to an ILP solution, both two proposed strategies can run at least three-order
faster and achieve comparable performance on energy saving. Figure 1.5 shows the
flow of the DR or IDR strategy. There are two rounds in the DR strategy where
task-to-core mapping and voltage scaling are performed in both round.
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Chapter 2
Fast scan-chain ordering for 3D-1C designs
under through-silicon-via (TSV) constraints

2.1 Introduction

Interconnect along with scaling technology plays an important role in deciding
circuit performance. Structural Three-Dimensional (3D) integration is emerging as a
promising solution to reduce the length of long interconnects across circuits [1].
Moreover, 3D integration provides many other advantages over the traditional
Two-Dimensional (2D) implementation, such as better packaging efficiency and
higher transistor density. These advantages, collectively, not only provide significant
performance improvement but also alleviate the problems caused by long
interconnects [2], [3], [4], [5]. Among all vertical-integration techniques,
Through-Silicon Via (TSV) provides the best timing and power performance for
interconnection. However, TSVs typically incur additional area overhead and may
become another source of defects [6]. Therefore, considering yield loss and area cost,
the number of TSVs in use is typically limited in a 3D Integrated Circuit (IC) design.

On the other hand, scan-chain design is the most prevailing
Design-for-Testability (DFT) technique which aims to reduce the difficulty of testing
on the Circuit Under Test (CUT). In order to guarantee high fault coverage on
complex designs, the CUT is modified during the synthesis stage to enhance its
controllability and observability. All Flip-Flops (FFs) are replaced by
multiplexed-input scan FFs with multiple operation modes. During the test mode, i.e.,
when a signal test is activated, the values of one test pattern are shifted to scan FFs of
the scan chain in sequel. Later, the pattern is applied to the combinational logic
through the primary inputs under the function mode. The response values are finally
captured at the primary outputs and shifted out through the scan chain once again
under the test mode. Scan testing reduces the sequential problem into a combinational
problem; thus, high coverage can be efficiently achieved.

Although scan FFs enhance the testability on the CUT, the stitching wire of a
scan chain can be long and may deteriorate signal integrity or even violate the timing
constraint. Therefore, scan-chain ordering, referring to the order decision for scan FFs



based on physical information, is widely studied. Many layout-based techniques [7],
[8], [9] have been shown to reduce the scan-stitching wire effectively.

Test power has always been a concern of scan testing. It depends on the
characteristics of test patterns as well as shift operations. Higher logic switching
activities in the combinational logic usually stem from ATPG patterns and
corresponding LFSR without considering the functionality of the circuit. The
scan-shift operation also causes the high toggle rate during testing. Generally,
different methods reported to solve the power-related problem in the CUT, such as
power-aware test pattern generation [10], test-pattern-filling technique [11],
scan-chain partitioning [12], and scan-chain ordering [13], [14], [15], [16]. Among all
solutions, scan-chain ordering offers several advantages over other techniques,
including no negative effects in the test application time and fault coverage, and can
be easily combined to the design flow with other power reduction techniques.

(a) 2D scan-chain example

<

(b) 3D scan-chain example

Figure 2.1: Comparison between 2D and 3D scan-chain designs

To further study interconnects on 3D IC designs, Yuan et al. [17] showed that the
scan-stitching wire length in a multi-layer circuit is shorter compared with that in the
planar circuit, as shown in Figure 1. Experimental results in [17] also suggested that
the more TSVs in use in the scan chain, the less scan-stitching wire cost. Such
observation combined with the TSV induced yield loss indicates an important tradeoff
between the scan-stitching wire and the number of TSVs in use. Therefore, a
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constraint of TSVs in use must be considered for a 3D-1C design.

Both pre-bond testing and post-bond testing are important for improving the
yield of 3D ICs. For enabling pre-bond testability, Lewis et al. [18] proposed a
scan-island based design and Kumar et al. [19] proposed a hyper-graph based
partitioning for pre-bond 3D IC testing. Additionally, several scan-ordering
approaches for 3D IC post-bond testing were accordingly proposed in [17]. VIA3D
uses the fewest number of TSVs to alleviate TSV impact on the scan-stitching wire.
MAP3D first maps all scan FFs onto one single layer, followed by the 2D scan-chain
reordering technique. OPT3D considers TSV impact during cost computation for
scan-stitching wire. OPT3D outperforms the other two in terms of total wire cost.
However, scan-induced power dissipation is not considered by such work and is also
an important issue for 3D ICs. A Genetic Algorithm (GA) method was then proposed
in [17] where the runtime issue remains unresolved and solution quality is unstable.
Hence, a fast 3D scan-chain design is presented in this work to simultaneously
consider wire and power costs.

In this work, TSV-constrained scan-chain ordering is first analyzed and
formulated into a Traveling Salesman Problem (TSP). Later, a fast algorithm is
developed to minimize the scan-stitching wire and/or scan-induced power dissipation,
to simultaneously satisfy the constraint on the number of TSVs in use for 3D-IC
designs. Our algorithm consists of two phases: First, we construct an initial simple
path through all scan FFs using a modified greedy algorithm, the multiple fragment
heuristic, via a dynamic closest pair data structure FastPair. Second, we propose two
new techniques, 3D planarization and 3D relaxation, to minimize the wire/power cost
and to reduce the TSV number, respectively. Experiments show the practicality of our
algorithm by producing comparable scan-stitching wire length (and total power
dissipation) to the GA method with a two-order speedup on average.

As a result, the contributions of this work can be summarized as:

» Formulate scan-chain ordering considering TSV constraints into a modified
TSP problem.

* Propose a greedy algorithm for scan-chain ordering of 3D-IC designs to
simultaneously minimize wire and power costs.

» Demonstrate that the proposed algorithm can be practically used while
supporting multiple scan chains.
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The rest of this work is organized as follows: In Section 2.2, we present problem
formulations of TSV-constrained scan-chain ordering for 3D-IC designs, with three
different objectives:

 Wire-cost minimization

* Power-cost minimization

» Wire-and-power cost minimization

In Section 2.3, a multiple fragment heuristic with the support of FastPair is
implemented to obtain good initial solution. The process of 3D planarization to
minimize scan-stitching wire cost (or scan-induced power dissipation), and the 3D
relaxation process to reduce TSV numbers are detailed, respectively. Section 4.1
presents the experimental results, which include a comparison between our algorithm
and a GA method under TSV constraints in terms of numerous performance metrics
and runtime over a variety of benchmark circuits. Finally, in Section 5 we draw our
conclusion and outline future work.

2.2 Problem formulation of scan-chain ordering for TSV-constrained
3D-IC designs

In this section, we formulate the scan-chain ordering problem for 3D-IC designs
with three different objectives: (1) to minimize the scan-stitching wire cost to avoid
routing congestion and timing violation; (2) to reduce the scan-induced power
dissipation on testing to avoid damage and reliability degradation to the CUT; and (3)
to simultaneously consider wire and power costs. First we briefly describe the
traditional scan-ordering problem for wire minimization and we define a new model
for TSV-constrained 3D-IC designs. We then provide a literature review of the power
issue for scan reordering and define a new problem for 3D power-optimized scan
ordering. Finally, the problem is formulated by simultaneously considering the wire
and power costs.

2.2.1 Wire-cost minimization problem

The traditional problem of planar (2D) scan-chain ordering to minimize
scan-stitching wire cost can be formulated into:
Input: CUT C with n scan FFs {co, C1,..., Co—1 } and their locations {(Xo, Yo), (X1,
Y1), -+ (X1, Y1)}
Output: Scan-FF ordering is formed as {Cx(), C(1), - - -, Czm-1y, Such that the
total cost of scan-stitching wire is minimized.

12



S X)) — Xn-n |+ Ve@) — Yea-1| 1)

In Equation (1), Xz and Yy, denote the x and y coordinates of the i, scan FF in
the scan-FF ordering, respectively. All scan FFs are placed on the same plane and the
cost of scan-stitching wire is defined as the sum of the Manhattan distances between
two consecutive FFs, ¢; and ci:1, in this formulation. However, since FFs can be
located across different layers for 3D-1C designs, the TSV cost for connecting two
cross-layer FFs needs to be considered and the layer information of FFs needs to be
included.

{(Xo, Yo, Lo), (X1, Y1, L1),-os Kn-1y Ya1,Ln1)}

The total cost of scan-stitching wire is modified as follows:

Y Xy = Xn-n | Ve = Yea-n ] + Crsy X |Le@y = Lug-n] @)

In Equation (2), Cysy denotes the equivalent scan-stitching wire cost for one
TSV connecting two consecutive layers. Generally, Ctsy can be defined as the height
of one TSV. Moreover, considering manufacturability and yield loss, the total number
of TSVs in use becomes a constraint to this problem and can be expressed as

Nrsy = X1 |Lry — Lri-1)l 3)

According to the modified formulation for the TSV constrained scan-chain
ordering problem, two approaches are proposed in [17]. One approach is developed
on the basis of Genetic Algorithm (GA), and the other is based on Integer Linear
Programming (ILP). Although the GA approach may possibly find the near-optimal
solution, the quality of one identified solution cannot be guaranteed. Moreover, the
ILP approach, which will find the optimal cost, may not be able to produce a feasible
solution within a limited time. The experimental result in [17] shows a lower-bound
value on the total scan-stitching wire cost, which was obtained quickly through the
ILP approach without providing a detailed ordering of scan FFs.
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Figure 2.2: Flow of proposed scan reordering algorithm

From a practical perspective, a fast algorithm needs to be developed that will
overcome the runtime issue. Therefore, we propose a fast two-stage algorithm. In
stage 1, we convert the 3D scan-chain ordering problem into a TSP problem. Then, a
tour-construction heuristic [20] with the support of a particular closest-pair data
structure, FastPair, [21] is used to stitch a simple path as an initial solution. During
stage 2, local refinement by 3D planarization and constraint-solving by 3D relaxation
minimize the total cost and reduce the number of TSVs in use, respectively. Figure 2.2
shows the overall flow. Additional details are given in Section 2.3.

2.2.2 Power-cost minimization problem

In the second problem, the goal of scan-chain ordering is to find an ordering of
scan FFs with minimal power dissipation originating from scan-shift operations.
Integrating scan-chain ordering techniques into the current design flow (while
maintaining the original fault coverage and test application time) is straight-forward.
The only challenge is that the power-optimized scan-chain ordering depends on a
fixed set of test patterns generated by Automatic Test Pattern Generation (ATPG).
Therefore, in this section we briefly introduce the background of power consumption
induced by scan testing and then formulate this problem for TSV-constrained 3D-IC
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designs.

1) Estimation of Power Dissipation: Previous power-optimized ordering
techniques focus on both the total power and the peak power consumption. The total
power consumption is the sum of power consumed during testing and the peak power
consumption is the highest power consumption used among all test patterns.
Therefore, the dynamic power consumption can be expressed as:

P=05:Cq- V2 +F-S (4)

where P is the dynamic power consumption, Cyq is the load capacitor, Vyq is the
supply voltage, S is the switching activity, and F is the clock frequency, respectively.

According to Equation (4), the power consumption during scan-shift operations
is highly correlated with the switching activities in the CUT. In practice, it is
time-consuming to count the exact number of all switching activities in the CUT, but
the number of scan-chain transitions and the triggered transitions of logic elements in
CUT are proven highly correlated in [11]. In other words, the number of transitions in
the scan chain is a good estimation for total switching activities in the CUT.

Total switching activities in the CUT during scan-shift operations depend on the
transitions in the scan chain and the corresponding positions. Thus, the number of
Weighted Transitions (WT) can be defined as follows,

WT = Z(size — position)

where WT represents the real switching activities in the CUT, size is the total number
of scan FFs, and position is indexed from the different beginning locations between
the input vector and output response. Hence, every transition in the input vector or the
output response has its own weight to reflect the real condition. Defined below are
several necessary notations used in the weight transitions throughout the remainder of

the paper:
® {co,C1,..., C,—7}: nscan FFs in the CUT C.
® O=(Cr0),Cra),---,Crmuy ) :Scan-chain ordering with n scan FFs.
® V=4{vg, Vi,..., V,—;} n-bit input pattern where v; is scanned in the scan FF
ci during scan testing. Therefore, (V-@), V@), . . ., Vo)) represents an
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input pattern with respect to a given scan chain ordering.

® R={rg,ry,.., r,—;} n-bit output response where r; is scanned out from the
scan FF c; during scan testing. Therefore, (r-o), r-a, - - -, Fe@1))
represents an output response with respect to a given scan chain ordering.

Given the notations, the weighted transitions of an input, vector V and an output
response R can be defined, respectively:

VWT(V) = X550 (Wray @ Vri-1y) (5)

RWT(R) = X757 (n =) * ("riy D Trei—1y) (6)

where VWT(V ) and RWT(R) are denoted as the weighted transitions for the
input vector V and the output response R; the exclusive-or & operator checks the
difference between two adjacent bits. i and (n-i) represent different weighting rules
for scan-in and scan-out operations respectively. Generally, Equations (5) and (6) can
be easily extended into the following equations form test patterns:

VWT(VL V2, .., V™) = ST $0ti - (vhy © vli_y) ()

RWT(R', R?,...,R™) = 371, Yri(n—i) - (rn](i) ) 7#(1‘—1)) (8)

V1 and R are the j" input vector and the j™ output response in the set of m test
patterns, respectively, and the v, (r/,_,,) is the bit being scanned in the i™ scan FF
of the chain ordering, located at the j™ input vector (jth output response).

In addition to scan-in and scan-out transitions, peak transitions are also taken into
account to determine the total weighted transitions. A peak transition occurs when
there is a difference between the last-out bit of the j™ output response and the first-in
bit of the (j + 1)™ input vector. Since a peak transition causes all scan FFs to toggle,
the weight of the peak transitions is the length of the scan chain. The weighted peak
transition is denoted by PWT defined as:

J=1

_ ' i+1
PWT =Y""1n. (r](n_l) D vfr?o)) 9)
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Figure 2.3: Calculations for weighted transitions
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Consequently, the total weighted transition TWT can be viewed as TWT = VWT +
RWT + PWT.

Figure 2.3 shows two examples of calculated total weighted transitions. The
CUT with four scan FFs uses two scan-chain ordering, and three test patterns are
applied during scan testing. Hence, the total transitions, the transitions for input
vectors, the transitions for output responses, the peak transitions and the
corresponding weights in different positions are shown in Figure 2.3. In Figure 2.3(a),
the scan chain has an initial ordering (1, 2, 3, 4). Thus, VWT{V*, V4, V¥ =1 - 1+1

«2+3.3=12, RWTH{RL RZR®) =2 « 3+1 + 2+1 + 1=9,and PWT =2
4 = 8. The total weighted transitions TWT is 12 + 9 + 8 = 29. However, Figure 3(b)
shows a power-optimized ordering (2, 3, 4, 1) by scanning in the same test patterns.
Thus, VWT{VL V3 V) =1 - 1+3 - 2+1 - 3=10,RWTH{R, R R} =1
3+1 « 2+2 « 1=7,andPWT =0 - 4=0. The total weighted transitions
TWT is 11 + 7 + 0 = 18. Therefore, the total power reduction rate is 38 percent and
the number of peak transitions is reduced from 2 to 0.

2) Formulation for TSV-constrained 3D-IC Designs: The problem of scan-chain

ordering to minimize the scan-shift power dissipation can be formulated into:

Input: CUT C with n scan cells {co, C1, . . ., Ca-1}, their layer information
{Lo,L1, ... Lo}, and a fixed set of m test patterns {V*, R}, V2, R?, ...,
v™ R™.

Output: Scan-cell ordering is formed as follows (¢ (), Cy, - - ., C~@m-1)) Such

that the total weighted transitions TWT{V*, RY, V4 R% ..., V", R™})
IS minimized under a TSV constraint

Compared with the scan-wire minimization problem, we are only concerned with
the layer information of the scan FFs since the problem is not related to their
geometric locations or the objective function. Therefore, we only need to consider
total TSV cost by using Equation (3).

Regarding the formulation for the power-minimization concerning TSV-based
3D-IC designs, Giri et al. from [22] also used a GA approach to solve this problem.
However, it is time-consuming and unstable, which can impair quality solutions.
Therefore, we propose a similar flow, as illustrated in Figure 2.2, to solve this
power-optimization problem. At the beginning, we establish a look-up table storing
the pair-wise cost to avoid the high complexity of calculations. Since the objective
involves the transition positions in the scan chain, there are several modifications in
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the proposed algorithm. Further details are provided in Section 2.3.

2.2.3 Wire-and-power cost minimization problem

Two previous 3D-IC scan-chain ordering problem (with different objectives) are
reviewed. One is to minimize the total cost of scan-stitching wire cost; the other is to
minimize the scan-induced power cost during testing. In a more advanced case, we
would like to simultaneously consider wire and power costs. Cost function in this new
problem is combined from the wire and power cost function.

The problem of scan-chain ordering to minimize the power and wire cost
simultaneously can be formulated into:

Input: CUT C with n scan cells {co, €1, . . ., Co1}, their layer information
{Lo,L1, ... L.} and a fixed set of m test patterns {V*, R}, V2 R?, . ..,
V™ R™.

Output: Scan-cell ordering is formed as follows { ¢ -0y, C~1), - - -, C~@-7)) Such

that the combined cost ((1 — a) x wire cost + a x power cost) is
minimized under a TSV constraint.

The same flow illustrated in Figure 2.2 is used again to solve the combined-cost
optimization problem. Experimental results in Section 1V will also show that the
proposed algorithm can efficiently minimize the combined cost when ordering scan
FFs.

2.3 A fast scan-chain ordering

In this section, the proposed algorithm is elaborated with respect to different
objectives, including wire-cost minimization in Section 2.3-A, power-cost
minimization in Section 2.3-B, and wire-and-power (combined) cost minimization in
Section 2.3-C, respectively.

2.3.1 Minimizing wire cost

According to Figure 2, in stage 1, a state-of-the-art tour-construction heuristic
used in TSP problems, multiple fragment heuristic [20], is incorporated. Moreover, a
dynamic closest-pair data structure, FastPair [21], is implemented to facilitate the
considerable computation of pair-wise cost in the tour-construction heuristic. An
initial solution is obtained in stage 1 and sent to stage 2 to perform 3D planarization to
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optimize the total wire cost and 3D relaxation to reduce the total number of TSVs in
use.

1) Initial Ordering Computation: First, a solid initial ordering of scan FFs needs
to be constructed in stage 1. We solve this problem by using the multiple fragment
heuristic. This heuristic finds the shortest edge between the endpoints of two different
paths until all points are connected. Each point is initialized as a one-point path. Then,
the legal min-cost edge will be found by the closest-pair data structure. At the same
time, the useless point will be deleted from the point set. Finally, this procedure
iterates until a simple path is derived and all points are stitched. The multiple
fragment heuristic is shown as follows in Algorithm 2.1.

Algorithm 2.1 Multiple Fragment Heuristic

1 for each FF ¢; € O
? do endpoint(c;) +
3 while |C] = 2

4 do (ci,¢;) + closet_pair(C)
5 cr +— endpoint(c; )

G cy +— endpoint(c;)

7 endpoint(c, ) + ¢y

8 endpoint(cy) + cx

9 if 02 # ¢

10 then delete ¢; from C
11 if ¢, # c;

12 then delete ¢; from '

The for loop of line 1-2 sets the endpoint of each FF to itself. The endpoint of
each cell is updated and checks to see if illegal conditions occur. The while loop of
lines 3-12 iteratively links the scan FFs to derive a final simple path until the number
of the point set C is less than or equal to two. Figure 2.4 (a) is an example with no
connection in the original graph. The first shortest edge between node 2 and node 3,
denoted by (2,3) (i.e., the minimum cost), is linked and shown as the dotted line.
Under two given sub-paths, 1-2-3 and 4-5-6 shown as the solid lines, Figure 2.4(b)
shows the selection of the next shortest edges from the remaining five points. The
gray nodes are not considered since any link to these nodes violates the simple-path
property. Therefore, in this example, edge (3, 4) is chosen as a new link to connect
sub-path 1-2-3 and 4-5-6. This process iterates until only two nodes (node 1 and node
7 in this example) are left in the CUT. As a result, a simple path connecting all points
by (n — 1) edges is derived and forms an initial ordering of the scan chain, shown as
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Figure 2.4(c).

In Algorithm 2.1, the closest-pair computation in line 4 realized by different
implementations can result in different performances. To the best of our knowledge,
FastPair is one of the best data structures and first proposed for handling dynamic
closest-pair problems with pair-wise cost functions [21]. It behaves similar to the
neighbor heuristic where each point stores its own nearest neighbor, but differs from
the creation of initial neighbor values. Before exploring FastPair, we first outline the
concept of the neighbor heuristic where each point p stores its nearest point from the
point set S based on the following equation:

d(p) = minqes—{p}D(p» q) (10)

where D(p, q) is a user-defined function and computes the distance between scan FFs.
That is,

D(p, 9) = |xp — Xq| + |yp — ya|l + ctsv X [Lp — Lq| (11)

Three operations of insertion, deletion, and query are employed by the neighbor
heuristic to maintain nearest neighbors. A query scans over distances and selects the
smallest one. This process is illustrated in Figure 2.5. Figure 2.5 (a) shows the
initialization of one neighbor heuristic. The nearest neighbors of nodes 1, 6, and 7 are
nodes 2, 5, 6, respectively; the node pairs (2, 3) and (4, 5) are the closest nodes to
each other. After deleting node 5, node 4 and node 6 need to update their closest nodes
to be node 3 and node 4, respectively. The corresponding result is illustrated as Figure
2.5 (b).

FastPair is developed on the basis of the neighbor heuristic with some
improvements. Instead of computing all possible distances, FastPair is initialized as a
single directed path. This structure has the advantage of requiring only one update
after deleting one node, which differs from the neighbor heuristic. Figure 2.6 shows
an example. In Figure 2.6 (a), a single directed path is formedas1 — 2 — 3 — 4
— 5 — 6 — 7. In the beginning, node 1 checks all other points and finds the
min-cost point. Then, node 2 checks nodes 3, 4, 5, 6, and 7 without node 1. Finally,
node 6 only checks one node, node 7, and connects to it. Therefore, such initialization
can be explained by a graph that depicts how each node finds its closest node by only
checking the nodes that have not been connected. The FastPair heuristic only updates
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(a) choosing the 1% (b) choosing the shortest
shortest edge edge among 5 points

(c) final simple path

Figure 2.4: Multiple Fragment Heuristic example

(a) initialization (b) after one deletion

Figure 2.5: Illustration of the neighbor heuristic
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the closest node for node 4 after deleting node 5 in Figure 2.6 (b). Overall, the
FastPair heuristic runs in the time complexity of O(n2) and outperforms the neighbor
heuristic empirically according to [21]. A comparison of run time for deleting an
object and querying the closest pair among several different closest pair data
structures is thoroughly surveyed; FastPair is known so far to be the best one for many
applications. Therefore, considering time efficiency, FastPair and its operations are
incorporated when developing our multiple-fragment-heuristic-based algorithm.

(a) initialization with a
single conga line

(b) after one deletion

Figure 2.6: Illustration of the application of the FastPair method

2) Local Refinement and Constraint Solving: After obtaining the initial solution,
the second stage of our algorithm applies two strategies to optimize total wire cost
and/or to relax TSVs in use. Figure 2.7 (a) shows an initial path with the un-optimized
wire cost. In the study of the optimization theory, 2D planarization is one common
technique to reduce the total cost in the TSP problem. The key idea behind this is to
planarize a graph and remove all cross edges on the plane. A modified tour with
cross-edge removal results in a shorter cost than that from the initial tour. Figure 2.7
(b) shows such an example. Cross edges, (2, 6) and (3,7) are replaced by edges (2,3)
and (6,7).
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(a) initial solution (b) after planarizing

Figure 2.7: Example of six-point Planarization

From a different point of view, such an operation can be viewed as the reverse of
a fragment of one path, i.e., the sequence of node traversal. Reversing the fragment
fom2 -6 >5—-4—-3—>7into2 >3 —>4—->5—=6— 7 can
effectively reduce the total wire cost. To generalize this idea, we reverse any possible
fragment with the edge length from 1 to (n — 1) and test if such reversion can reduce
cost. Such a local-refinement technique is termed 3D planarization and runs in the
time complexity of O (k1n2), where k1 denotes the constant number of iterations.
After constructing the initial solution, a small k1 & nisusually suff
good optimization in our experiment.

The key reason for using the above technique is to avoid checking the cross
edges in the 3D space. Hence, Figure 2.8 shows two examples of using 3D
planarization to reduce the total wire cost. In Figure 8, L1, L2, L3 and L4 represent
the first, second, third and fourth layers, respectively, and the connection of two scan
FFs residing in two consecutive layers requires one TSV. Figure2. 8 (a) shows an
example with refinements of both the wire cost and the total number of TSVs in use.
The left part of Figure 2.8 (a) represents an initial scan-chain ordering: 1 — 2 — 3
— 4 — 5, After reversing the fragment2 — 3 — 4to4 — 3 — 2, shown as the
right part in Figure 2.8 (a), the total wire cost is reduced to a saving of two TSVs: one
from the replacement of 1 — 2 to 1 — 4 and the other from the replacement of 4
— 5to 2 — 5. Similarly, Figure 2.8 (b) shows another example with the refinement
over the wire cost. After reversing the fragment 2 — 3to 3 — 2, no TSV can be
saved, but the total wire cost can be reduced.

A similar constraint-solving technique, 3D relaxation, is proposed to reduce the
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number of TSVs in use and to satisfy the TSV constraint. 3D relaxation reverses all
fragments of 1 to (n-1) edges again to find the best reduction of TSVs in use until the
target number is achieved. Later, 3D planarization is also performed to further reduce
the total wire cost but it uses no extra TSVs. Figure 2.9 shows an example that
illustrates the 3D relaxation process. The left part of Figure 9 represents an initial
scan-chain ordering: 1 — 2 — 3 — 4 — 5. After reversing the fragment 2 — 3
— 4t04 — 3 — 2, the total number of TSVs in use can be effectively reduced and
shown as the right part in Figure 2.9. Two new reversed fragments, 1 — 2to1l — 4
and4 — 5to2 — 5, save six TSVs in use.

L4 (5 |
L3 ®
L2 )—2
L1 (1) |

(b) reducing wire cost but saving no TSV

Figure 2.8: Example of 3D Planarization
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The time complexity for the constraint solving technique is also O (k.n) and k;
depends on the number of relaxations on the TSVs in use, i.e., the difference between
the initial and the target number of TSVs in use. Therefore, the total complexity in the
second phase is T(n) = O(k1n?)+0(k.n%) = O(n?). To sum up, the proposed two-phase
scan-chain ordering is more efficient than the previous work [17] in terms of time and
it can consider the TSV constraints simultaneously.

2.3.2 Minimizing power cost

We use a similar flow to solve the power-cost minimization problem, and address
the differences in wire-cost minimization in this section. According to the problem
formulation, the pattern information is an input to the algorithm and the objective is to
minimize the total weighted transitions. Again, the computation for the total weighted
transitions requires the knowledge of an initial scan-chain ordering and the position
information. However, the scan-induced transitions between scan FFs are available in
the beginning.

For computing an initial solution, we change the user-defined function D(p, q) in

Equation (10) to count the scan-induced transitions between scan FFs considering m
test patterns. That is,

D(p,q) = Y[(v) ®v)) + () ®1))] (12)

where the notations have the same definition as those in Section Il. Since each
computation of Equation (12) costs O(m) due to m test patterns, a look-up table that
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stores the pair-wise transitions is established to avoid repeated calculations in the
proposed algorithm. After constructing the scan-chain ordering, the sum of the total
transitions between scan FFs is minimized by the multiple fragment heuristic.
Furthermore, we improve the total weighted transitions by rotating it n times and
choose the best solution. Figure 2.3 shows an example where the total scan-induced
transitions between scan FFs are accumulated in the first row (Total Trans). Although
the sum of the total transitions are the same, the power-optimized ordering shown in
Figure 3(b) has better total weighted transitions by rotating the initial ordering SC1
— SC2 — SC3 — SC4 three times into SC2 —SC3 —-SC4 —SC1.

Although the construction of the look-up table takes more time than the cost
computation in the scan-stitching wire minimization problem, the time complexity is
still O (n?) and it outperforms the technique proposed in [22].

2.3.3 Minimizing wire-and-power cost simultaneously

In the problem, the wire and power costs are optimized simultaneously to
determine the scan-chain ordering. The flow to solve the combined-cost optimization
problem is similar to the previous problems. According to the problem formulation,
the inputs to the algorithm are test patterns and layout information, and the objective
is to optimize the combined cost including the wire and power costs.

For computing the initial solution, we combine the user-defined function D(p, q)
in Equation (11) and Equation (12) to count the combined cost between scan FFs
considering m test patterns. That is:

D(p; Q) = (1 - 0() X Dwire (p' CI) +a X Dpower(pr CI) (13)

where Duire (P, ) and Dpower (P, q) are shown in Equation (12) and Equation (11).
User-defined coefficient « ranges from 0 to 1. When « =0, this problem becomes
a pure wire cost minimization problem. While « =1, only power cost is considered,
as in the power-cost minimization problem.
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Chapter 3

Enhancing Energy-Efficient Task
Scheduling on 3D Multi-Core Processors by
Dynamic Remapping

3.1 Introduction

According to the prediction of International Technology Roadmap for
Semiconductors (ITRS), the era of tera-scale embedded systems is approaching [24],
in which having numerous processing elements on a single chip has been the
mainstream and strongly advocated by both the academy and industry [25]. To fulfill
high-performance demands on embedded systems, MPSoC (Multiprocessor
System-on-a-Chip) design methodology arises as a new paradigm where 3D
integration is the state-of-the-art enabling technique. However, since a 3D multi-core
processor often consumes excessive energy, leading to a problem of high power
density [26] [27], energy efficiency becomes its paramount concern.

Many previous researches focused on energy minimization at the physical level
including micro-channel liquid cooling [28], floorplanning [29] and thermal TSVs
[30]. Moreover, behavioral-level solutions were also proposed [31-41] for 3D
multi-core systems where high-level techniques are typically more effective than the
low-level ones on energy minimization [31], such as thermal-aware task scheduling
[32] and power-aware task scheduling [33]. More advanced techniques that can be
classified into Voltage Selection (VS) (also called voltage scheduling) [34] and Power
Management (PM) [35], mainly target the system-level energy saving where VS is
more attractive than PM in general [36].

Particularly, one of VS scheduling, Dynamic Voltage and Frequency Scaling
(DVFS) scheduling algorithm, has prevailed recently. The first DVFS scheduling
technique proposed in [37] assigns different operational voltages to each task and
lowers the clock speed to bring about large power reduction. Other DVFS scheduling
algorithms, typically implemented into Integer Linear Programming (ILP), suffer
from the scalability problem [38] [39]. The approach in [40] defines a priority
function to determine the order of candidate tasks for changing supply voltage. The
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priority function only considers power gain, mobility and computation density for
each task independently while neglecting the overall gains and losses from scaling
down the frequency of one task candidate. To alleviate such problem, Wu et al. from
[41] proposed an energy-efficient task scheduling algorithm via DVFS at the system
level and formulated an priority gain function considering both gains and losses for
selecting tasks to be scaled. Figure 3.1 (a) shows the result in [41] for scheduling 31
tasks on 3D processors with eight cores considering transmission cost under a timing
constraint 15. In summary, all the previous works used fixed task-to-core mapping
strategies where many slack spaces can be further utilized.

To take Figure 3.1 (a) for example, an exploration of the slack slots is conducted
after applying DVFS. Due to the fixed task-to-core mapping, many time slots
(denoted a .x. in Figure 3.1 (a)) can be further utilized. For example, if we move task
N2 from core 001 to core 010 using a slower frequency as shown in Figure 3.1 (b), the
remaining spaces can be better utilized and thus the energy-saving rate is improved.

Built on top of the previous task-scheduling algorithms [40] [41], two dynamic
task-to-core mapping strategies, Dynamic Remapping (DR) and Iterative Dynamic
Remapping (IDR), are proposed to reduce slack slots and to improve Energy-Saving
Rate (ESR). Experimental results show that ESR of the algorithm with the IDR
strategy is 16 percent higher than the previous work [41] on average. Moreover,
compared to an ILP solution, both two proposed strategies can run at least three-order
faster and achieve comparable performance on energy saving.

The rest of this work is organized as follows. Section 3.2 formulates the problem
of this work. In Section 3.3, the framework of task-to-core mapping and scheduling
with DVFS based on [40] and [41] is presented. Two dynamic task-to-core remapping
strategies are elaborated in Section 3.4. Section 4.2 provides the experimental result to
show the energy efficiency of modified algorithms compared with a previous work
[41] and an ILP solution. Finally, Section 5 concludes this paper.
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Figure 3.1: Examples for different task-to-core mapping strategies
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3.2 Problem formulation

In this work, the core problem is how to find a schedule which can achieve the
best energy efficiency on 3D multi-core processors. Figure 3.2 (a) is such a sample
schedule which assigns 31 tasks to eight cores on a 3D processor under a timing
constraint 20. Input information required by a schedule includes a task graph, a timing
constraint, a resource constraint and an energy model. All tasks after scheduling must
be assigned to one core in a correct execution order. Moreover, energy minimization is
the objective for schedule where energy-saving rate is defined to approximate the
energy efficiency of the computed schedule.

3.2.1 Data flow graph

One of the input data for scheduling is an unscheduled task graph. A task graph is
also called a Data Flow Graph (DFG) that usually describes the behavior of design.
Figure 3.2 (b) shows an example of a task graph with 31 nodes. Precedent constraint
refers to the situation that a node v; connected by a directed edge to a node v; under
the constraint that v; can start execution if and only if v; finishes completely.

3.2.2 Timing versus Resource Constraint

A Critical Path of a DFG is defined as the longest path that the summation of
execution time of the nodes in the path is the maximum among all paths. In our work,
the timing constraint can be specified by the user but is required to be larger than the
length of the critical path.

3D multi-core processors are illustrated as Figure 3.3 where both the number of
cores per layer and the number of layers are parameters in our work. The transmission
cost between any two cores is also considered and can be specified by users. We
denote the transmission cost on the same core as «, to the neighboring core on the
same layer as [, and to a neighboring core on the neighboring layer as 7 . Given
Figure 3.2 and Figure 3.3, task N17 is assigned to core 010, and task N20 (a successor
of task N17) is assigned to core 100. The transmission cost between these two tasks is
I1xB+1xy.
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Figure 3.3: Transmission cost in a 3D multi-core processor

3.2.3 Energy model

To minimize energy consumption, an energy model needs to be incorporated into
the DVFS technique. The number of the allowable voltage levels determined by the
designer's preference and the manufacturing technology. Figure 3.4 shows voltage
versus latency curve from [31]. In [41], the energy model in Table 3.1 was proposed
based on [31] and includes 3 voltage levels: 5V, 3V and 2.4V. In this work, energy
consumption can be defined as the execution delay multiplied by the power. We use
such energy model to perform the voltage scaling. As shown in the energy model, the
increase of execution-delay for each task from 5V to 3V and 3V to 2.4V are the same
and the gain of energy reduction by lowering down a task from 5V to 3V and 3V to

2.4V are 17t and 3.2t, respectively.

Voltage(V') | Delay | Power(W) | Energy(.J)
5 1t 25 25¢

3 2t 4 8t

2.4 3t 1.6 4.8t

Table 3.1: Energy model

33




voltage

S S

Latency (unit time)
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Under the timing and resource constraints, selecting supply voltages for each
task to minimize the energy consumption is crucial to an energy-aware scheduler. At
the beginning, all tasks are assumed to run at 5V. After a fixed task-to-core mapping,
many time slots are available. Therefore, all tasks compete for a limited number of
spaces to achieve better energy efficiency. Then, Energy-Saving Rate (ESR) is
computed according to Equation (14) to estimate the energy efficiency of a given
schedule.

Einit(5V)—Efina1(5V,3V,2.4V)
Einit(5V)

ESR = X 100% (14)

3.3 Baseline algorithm under a fixed task-to-core mapping

Wu et al. [41] proposed an energy-efficient task scheduling algorithm on top of
[40] via DVFS at the system level and formulated a priority gain function considering
both gains and losses for selecting tasks to scale down its frequency. Using their
algorithm [41] as a baseline, we further propose two dynamic task-to-core remapping
strategies to reduce slack slots and acquire energy saving. In this section, we first
overview the baseline scheduling algorithm (denoted as ORI) in [41] and explain its
key components (core mapping and voltage scaling) in details.

Figure 3.5 shows the overall flow of the baseline scheduling algorithm. First,

before the task-to-core mapping, the earliest possible time (As Soon As Possible,
ASAP [42]) and the latest possible time (As Late As Possible, ALAP [42]) for each
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operation are computed. Second, task-to-core mapping decides the core that a task
runs on and its execution order. After task-to-core mapping, the initial energy of each
task t 5V can be derived. Later, a task candidate set is computed based on a gain
function and tasks with the highest rankings take turn to be selected for voltage
scaling. Last, the energy-saving rate is derived to evaluate the energy efficiency of the
schedule computed by the ORI algorithm. The pseudocode of the ORI algorithm is
shown below.

ORI algorithm :
. for each task N; ¢ DFG do
E; «+— ASAP_analysis(N;)
Li +— ALAP analysis(N;)
. end for

1
2
3
4
5. for each step; under timing constraint do
b.  for each core & 30D multi — core architecture do
7 R+ find_ready task()
) S + task — to — core_mapping( )
9. end for

10. end for

11. Energy; + compute_initial_energyl)

12. © + construct_eandidate_for_voltage_scaling()

13. while C' # o do

14 L+ priovity_of_candidate [ist()

15.  + candidate_selection_with_highest_priority(L)
16.  V; « voltage_scaling_of_C;

17. 5 + Reseheduling()

18. '+ update_candidate_set()

19. end while

20. Energyy + compute_final_energy()

21. ESR + compute_energy — saving_rate()

35



timing and resource
canstraint ‘ DFG \ energy model

ASAP & ALAP analysis
Y

laskdo-core mapping

Y

| |
| |
I lask candidatle selection § I
| | =
| Y | 2
: vollage scaling : %
| (S\E=2V) G
| =
| | &
| | @
| . | T
| Is candidate sel | o
| emply? | =
| |
| |
T e |
. [
| - |
| lask candidate selection |
I | e
[ Y | =
| vollage scaling I %
| (A== 40N '
| | &
| | =
| | 8
| B
| Is candidale sel I A
. .
| emply’ |2
| | =
| |
| |

energy=saving rate
computalion
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3.3.1 Task-to-core mapping

In the baseline algorithm, task-to-core mapping is computed by
List-Scheduling-based approach [42] [43] (through a dynamic priority list). The ready
tasks are stored in the dynamic priority list for each time slot of each core. A task is
ready to be mapped to a core if and only if all of its predecessors are mapped and the
core mapping of such task satisfies its transmission constraint. The priority of tasks
mapping to core is decided by their mobility:

mobility = ALAP - ASAP (15)

A task with a lower mobility has the higher priority to be mapped. Mapping each
task in the dynamic priority list to its free core needs to consider the dependence of
the given DFG. Furthermore, a task is preferred to be mapped to the same core with
its predecessor to avoid generating additional dependency.

3.3.2 Woltage scaling

After the task-to-core mapping, the remaining space can be further reduced by
rescheduling tasks using DVFS which changes the voltage level and increases the
execution time for a task. All tasks with space_rate > 1 are selected to be the candidate

for voltage scaling where the space_rate is:

mobility

space_rate = (16)

delay

Variable delay in Equation (16) denotes the execution delay of a task. If a task
with space rate < 1, there are not enough slack slots for scaling down the frequency of
a task. After constructing the task candidate set, each task with the highest gain value
is selected for voltage scaling.

Another key problem is how to decide the priority of each candidate using the
gain function, where the gain function of the task candidate C; can be defined as:

Gaingye,q1 (C;) = Gain(C;) — Lose(PS;) (17)
Gain (C;) in Equation (18) denotes the gain (energy reduction) after scaling
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down the voltage of C;, while Lose (PS;) in Equation (19) denotes scaling down the
voltage of one candidate may block the possible energy gains from its predecessors
and successors. « and [ are parameters specified in the energy model and PS; are
predecessors and successors of C;. Hence, the gain function considers the both gains
and losses for selecting the task to be scaled down.

Gain(C;) = o X Delayc, (18)

Lose(PS;) = B X Delayps, (19)

Figure 3.2 (a) shows the scheduling result of 31 tasks by the baseline algorithm
on a 3D processor with eight cores. The energy-saving rate (ESR) is computed
according to Equation (1) and the final ESR after voltage scaling by the ORI method
is 51.79 percent.

3.4 Dynamic task-to-core remapping strategies

From the previous example in Figure 3.2, after a fixed mapping, many time slots
are still available. We are motivated to explore utilization of the remaining slack slots.
Therefore, we propose two dynamic task-to-core remapping strategies and integrate
them with the ORI algorithms. The following sections will elaborate each respective
strategy in details.

3.4.1 Dynamic remapping (DR)

The idea of the Dynamic Remapping (DR) strategy comes from observing the
execution of the ORI algorithm under a fixed core mapping. After voltage scaling, the
distribution of tasks on cores can be more non-uniform. If we apply the task-to-core
remapping after voltage scaling, the task density of cores becomes more uniform and
may acquire more energy saving.

Figure 3.6 shows the flow of the DR strategy. There are two rounds in the DR
strategy where task-to- core mapping and voltage scaling are performed in both round.
Input information required by this strategy includes a initial timing constraint used for
the first round and a timing-constraint limit used for the second round. Moreover, the
initial timing constraint must be less than or equal to the timing-constraint limit. In the
first round of the DR strategy, the task-to-core mapping and voltage scaling (5V —
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3V) is performed under the initial timing constraint. Only 5V — 3V voltage scaling is
applied to prevent the failure of task-to-core remapping later. After the first round of
voltage scaling, the changed ASAP time and ALAP time of each task are updated. In
the second round, mobility of each task need to be recomputed and then the
task-to-core remapping and voltage scaling (5V— 3V and 3V — 2.4V) are applied
under the timing-constraint limit, respectively. Task-to-core remapping is also
computed by List-Scheduling-based approach [42] [43] and the priority of tasks
remapping to core is decided according to their mobility. After the task-to-core
remapping, the distribution of executed tasks on each core can be more uniform.

Figure 3.7 and Figure 3.8 show the example of scheduling 31 tasks with the DR
strategy on 3D processors with eight cores. The initial timing constraint is set to be 16
(starting from 1.05 critical path length) and the timing constraint limit is set to be 20.
Figure 3.7 (a) and Figure 3.7 (b) show the first round of the DR strategy including
task-to-core mapping and voltage scaling with 5V — 3V under a given timing
constraint 16, respectively. After the voltage scaling in the first round, the distribution
of executed tasks on each core is unbalanced. Especially on core 010, 18 slack slots
are available. In the second round, the task-to-core remapping is applied to the result
in Figure 3.8 (a) under the timing constraint limit 20, then voltage scaling 5V— 3V
and 3V — 2:4V are applied as shown in Figure 3.8 (b). Comparing Figure 3.7 (b) with
Figure 3.8 (a), after the task-to-core remapping in the second round, the distribution of
executed tasks on each core is found more balanced. Hence, a higher energy-saving
rate is achieved after the voltage scaling in the second round. The final energy-saving
rate of the DR strategy is 55.32 percent more than that from the ORI method on the
same case.
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3.4.2 Iterative dynamic remapping (IDR)

Based on the DR strategy, we further propose lterative Dynamic Remapping
(IDR), where multiple rounds of task-to-core remapping and voltage scaling are
performed. Similar to the DR strategy, IDR also applies voltage scaling under the
initial timing constraint in the first round and finally applies another round of voltage
scaling under a timing constraint limit. However, DR and IDR differ from IDR having
multiple rounds of task-to-core remapping and voltage-scaling applications.

Figure 3.6 shows the flow of the IDR strategy on top of the ORI method where
the current timing constraint incrementally increases up to the timing-constraint limit
in IDR at two black boxes. Hence, the task-to-core remapping and voltage scaling
under a current timing constraint are applied iteratively in IDR. Same as DR, only 5V
— 3V voltage scaling is applied for preventing the failures of the task-to-core
remapping. In each round of task-to-core remapping and 5V —3V voltage scaling, the
current timing constraint is relaxed until the current timing constraint reaches the
timing-constraint limit. We perform the final round of voltage scaling (5V — 3V and
3V— 2.4V) under the timing-constraint limit. The pseudocode of the DR/IDR
algorithm (indicated by the dotted-line box in Figure 5 (b)) is shown below.

DR/IDR algorithm :

1. T + initial timing constraint()

2. S + voltage scaling(5V — 3V)

3. if DR()

4. T + timing constraint limit()

5 A+ ASAP _ALAP_analysis()

6. S+ task —to — core_remapping()

7. else if IDR()

8. do

9. T + increasing current timing constraint()
10. A+ ASAP ALAP analysis()

11. S + task — to — core_remapping()

12. while current timing constraint < timing constraint limit
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13. end if

14. S « voltage scaling(5V — 3V &3V — 2.4V)

For example, scheduling 31 tasks with the IDR strategy on a 3D processor with
eight cores is illustrated. In the first round of the IDR strategy under a initial timing
constraint 16, task-to-core mapping and voltage scaling with 5V — 3V are
performed as in Figure 3.7 (a) and Figure 3.7 (b). Then, the current timing constraint
is relaxed to 17. In the second round, task-to-core remapping and voltage scaling with
5V — 3V under the timing constraint 17 are performed, respectively. In the
following rounds (the third and fourth rounds), task-to-core remapping and voltage
scaling with 5V — 3V are performed under the timing constraint 18 and 19. At last,
when the current timing constraint is 20, we perform task-to-core remapping and
voltage scaling (5V — 3V and 3V — 24V ) in the final round. The final
energy-saving rate of the IDR strategy is 63:17 percent more than that from the ORI
method on the same case.
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Chapter 4 Experimental Result

4.1 Fast scan-chain ordering for 3D-1C designs under
through-silicon-via (TSV) constraints

4.1.1 Experimental setup

A reference flow for 3D scan designs is provided in [17]. We modify the flow as
shown in Figure 10 and utilize commercial softwares to complete 3D scan designs. In
Figure 10, we first partition an original design to N layers which minimizes the
number of TSVs in use and balances the area between different layers. After obtaining
N-layer designs, Design Compiler does logic synthesis for each layer design. Then, all
FFs are placed in N-layer designs with scan FFs by First Encounter. Finally, all planar
placements are combined into one single 3D placement, and outputs of all scan FF
locations from Design Exchange Format (DEF) files are provided. Therefore, we
obtain all layout information.

u M-Layer Designs 4ﬁ/ Original Design /

LA ]
Logic Synthesis

v

Scan Insertion

M-Layer Test Pattern
2D Placements File

Y

=y l

[
Y
30 Scan Chain Crdering for Minimizing
Wire Cost andfor Power Cost

Figure 4.1: Proposed 3D scan design flow
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In Figure 4.1, we also perform logic synthesis and scan insertion for the original
design and then retrieve the test information via Standard Test Interface Language
(STIL) files by using TetraMax. Two input data, including the layout information and
test patterns, are achieved to reduce the scan induced power by performing the
proposed algorithm. Using the same input data, we also perform the proposed
algorithm by simultaneously considering wire and power costs.

For an objective comparison, the settings used in the previous GA approach [17]
are employed here. The population size is set to 2000; the same operators are used,
which include reproduction, crossover, and mutation. The GA stops when no more
than 0.0001 percent improvement on the fitness score (i.e., the total scan-stitching
wire length or total weighted transitions) can be obtained for the last 1000
generations.

Both the proposed 3D scan-chain ordering algorithm and the previous GA
approach are exercised on a Linux machine with a Pentium Core Duo (2.4 GHz)
processor and 4 GB memory. TSMC .18um library is used and the height of a TSV is
set as 10um while the partitions for 3D ICs range from 3 to 5. ISCAS’89 benchmark
circuits and two large 3D-IC designs from [23] are used to conduct experiments.

All experiments are divided into four parts. The first part minimizes the
scan-stitching wire cost. The second part reflects the results of the scan-induced
power dissipation reduction. The third part identifies the best scan-chain ordering
while simultaneously considering wire-and-power costs. It is natural to use multiple
scan chains to prevent long test-application time when the total number of scan FFs is
large. Therefore, the last part applies the proposed algorithm to multiple scan chains
on two large 3D-IC designs from [23].

4.1.2 Experimental results

4.1.2.1 Minimizing wire cost

Table 4.1 shows the preliminary performance of our algorithm with TSV
constraints. The third column shows the TSV usage in the initial ordering. The fourth
column reports the TSV constraints followed by the TSV usage in the wire-cost
minimized ordering. The fifth and sixth columns show the total wire cost in um after
performing 3D relaxation and 3D planarization, respectively. Both solutions can
satisfy the related TSV constraints. The seventh column reports the reduction rate
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from constraint-solving to local refinement during the second stage. Note that the total
wire cost after stage one is not presented since the initial solution is usually not
feasible due to an overuse of TSVs. That is, it is meaningless to compare such illegal
wire cost with those from feasible solutions.

As a result, Table I shows a good reduction in the total number of TSVs on big
circuits, such as s38584, s38417, and s35932. Meanwhile, the four-layer s38417 has
the best reduction rate; 65.79 percent after constraint-solving. For all circuits, the 3D
planarization technique achieves on average a 35.38 percent reduction in wire cost but
it consumes slightly more time.

initial TSV const. || 3D Relax. || 3D Planar. red. (%):

circuit (#FF) || #layer | #TSV | / final #TSV (a) (b) ((a)-(b))/a
3 71 20/19 8916 5088 42.93

s9234(211) 4 81 20/19 8698 5428 37.59
5 50 20/20 5044 4078 19.15

3 181 100/99 17314 12764 26.28

s15850(597) 4 239 100/99 24606 12778 48.07
5 153 100/99 14774 10820 26.76

3 185 100/99 18912 12750 32.58

s13207(669) 4 139 100/97 14354 11134 22.43
5 247 100/99 22394 12812 42.79

3 475 200/199 51086 32868 35.66

s38584(1452) 4 575 200/199 68376 32804 52.02
5 596 200/200 88704 33014 62.78

3 445 200/199 58294 33166 43.11

s38417(1636) 4 592 200/200 100906 34516 65.79
5 536 200/200 79730 32972 58.65

3 628 200/200 72208 34826 51.77

s35932(1728) 4 505 200/199 70540 32370 54.11
5 552 200/200 79288 33002 58.38

I Average || 35.38 |

Table 4.1: Effectiveness of 3D relaxation and 3D planarization on wire and TSV
usage reduction

Table 4.2 reports the results of comparing the wire cost between a GA method
and our algorithm under different TSV constraints for all benchmark circuits. The
second column specifies the maximum number of TSVs that can be used. Note that
the benchmark circuits of different scales are imposed with different TSV constraints,
from 20 to 200. The third column shows the number of partitions for layers. The
fourth and fifth columns show the total wire cost in um after performing the GA
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method and the proposed algorithm, respectively. The sixth column shows the
improvement ratio of our approach compared with the GA method. The seventh and
eighth columns report run time in seconds for our algorithm and the GA method,
respectively. The last column shows the speed-up rate of our algorithm compared with
the GA method. The run time of the proposed algorithm is proportional to the number
of iterations used to perform 3D planarization and circuit size. Although the proposed
algorithm results in the slightly inferior total cost on s15850, it produces comparable
or even better results than the GA method on all other larger circuits. Moreover, the

proposed algorithm can run at least two-orders faster than the GA method.

circuit (fFF) || TSV const. || #layer || W.Coa | W.Cour | over.(%) [ fca (s) | four (s) | speedup (X)

3 5310 5088 -4.18 341.3 0.4 922

s9234(211) 20 4 5182 5428 4.75 319.0 0.4 725
5 4166 4078 -2.11 307.1 0.3 1228

3 12636 | 12764 10T | 2961.1 5.8 514

s15850(597) 100 1 12180 12778 4.91 3B67.6 9.3 415
5 11094 10820 -2.41 45774 4.3 1067

3 12646 | 12750 082 || 47631 8.7 351

s13207(669) 100 4 11484 | 11134 -3.05 | 7295.1 11 1771
5 12884 | 12812 -0.56 | 53003 9.3 572

3 32464 32868 1.24 || 156924 109.1 144

538584 (1452) 200 4 32006 | 32804 -0.31 || 20845.2 132.0 158
5 33500 | 33014 -1.45 || 174676 141.6 123

3 34566 | 33166 -4.05 || 47988.8 122.0 393

s38417(1636) 200 4 34752 | 34516 -0.68 | 41204.7 182.0 226
5 33744 32972 -2.29 || 55407.5 164.3 337

3 35748 | 34826 -2.58 | 626144 | 2183 287

$35932(1728) 200 4 33864 | 32370 -441 || 745448 172.2 433
5 33418 | 33002 -1.24 || 752144 186.5 403

Average -0.93 Average 570

Table 4.2: Wire length and runtime comparison with different TSV constraint

4.1.2.2 Minimizing power cost

Table 4.3 shows the performance of our algorithm with the TSV constraint. In

this case, the information for the number of layers for all circuits are shown. The third
column shows the TSV usage in the initial ordering. The fourth column reports the
TSV usage in the power-cost minimized ordering and the TSV constraints. The fifth
and sixth columns show the total weighted transitions after performing 3D relaxation
and 3D planarization, respectively. The seventh column also reports the reduction rate
from two proposed techniques during stage 2.

Table 4.3 also shows good reduction in the total number of TSVs on the big
circuits, especially on s35932. Particularly, the five-layer s35932 has the best
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reduction rate; 37.50 percent after 3D relaxation. Consequently, 3D planarization
averages a reduction rate of 12.81 percent in total power cost.

Table4.4 reports the results of comparing the power costs between the GA
method and our algorithm under different TSV constraints for all benchmark circuits.
The second column specifies the limitation of TSVs in use. The third column show
the number of partitions for layers. The fourth and fifth columns show the total
weighted transitions after performing the GA method and the proposed algorithm,
respectively. The sixth column also shows the improvement ratio of our approach
compared with the GA method. The seventh and eighth columns report run time in
seconds for our algorithm and the GA- method, respectively. The last column shows
the speed-up rate of our algorithm compared with the GA method. The run time is
related to the number of iterations used to perform the local refinement technique,
look-up table construction, and circuit size. Again, the proposed algorithm results in
comparable or even better results on all circuits, resulting in run time speeds that are
at least two-orders faster than the GA method.

initial | TSV const. || 3D Relax. | 3D Planar. red. (%):

circuit (#FF) || #layer || #TSV | / final #TSV (a) (b) ((a)-(b))/a
3 200 20720 | 2.26E+06 | 2.02E+06 10.62

s9234(211) 1 296 20/20 || 2.31E+06 | 2.02E+06 12.56
] 390 20/20 || 2.36E+06 | 2.04E+06 13.56

3 358 100/100 || 1.46E+07 | 1.34E+07 8.22

s15850(597) 1 546 100/100 || 1.49E+07 | 1.37E+07 8.05
] 872 100/100 || 1.51E+07 | 1.37E+07 9.27

3 450 100/100 || 1.84E+07 | 1.68E+07 8.70

s13207(669) 1 688 100/100 || 1.82E+07 | 1.66E+07 8.79
5 828 100/100 || 1.94E+07 | 1.69E+07 12.89

3 914 200/200 || 1.17E+08 | 1.08E+08 1.69

s38584(1452) 4 1444 200/200 || 1.20E+08 | 1.09E+08 9.17
5 1746 200/200 || 1.23E+08 | 1.09E+08 11.38

3 1400 2007200 || 9.28E+07 | 8.28E+07 10.78

s38417(1636) 4 1926 200/200 || 9.62E+07 | 8.35E+07 13.20
] 2562 200/200 || 9.64E+07 | 8.40E+07 12.86

3 1430 200/200 || 1.40E+07 | 1.01E+07 27.86

s35932(1728) 1 2230 200/200 || 1.53E+07 | 1.04E+07 32.03
] 2818 200/200 || 1.76E+07 | 1.10E+07 37.50

Average 12.81

Table 4.3: Effectiveness of 3D relaxation and 3D planarization on power and TSV
usage reduction
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circuit (#FF) || TSV const. || #layer || TWTaa | TWT, .. | over. (%) || taa (s) | four (5) | speedup (X) ||

3 1.99E+06 | 2.02E+06 151 584.2 2.1 282

59234 (211) 20 4 2.02E+06 | 2.02E+06 0.00 4405 2.3 195
5 2.03E+06 | 2.04E+06 0.49 380.6 2.2 172

3 1.36E+07 | 1.34E+07 -1.47 9522.3 234 407

s15850 (597) 100 1 1.38E+07 | 1.37E+07 -0.712 8534.6 26.9 317
5 1.36E+07 | 1.37E+07 0.74 8641.2 21.2 317

3 1.66E+07 | 1.68E+07 1.20 || 125913 351 359

513207 (669) 100 1 1.65E+07 | 1.66E+07 0.61 || 126125 349 361
5 1.68E+07 | 1.69E+07 0.60 9722.1 429 227

3 1.I6E+08 | 1.08E+D8 -6.90 || 659209 [ 3493 189

538584 (1452) 200 1 1.17E+08 | 1.09E+08 -6.84 || 56979.5 | 4104 139
5 1.16E+08 | 1.09E+08 -6.03 || 62367.5 | 4449 140

3 8.86E+07 | 8.28E+07 -6.55 || TII766.0 | 486.5 230

538417 (1636) 200 1 8.76E+07 | 8.35E+07 -4.68 || 106233.0 | 565.5 188
5 8.94E+07 | 8.40E+07 -6.04 || 92206.0 | 6026 153

3 L.OSE+07 | T.OIE+0T7 -3.81 || 188079.0 [ 5I6.7 364

535932 (1728) 200 4 1.08E+07 | 1.04E+07 -3.70 || 162181.0 | 604.2 268
5 1L11E+07 | 1.10E+07 -0.90 || 145956.0 | 693.3 211

Average -2.50 Average 251

Table 4.4: Power dissipation and runtime comparison with different TSV constraint

4.1.2.3 Considering wire-and-power costs simultaneously

We further perform the proposed algorithm under TSV constraints while
simultaneously considering wire and power costs. Table 4.5 and table 4.6 report the
results of comparing the wire-and-power costs between the GA method and our
algorithm under TSV constraints 20 for circuit s1423 (total number of FFs is 74) and
circuit s5378 (total number of FFs is 179) with three-layer partitions. The first column
specifies the coefficient « in Equation (13) from 0 to 1. The second and third
columns show the total wire cost after performing the GA method and the proposed
algorithm, respectively. The fourth column shows the improvement ratio of our
approach to the GA method. The fifth and sixth columns show the total power cost
after performing the GA method and the proposed algorithm, respectively. The
seventh column also shows the improvement ratio of our approach compared with the
GA method. The last column shows the speed-up rate of our algorithm compared with
the GA method. Similarly, the proposed algorithm produce comparable or even better
results with at least two-orders run time speedups to the GA method.
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| coefficient || W.Cca (um) | W.Cour (um) | over.(%) || TWTga | TWTou, | over(%) || speedup (X) ||

0 1284 1268 | -0.01 66093 66301 0.00 1037.86
0.1 1462 1296 | -011 64277 64199 0.00 637
0.2 1310 1248 | -0.05 63439 64209 0.01 2976.33
03 1370 1300 | -0.05 63225 63103 0.00 T13.57
0.4 1376 1310 -0.05 62503 62353 0.00 647.29
0.5 1364 1342 | -002 61645 61009 | -0.01 718,71
0.6 1540 1524 | 001 58131 58103 0.00 470.63
0.7 1760 1388 0.07 57255 55067 -0.04 654.71
08 1676 1932 0.16 56007 W97 | -0.02 529.13
09 2350 3028 0.29 52517 50541 0.04 581.5

1 5342 5598 0.05 48559 48467 0.00 636.67

| Average | 0.02 || Average | 001 || 112533 ||

Table 4.5: Wire-and-power cost and runtime comparison with different TSV constraint
20 on circuit s1423

| coefficient || W.Cqq (um) | W.Cour (um) | over(%) || TWTy | TWTour | over(%) || speedup (X) ||

0 3618 3602 0.00 ][ 925720 | 933772 0.01 J8LAI
0.1 3748 3484 007 018654 | 930247 0.01 253.12
0.2 3628 3600 -0.01 008644 | 927748 0.02 274.88
0.3 3832 3446 01 890707 | 927218 0.04 289.56
04 3764 3508 0.07 893832 | 907906 0.02 268.35
0.5 4002 3856 0.4 888702 |  8B3208 0.01 24111
0.6 4022 3862 0.04 876088 | 882418 0.01 299.85
0.7 4796 4598 0.04 841270 | 860036 0.02 361.86
08 5904 6088 0.03 824076 | 821180 0.00 44992
09 8624 10002 0.16 786914 | 769509 0.02 H1LH

1 19418 20888 0.08 T4T609 | 744027 0.00 208.14

| Average | 001 || Average [ 0.1 || 306,36 |

Table 4.6: Wire-and-power cost and runtime comparison with different TSV constraint
20 on circuit s5378

Figure 4.2 and Figure 4.3 compare the combined cost between the GA method
and our algorithm on circuit s1423 and s5378 with four-layer and five-layer partitions,
respectively. The maximum number of TSVs that can be used is 20 for both circuits.
The X-axis denotes the coefficient « in Equation (13) ranging from 0 to 1. Figure
4.2(a), Figure 4.2(c), Figure 4.3(a), and Figure 4.3(c) show the wire costs under
different co efficient values after performing the GA method and the proposed
algorithm, respectively. Figure 4.2(b), Figure 4.2(d), Figure 4.3(b), and Figure 4.3(d)
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show the total weighted transitions under different coefficient values after performing
the GA method and the proposed algorithm, respectively. According to Figure 4.2 and
Figure 4.3, as the coefficient increases, power cost decreases but wire cost increases,
and vice versa. The coefficient « can be adjusted by users at their discretion. Again,
the proposed algorithm can result in comparable or even better wire and/or power cost
compared with the result from the GA method.

5 70
) e
g c
& 2 60 1
° 3 2
< B
'é-, o=
8 2] S5 -
g 9 3 --B- GA
214 E
2 —+—qur
D T L] T T 40 T T T T
0 0.2 0.4 0.6 08 1 0 0.2 04 0.8 0.8
ceefficient coefficient
(a) wire cost for 4-layer partition (b) power cost for 4-layer partition
B
--8-- GA 5
Ea3d —e =
s our c
= =
= g
< g
[=1] =
3 5
0 5
£ g P
g == Cur
D T T T T 4U L] T T T
0 0.2 04 0.6 0.8 1 0 0.2 04 0.6 0.8
coefficient ceefficient
(c) wire cost for 5-layer partition (d) power cost for 5-layer partition

Figure 4.2: Comparison among GA and our algorithm for considering power and wire
simultaneously on circuit s1423
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Figure 4.3: Comparison among GA and our algorithm for considering power and wire
simultaneously on circuit s5378

4.1.2.4 Multiple scan-chain ordering

It is common to use multiple scan chains to prevent long test-application time
when the total number of scan FFs is great. Figure 4.4 and Figure 4.5 show the results
of multiple scan-chain ordering when considering the combined costs under TSV
constraints on two large 3D circuit designs, bench 2 and bench 7, from [23] with
4-layer and 5-layer partitions. The total number of FFs is 4095 in bench 2 (50 K gates
with two clock domains) using 24 scan chains while the total number of FFs is 17983
in bench 7 (385 K gates with two clock domains) using 108 scan chains. The TSV
constraint for each chain is set as 20 and the average number of FFs in each chain is
under 200.

In Figure 4.3 and Figure 4.4, the X-axis denotes the coefficient « in Equation
(13) from 0 to 1. The wire and power costs under different coefficients after

performing the proposed algorithm are shown, respectively. As the coefficient
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increases, the power cost decreases but the wire cost increases. The combined cost for
bench 2 and bench 7 can be computed in seconds; thus, the efficiency of the proposed
algorithm is demonstrated. In summary, our algorithm is capable of supporting

multiple scan chains after scan partitioning.
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Figure 4.4: 24 scan chains for circuit bench2 (50K gates with 4095 FFs)
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Figure 4.5: 108 scan chains for circuit bench7 (385K gates with 17983 FFs)
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4.2 Enhancing energy-efficient task scheduling on 3D multi-core
processors by dynamic remapping

4.2.1 Experimental setup

Our framework was implemented in C/C++ and executed on a Linux machine
with a Pentium Core Duo (2.4 GHz) processor and 4 GB memory. The experiments
were conducted on scheduling these task graphs from Standard Task Graph (STG) [44]
on different 3D multi-core processors. We also implemented an ILP-based method for
an optimal solution without considering the transmission costs between cores. The
experimental result shows both two modified methods can outperform the ORI
method and achieve comparable performance as the ILP. Especially, the energy-saving
difference between IDR and ILP is only 2.54 percent on average. Later, we also
compare the energy efficiency of our methods to the ORI method considering
transmission cost. Experimental results also show that energy-saving rate from the
proposed IDR algorithm is 16 percent higher than the ORI method in average. As a
result, dynamic-remapping strategies are demonstrated to be more energy efficient
than the fixed-mapping strategies.

4.2.2 Experimental result
4.2.2.1 Compare with Integer Linear Programming (ILP)

In this section, we cross compare the scheduling algorithms with the DR and
IDR remapping strategies with an ILP-based method. We formulate each problem into
an ILP instance without considering the transmission costs between cores.

We first tested our task scheduling algorithms and the ILP-based method to
schedule task graphs with 50 tasks on 3D eight-core processors. The timing constraint
was set from 1.2X to 1.5X Critical- Path Length (CPL) and 10 cases were randomly
selected for each timing constraint. Table 2 shows the comparison of Energy-Saving
Rate (ESR) of each method and the energy-saving-rate difference (A ESR) from three
methods (ORI, DR and IDR) to the ILP-based method. The energy-saving-rate
difference (A ESR) is defined as the difference between each respective methods and
the ILP method as:

ESR(ILP)—ESR(ORI,DR or IDR)
ESR(ILP)
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Table 4.7 demonstrates the efficiency of three methods. The energy-saving rate
of ILP-based method is 55.24 percent on average. The energy-saving rate of ORI
method is 48.60 percent and their difference is 12.40 percent on average. The
energy-saving rate of DR method is 53.14 percent and their difference between DR
and ILP is 3.82 percent on average. The energy-saving rate of IDR method is 53.87
percent and their between IDR and ILP is 2.54 percent on average. Experimental
result shows our two dynamic remapping methods are superior to the baseline method
by achieving a comparable performance as ILP. Besides, two proposed methods only
take less than 1 second to complete, resulting in 300X to 11, 000X speedups when
comparing to the ILP-based method.

timing | ESRipp% | ESRort  (Agse)% | ESRpr  (Apse)% | ESRipr  (Agse)%
1.2CPL 51.02 4338 (14.77) 48.39 (5.03) 49.50 (2.95)
1.3CPL 56.20 49.98 (11.11) 53.79 (4.32) 54.66 (2.73)
14ACPL 60.22 53.04 (11.79) 57.85 (3.97) 58.89 (2.18)
LACPL 03.41 59.25 (6.54) 61.90 (2.35) 62.50 (1.41)
average 55.24 48.60 (12.40) 53.14 (3.82) 53.87 (2.54)

Table 4.7: Energy-saving rate (ESR) and the ESR Difference (A gsgr) of different
mapping strategies

4.2.2.2 Compare different strategies with transmission costs

In this section, we only compare the dynamic-remapping scheduling algorithms
with the baseline algorithm when considering transmission cost. We further tested two
dynamic remapping strategies on graphs with node size 50, 100, 300, 500 and 1000,
and randomly selected 10 cases of each size. Table 4.8 shows the settings of 3D
multi-core processors with transmission costs (¢ =0, 8 =2and y =1). Timing
constraints were set from 1.2X to 1.5X Critical-Path Length (CPL) for each case. For
the DR and IDR methods, we set the initial timing constraint 1.05X CPL. For the IDR
method, the timing constraint increases 0.1X CPL for each round of voltage scaling.
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# Cores | # Layers | # Cores of each layer | # tasks
8 2 4 | 50 &100

16 4 4 300

24 3 8 500

48 3 16 1000

Table 4.8: Settings of 3D multi-core processors

Table 4.9 shows the Energy-Saving Rate (ESR) of each dynamic-remapping
methods and the ESR improvement (+ESR) over the ORI method where the ESR
improvement (+ESR) is defined as

4+ ESR(DR or IDR)~ESR(ORD)
ESR™ ESR(ORI)

x 100% (21)

As shown in Table 4.9, the energy-saving rate of the ORI method is 42.27
percent. The energy-saving rate of the DR method is 47.08 percent and the
energy-saving rate improvement between DR and ORI is 12.68 percent on average.
The energy-saving rate of the IDR method is 48.68 percent and the energy-saving rate
improvement between IDR and ORI is 16.29 percent on average. As a result, IDR is
demonstrated to be the most energy-efficient scheduling algorithm.
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# tasks | timing | ESRogri% | ESRpr (+esr)% | ESRipr (+Esr)%
50 1.2C PL 40.42 4470  (10.37) 45.08 (11.70)
1.3CPL 44.50 49.04 (12.77) 51.34 (16.50)
1.4CPL 51.42 55.30 (7.33) 57.31 (11.51)
1.5C PL 54.72 57.60 (5.39) 59.10 (8.46)

100 1.2CPL 30.93 37.56 (22.81) 39.08 (27 .48)
1.3CPL | 3821 394  (15.60) 4614 (2095
1.4C PL 43.28 47.67 (10.58) 49.85 (15.36)
1.5CPL 47.95 51.56 (7.70) 53.66 (12.18)

300 1.2CPL 37.41 43.23 (15.87) 44 82 (20.09)
L.3CPL 43.27 48.658 (12.83) 50.58 (17.13)
1.4CPL 48 84 52.85 (8.31) 55.09 (12.81)
1.53C'PL 54.22 57.74 (6.56) 60.40 (11.26)

500 | 1.2cPL | 3753 $B58  (1623) 4538  (21.02)
1.3C PL 43.94 49.03 (11.63) 51.20 (16.54)
LA4CPL 49.31 53.29 (8.03) 56.01 (13.58)
1.5CPL 54.48 57.82 (6.11) 59.67 (9.49)
1000 | 1.2CPL | 3750 4184  (11.05) 4495  (19.80)
1.3CPL 44.48 49.59 (11.40) 51.89 (16.63)
1.4CPL 50.08 54.24 (8.26) 56.68 (13.15)
1.5C PL 55.35 58.73 (6.08) 60.65 (9.56)

average 42.27 47.08 (12.68) 48.68 (16.29)

Table 4.9: Comparison of energy-saving rates (ESRs) and ESR improvement (+ESR)
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Chapter 5 Conclusion

The scan-chain ordering problem is formulated as TSP problem and modified for
3D IC designs considering TSV constraints. A fast scan-chain ordering algorithm is
developed, consisting of two stages: (1) initial solution computation; and (2) local
refinement and constraint solving. To avoid high complexity of 3D optimization, we
convert such a problem into a TSP problem and use a state-of-the-art algorithm, a
multiple fragment heuristic, combined with a dynamic closest-pair data structure
named FastPair to quickly derive a satisfactory initial solution. Two techniques, 3D
planarization and 3D relaxation are also proposed to minimize the wire cost, (power
cost or combined cost) and to relax the total number of TSVs in use, respectively.
Experimental results show that the proposed algorithm can achieve comparable (<3
percent difference) or even better performance than that from a GA method, resulting
in run time speeds at least two-orders faster on all ISCAS’89 benchmark circuits when
considering TSV constraints. Moreover, our algorithm is shown to successfully scale
to multiple scan chains for large designs from [23]. Therefore, the proposed algorithm
can be practically used for scan-chain ordering of 3D IC designs.

As a result, the contributions of this work can be summarized as:

» Formulate scan-chain ordering considering TSV constraints into a modified
TSP problem.

* Propose a greedy algorithm for scan-chain ordering of 3D-IC designs to
simultaneously minimize wire and power costs.

» Demonstrate that the proposed algorithm can be practically used while
supporting multiple scan chains.

To achieve high-performance computing on embedded systems,
three-dimensional (3D) multi-core processors have become a promising alternative
where energy efficiency is crucial to its success. Many heuristics applying Dynamic
Voltage and Frequency Scaling (DVFS) techniques were proposed for energy
minimization. However, most of the previous works were built upon a fixed
task-to-core mapping where many slack spaces can be further improved. Therefore, in
this work, we propose two dynamic remapping strategies to enhance an energy-aware
task-scheduling algorithm considering transmission cost.

The other issue in this work, we apply two dynamic task-to-core remapping
strategies, DR and IDR, on top of a baseline task-scheduling algorithm from [41].
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Experimental results show the solutions from the two task-to-core remapping
strategies are more close to the ILP solution where IDR only has 2.54 percent
difference. Besides, two proposed methods can run 300X to 11,000X faster than the
ILP method. Our experiments also show that the energy-saving rate of the IDR
method can achieve 16 percent higher than that of the baseline algorithm on average.
As a result, the scheduling algorithm with dynamic task-to-core remapping can result
in more energy efficient scheduling than that with a fixed task-to-core mapping.

Based on such result, the scheduling algorithm with dynamic task-to-core
remapping can result in more energy efficient scheduling than that with a fixed
task-to-core mapping. We also implemented an ILP-based method for an optimal
solution without considering the transmission costs between cores. The experimental
results show IDR strategy can achieve comparable performance as the ILP and the
energy-saving difference between IDR and ILP is only —2.54 percent on average.
However, in our future work, we would like to further validate our IDR strategy
considering transmission costs between cores. Hence, the problem is formulated into
Quadratic Programming (QP) and compared to the IDR solution considering the
transmission costs between cores. However, the scalability problem of QP-based
method is more sever with transmission costs. Therefore, scheduling with a larger task
graph is implemented into Genetic Algorithm (GA) and also compared to our IDR
solution.
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