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R FIAVEE © 5 = (EERE AR AL EEE T A5 [REAY TT REHE SR (conversational
implicature) o 72 =& [EIE 2 AT ELESA T

(2) AT SE=EP= AT SEHNEHEE P ZHA -
(3) AJF S FHe% P= A)¥ S BHMEGEERAYE HIEE P 2HA -
(4) A7 S HEsmt P= A7 E T P {HIE P RIAIT- S IRAfE %€ -

s AITEE A — 5 » — (B ARAY AT AR A 2 B e &) - JRSCHIB S i s

* “In order to say what a meaning is, we may first ask what a meaning does, and then find something that does
that” (David Lewis, “Generative Semantics,” in D. Davidson and G. Harman (eds.), Semantics of Naturl
Languages (dordrecht, Reidel, 1972), 169-218; R. Montague, Formal Philosophy (New Heaven, Yale University
Press, 1974); M. J. Cresswell, Logics and Languages (London, Methuen, 1973).
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T BRTERGEE S G N A RIS EE - LEUTER A AN T EE A TR
T (5a) EEREGE (5b) Efikef ) - TR =I/EREGN 5 EHES AR
A—TERILT > BE TIR=DIREEN ) E(ETHRAKEFAE -

(5) a. R=7%7FLEEH -
b, GR= N K& 171 ?

Mo [FERRHE > £ (Sb) # > BefRE T AEN: - AL TR=3IEEEGN ,
EfiEs - WSt fEE R e ©

Gk P HHEER R R A ATHOMRYME - LEITER > TIR=REH 1 A Eh A nl i
st TIR="EEE o o (BB NEfY BTG - SRR ECH T o

(6) IR=JEEH T - alEfEHEEny -

7 LErVET IR - BAVRE A H R R E A E R 24 P
IR RINET S - THE MR e W e BGEE A S ER T B R e - METIES
GEE R PTE s OBV - fEEAEHE - M0V E RS BUEE = 0 fEai sk
BN ER T I E R TR i/ D BN TR s BRI EHEREREL —E
HE 2 Gt - (B IV T B R AR G e E M s A T IVE = -

e EERE] > E— (R sE R —(EaFAVE B  (REEN—E D 2 iR a)
THVETS » HETS AR SRR ? Bl o] DA /g 2R EK - e —(Eaisda i

FfF A —FEERE, B BMATDIIIAFFEENER > RASEELER
—RERPEIMHR T SS—EERAAMEERE - MARBEBEREATEN _FHE © (05 E 5%
RO RL » A TR A—EERE, Sl TFNESHEEN - SRISLERD > Fr
DIER > — @5+ S g ME a2 R E AR - A FEENE—(E B ka4 ED
AL RS ERERG SRS S REER MRS R ERER SR
0 R FRH AR EE 5= (Truth-Conditional Semantics ) »  FAFIFTZEEEHY
Hintist e —EEREFRAGEE 2508 m BT > BEsEE o DS F& 370
HIEFAEEIME AoV ERERRCE - R E A R RS (R -

AR 6 — {8 R 2 T AR B A ) DU BV E R E R » SRR EaE
P ™ AR F R —(E ] 2EAY

(7) S HREEHEES.

DAL R BIT A - ST

(8) HZ7 LA —aFE#RE (BT ) 2ENE HIEERT LA —(HERE -

15



£ (8) > F—ERHEN P27 LA —EEBRE , R rEERE LR HREGEHRH
REJF )+ - FE2 By T HAESES o (object language ) - HAFEE S M L EE
BERIVES - F_ELAMMEN 21 LA —EERE QAR REEEES
SERIFFTEEAAEES - T RREEREES (meta-language ) » 5] (8) FEZEE S Pl
R ' 2T LA —EERE , EEY T RERTVEEFRRE > B Mo DR
G EE R EEIRER » s TR LE(EEAE, EEPIaTE
HWAFUOREEHR A —EREARERE B EHEARRE T MAESRZEERN
HFY

HiEE S FEEE S T DR —EES0EE (8)  (HARMIREE—E > LhaER T
B (9) (EERES B0 (LRSS -

(9) There is a potato on the table E=EW)E BfE & 2T LA —(EEHE -
3. AMEEBLE BB R E A

M F AR F B R EREEEE R ARG —Ea e —Ep o EME ATV E
RERFFTHERERCRES —EaFHEEE P —EE R REEZR R
T

(10) ToR=, BYEE + Tk, (UER = "R=H%iE, WEXR
PoR—=dki, HUESE = TIR=2E, HYERERAS:

S R P — S ARG B R AVEERIE 2 (T ToR=, (VEE 7 (T
e TRk g AVEERIE 7 R NAOAEE SR TR =2k, AVERERRITE 7 SRR
EEME > IR MEE RN E RV E] -

"R BEFEEHE AN AR E R RN > DL T SRENE , S
AVEZEAGR  BMFEHEREER " REM, fRHRAAR - AMEERAZEE
B BTV B REBE T - RS54 — ARG - Rt . (B8N
R CERE®E T HAERE SR B =HESRAETAME A o IR, KGR
AR - WHE BRI ERES > —(EBESIUMESME (extension) » 55— (LA

(intension ) :

(1) a. — (B4 RE U i FARHI 8 5 T B A B
B4 BT "SRR 5 BV MESSH R -

b, —[BEALII P A A (e PR RS SR U E LB R B
TREHRATIRT SRR IRIEYOE T ANEATER R AR - 550 - ey
RIS S: -

B4 ° SEEIARAR 5 (P9 K B B RS EL Py = LA
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A A EIRE TS AR A FFE AT A=A EAY -

PSR R AT LAy RAMER R MNHMER » IMNEERE —EEE e EE MR
HIEAE S MNEEZRAEME R R RIS - EERESE T AMEFAH
HFEAESGE - fE s R AT -

AR FHYEFR SO HTENE ? ) 7Y ERERA IMER N - —(EH TR
A w] DA R A1 &) T HIRE S BN & (propositional content ) » a7 AT 17 A2k
M BT R ERER - EEE -\ AR ENaEN S HE A B A -
LLTER - TR =GR 5 BT o AR S ANER T R R AR A
BEEMTEFENHPET @ ElarE2EL > et - S FERA —EEEIUE
R= 0 SH—(EEASIUEEERE - T Big g BAENRG - BREMETHEE LE
HiZER  EEEFEMANEREN - MREEFEEER —EERUR= > 55—
(BRSNS - 1M HAT& et R B A BRI 4TSS - A0 TR =550 , S(8Y
TRUATDAMEE Ry EL - HA)5Eell - AR EEE IR LB RO - FfTEH
TAFPRAE AR N S B B AV E B - A R RE R AT DR Rl
HFIIRE  TEPEE SRR E B ARG E IR THE - SUEHME R FRYINE » A
T SEAMERN T YMERE NIRRT E B R NHYFETE (denotation ) °

B PIHPFTEREY - IRXOAER—{EGE - SEHECR )T o HY NI B R g
T

(A) “X HI
& X FRATRENSANE > EEBISNERE T ERENSE - BRI
SR - X BRI -

(B) “X” HYHMIE
FEFRFERSG G > I EGE R - X EIRFTE TR -

(©) B -
PRERRS s I = B R =B RR m AV AREA
PREIEST, HUSME = BREES  (F£ 2011 42 F S (5L FF G )
"THESE BN, (I = TMHEREEEEEAM, hEEHEE
A—(EEEEEMES - AR - T B MBS -
"THESE R HME = B (FF 2011 £ FIS(E 57 R R E D)

4. DUMEREGERIH GRS

HAERME&ERE—(E A THIIMEE —EE R (E > —EEaHAYINE AR Ry B AR (i
e MBS > FRFARS X RFR N T sHEUE BT X AYIME:

(12) [[X]] = X AYFPE
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PRI © AT HYS M A AT 258 B 5 e sadH A MR Tk 2 B TR
=Wkt BT RO > BFIERRIANAEE] N EE e -

(13) [[5R=11+ [[2kEE]] = [GR=2kk] = B - =502
[[5R=11 + [[2EEE]] = [[GR=2kEE]] = &

e ToR= 4 HYSMER THkEE ) HYSMNE SRR TR =2k, S (E A THISME -
HAE B H B I UHER = ARkl - A #e TR = HYSMNESERTRUES IR S 5
SREAMEN - I GEE M AEAVEER

(14) Zhangsan + [[2bf]] = &

gt T ok B (E RV MER R =S (E(ERSAH SRR G5 R —(EEAE - W%
R =HAVA G - BEREGER - ki, VMBI —EEE > AL ER=
B EERS - (SRS AT & BT Ay B BRI - g B ERVER - TP K
Pghaa Ak g HISMEGRE B > N R e B R &S T — (5w 7T > LS 2
H—EAE - EEREEEZEN ARV EMERE AR Tk, S5
K8 > AEERRAYIATIR T » TAkEE y HYEE A DUERN T ¢

(15) [[2tpE]] = —(EFEEEEE (A BIERENRE > HE/MEEHES
A E A 2 -

I A EREE S AR - Tk, HUESER AT DA ¢

(16) [[#kEE]]= f {x:xisanentity} > {T, F}
for every y € {x: x is an entity}, f(y) =T iff y runs away.

(16) FrEnyE SR ([ r]] 26 e 8 £ - S B e B R (E RS E St A
AR R HEARAIES - 5550 0 1R (16) # > MR ERESE T EERMAVERE
B HARRTETL -

BT May i > e TR EY > —EREA R > — MR KEhEE
FHLE N B P RS MERE B AN E B Har P e i EES - A R EEEHY
HMIERITE— (e (E e A\ BB EAYRRE -

(17) A8 yE5 (Lexical Entries; LA)
a. [[7£=]] = Zhangsan
b. [[2kE]] = f: {x: x is an entity} = {T, F}
for every y € {x: x is an entity}, f(y) =T iff y runs away.
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A T E R BRI MESE

EAERER - P T ARAVREE » B A [ B A MESE B Al 4H
GIE ? FEBE(E EREZ R

Al > SRS T T W (E (] R B AR

(18} a. <E§é§ﬁf%% °
b. IBEEEGR= -

(18a) A1 (18b) Wifl &) T-wEEBAANIE > N Rk == 8RR > A RGEER=
2R - AR E M E A TR B S = —h > Frbl—(8 &) THVSE R AR A Al RE R
EEFTAREFEEIME Lt 1 —EEAHMNRZE T TR SR -
EERNZRZATEE ? 2R THEE TR WA THRIEGEG T AA % - £ (182)
tho RYEEE T 2R JeRIERE VIR, G EEEIR LS TR=, AP
fyaE]T o A£ (18b) ot - RAUEEh " =8, Jofl Tik=, 45 > PEEHUIBENS - AT
LLA)THIRB R MR TR (E I B P HUsE RSN B L B i A A & T RO E i
WGBS o STk EE RN LAY FregefH & Al - °

(19) ¢H&JERN (Principle of Compositionality)
— (& a]FHYEE R R HAH RS () 0 BB R B E M HANEAH & T =
PR TE

FRLATE R T30 ) FARBRERRRR » BelPh (9 ) T G5 M T R 17 - B B PR
SRS 5y UGS 0T -

(20) )
/\
X Y
/\
a p

HFVERE AEGE R - SFTA S IRETR NYVEY - SUEE R RIS E R $ 52 -
11T e T A AR 1) o i B B — (R AR AL U ey B 2 P AL

(21) EyE AR (The Rule of Functional Application; FA )
W X B fE5r XEiEs - TN Y 1 Z fEEE: - i EIYE—(EE
HESSEEZ]] - AEIXI = [[YTAIZ]])

(21) ERAAIEE AT LU AR RE L radamey T sR=2k80 5 AME AT - & T2 B2

3 G. Frege, “Logische Untersuchungen. Dritter Teil: Gedankengefiige,” Beitrige zur Philosophie des deutschen
Idealismus, 3 (1923-6), pp. 36-51.
* Heim, I & Kratzer, A, Semantics in Generative Grammar (Oxford, Black Publishers Ltd, 1998), p-44 -
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{85 Fir /s 2R R A4S 1 R e A O

(22) a. AJjE4ERE

S
HR= 2182
b. FHEEH
(@) [[S1] = [[ZEsI(([FR=1D {5t FH eREBE AR A (FA)
(i) = [[ZkEE]](Zhangsan) [EEEHRER (LA)
(iii) = frun-away(Zhangsan) fEzEEES (LA)
(iv) =T iff Zhangsan runs away (iff there is an invididual whose name is

Zhangsan and he has the property of running away.)

FELEEEERE > “iff” 1&HAY “Zhangsan runs away” A FR—(EHSCHF o (i BlE]
(22a) %%EE’JE@{E%# ErEMEEEE AT ERE SN -

ATl - HEFAEREFAEER - e aLARRR - WVENTRE SRR R ph #oE
BHAIDU MR EE &N - FfI8t o DGR HEESMEH AV NEER » B
—(EFEE AL NEEEEE (extensional semantics ) » Fef e A ELZE R FH4H 68
EEREE ARG R A 72 BV ERE R -

5. wE AR A

HFHE E—EIEAHRE] > sER AR AR YES Alw ] (input) 2 AEEFIFTIT ARy AIESE
R - SRR AR RE 2 Alm LIRS > S8 mETRIVER Y - (FRE iR - SR
soEtlE R AR E AL — e S (B ihE 1 R e Hﬂ*ﬁﬂﬂﬁﬂéiﬁﬁiﬂ)ﬂzﬂﬁx
[FaT o EEEAAE > WNAARET  HAREEA K > il B S maEE
TR L Al AaE R -

BT A AGE RSN — (R EREU S S M B E A LRy S5 - fHE B S REnI4S
i > MBS EAR A 5 2 e B E A AR A £ 70 XAYRI(EETR T - IFIEEE RS
—EETRGE G A LS E e 0 S EiRE A i DUEE AN R B TER T - RR AR
HECEREINETRE IR A 77 XY > LR AR T RAE — (4 > Shsadl N AA—
{EA K rdhss] > 40 (23) -
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(23) S

NP VP
| |
N \Y
| |
R= iihed

{GiE A 7y X HIES TR > BT RE (th MIHYEEEE ? Heim & Kratzerfg iU M FER
Al -

(24) JE7> XERREAYEE B MR Al
WIS X GARLEA T 0 MY /& X AymE— R 8iEs » APEE(X]] = [[Y]] -

RIZIEMRAIA - (23) ot NP HysEEAEREE 2 N (URBE MR - VP iVeE R 2
FEV EEMRE o (85 AT R4 b AR A R s i R S R R A A &
FARRE -

(25) HumtiaaE B AR A
WIS X B4 I R - AITE([X )]0y S AR o d P Vs S R SR E -

FE LB (23) 1> g 2[[NP]] = [[N]] = [[5R =]] = Zhangsan > [[VP]] = [[V]] = [[#f(E]]
=Af: {x: x is an individual} — {True, False} - FTLL A T-HYRE B AR R ER R B a2 2 F (E 51 B
FHIEEMRERTAE » SR BRI S — =S -

6. s R R

FESE VUG - FIELEM MG 7 @i Tk, FUFRER > WEERERIT
PR E - ISR BT L(EREER TR - SRR e B R A AR Y BB E R PR 2K
HlE )5 HI R  BRAE— (R E R FIRER BP0 m R0 B e — (il 8 1] ) S
EFIE ? SEEERHEMETTE - WIRR AU REEE SR A BT (EwE 22 A (A RAYRR
& M A S S A R ) 5 A e L AR L PR (R AR o O 1] ) e 3 B A IR EL PR
AVERR ] o DL TR =250y S A7 Rl > BT RN T HHEE -

(26) a. FfFIHIE T5R=2ki0, BTV ERERED T @ DA —E{EEIR=
IR TR = IS (EE S T e T Ry > HPEE TR =2kel , E(E A TRLREEAY - &

> Heim, I & Kratzer, A, Semantics in Generative Grammar (Oxford, Black Publishers Ltd, 1998), p. 49 -
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AR A -

b. 8" R =2k o 15 (8 )T E AR SR 2 ELAER PRI S #a5E T 5R
= HYMNERFIENER=1EEA -

c. 1REE (a) B (b)) FfIRIE "R, LZER—(E AT DA EGAS S sk e AR
TRAE PR ACHIE EARAYERPE - AR (atE (i) i " ki, S
sl ST AT RIS B RE R U L R R E R -

HFPME e - LAt E s ae s FRny iU DhRE s (AniEREsd TeizE ) s i
itz se ) MHEAR EHEPNE D - AR TR S IL E B ERVE D > ALY
BEALRF -

7. S ENREL

ERVUETE > FMHEA R EEEREE R A [EEER A RER R E > 41 (27a) > (HZ
s BB LR EEIEA Y EhsEn s MEAR R —(E(ERSAYEE &40 (27b) -

(27) a. [[#EFE]] = f: {x: x is an entity} = {T, F}
for every y € {x: x is an entity}, f(y) =T iff y runs away.
b. [ZkpE]] = (5=~ &I » £F-}

DIESHIARARSIEER - ([BR=26E] S M &)1 n DUHEr B E - ARR =S (E (S
[[ZkRE]IFr (CRAVERR SR & T — (B R - BTEUEA S8 ay MR R (E AR 5
Gt s o] LU ACH g &) Ty EAR(E -

HERMARFHEBAEGE B F R 2 REER R HERE R
N R —(E [ ESAYERS » & r] DUA —(EAE R — i A e B A e (S S
FIERE - HRE—(ERERR R R EA R E > ] UGS — (SR o B e e —
RS > HARER AL

(28) a. {EES%ES > WmEC
AR — (RN S - FIER SR E AN R E (T8 2 Ry {Epk #characteristic
function ) 2 —ERRE, > 2 (ER &Y EPMER—EEE - f1(x) FEEEE
& B EExRAESEN—ERE -
b. ¥ — (EEEHEST

6 TEFRUIT: Let A be a set. Then char s, the characteristic function of A, is that function f such that, for any
xeA, f(x) =1, and for any xgA, f(x) = 0. F5£:FHeim, | & Kratzer, A, Semantics in Generative Grammar
(Oxford, Black Publishers Ltd, 1998), p. 24 -

THISTTEFSUI T : Let A be a set. Then char s, the characteristic function of A, is that function f such that, for any
xeA, f(x) = 1, and for any xgA, f(x) = 0. FH5£FHeim, | & Kratzer, A, Semantics in Generative Grammar
(Oxford, Black Publishers Ltd, 1998), p. 24 -
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s Ry (ERS E B R E A ek S - A > e BT R EEE —ERE &4,
i HE P RS - x24T —EREE HEE)RBE -

R Ry e B R el B IRV [E S ERR 5 > A R BIsa A MEE TR R nI 1 Ry el > o mT Ry

T EEAFE - WIEM G EES AR TR ACHAEH -
FRIFAREREH o B A —5E & A = {Ann, Jan, Maria} » [ TEAE S FERY LRELEA L0 T :

fa=( Anon -
Jan -
Maria —
Jack —

O.—‘r—._‘

FZAET51E > dRA — BT

fa= Anmm — 1
Jan —> 1
Maria »> 1
Jack —» 0

HRIEAE TERVEE S A LB FTA O E SIS AR BB (E RS 2R AT 45
& WEE {(xeD: fa(x) = 1} = {Ann, Jan, Maria} -

il 1 SERE YT ERIERRA. GRER TR T)

H R

(i) &UFIEERe 1 -

B 2 e iﬁﬁﬁﬂl{l‘ﬁ“‘* {a,b,c,d e, f} » P =(H a, b, c (RECETAF > Héx
1 d, e, T ASRETAE - SEAIHFHEREZRERR - 4G A [EFF Ee BrH A e RS -
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B — =

%:

PGB REHIBEIY 245

1. HATRIERYZSE

e E—EELGHIgH 48 T B IRE R RSS20 R &) TR MERE R - MRIZHA
HYETam > S AR RLEEF TG T AR &) 7 — s - S (RS R Rt EAR R
B HEdMEfamey s TSR A > DEE —(H5A % E5E e —(E A @
FrplayBsa4E - BRI E S ey - —Eb i R iR B BT - 55
— RO R e s sE R - ARRF AT -

(1) a. sHEMREEAA
() PREHVEFIARAL (FA)
WIS X E{E 7y XEiRE - R TNA Y Bl Z gaEERE - mAYIIE—EE - B
TEFIREEZ]] > AOEEXT] = (Y21
(i) oy XENREHYEE SRR (NN)
W X G HE T X > MY & X AyiE— G 28R AREEXT = [[Y]] -
(iii) #&UmERLEE AR (TN)
WIS X E&8 e - AEXHEE SRR s R e 2=
TRIE
b. FRER
(i) [[5R=]] = Zhangsan
(i) [[ZkEE]] =f: {x: xis an entity} — {T, F}
for every y € {x: x is an entity}, f(y) =T iff y runs away.

ARFREEE Y - WERIFOR 0 TR DI — DL - SRR RDART
HARHPGHYEEE (Domain ) - De%T{IE‘“(entlty)E’ﬁEﬁ tELEATA [EISHYES - D&
EBERE > HERTA FTRERVERENES

(2) De = {xixZ—{EI{EHS }
D = {T,F} or{l,0} (Tor 1= "True; F or 0 = False)

BT (R AVEEE LT E R RS (3)

(3) [[#kE]] = f: De > Dy
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for every y € D¢, f(y) =T iff 'y runs away.

AT EISHIBES LR - AP AT DUE— P st e/ aa B R IRV £ B —= - RAFIER

HTHPYMERRRE - A AV MRS - BAMBRAE A DU S — 5 =GR - HIEE

EHRIRIRESARE 58 S T A RIFREARVINES > LR - FAHEE TiR=, 51

{EfE > AT ASA A HIsB RSN 407 - T A TR MER ERIE ﬁﬁu/@?m%i‘

SR - HE > A R EhE 2 B T TE e 2 7 (3) FAVER » HITELLH

}‘LK)E’&%@JE?EI BRI ERR AR RER S E EE?%KJ@MXDQ»X%‘T‘%ﬁ%ﬁﬁJ:
AIRETE ARG A B BUERY R EL - A KSR BB <et> -

(4) SR %

BH L LR riegis s LI L fEHEE

B e ik

GER t HiRE

A g <e,t> TefEReI A B R(EAY B

e 55 —{E A MZRED% Pl <e, > JHRIHVEREL - SUEIEFE BRI RE e > It
eR S E AR ¢ - SEREEINER - BR T e Ml ¢ BTG EF IR FES N ARGE
ﬂu%@%’ﬁéﬁﬁfx Al > FHATSE <o, B> 2R » FTAHVIERETRENFon—TE# > F5510
WA B R oY oo ARG T B HTE > A S E Y E -

(5) Fll<op>: o WRHEHVE A (GRve)  SAZEHELE (E) -
2. REERIEER

AT EMEEERRINESE - REEEERYLE KEEE T 0 R Nl A R ER
S

(6) S
5‘§|£ V/\NP
|Ek 3§|IT_EI

HeMrEHA ZaEiEmEe - Frl TiR=, 1 TR0, NEEERRIE A e > (HE YY)
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sl T EE WEEEHRTEE ? NI K YEh s — R A <e >0 7 1R T EEL
HSER IR <e t>H5E > AIEE T Z20 ) B ATHR TR RS — A5 e HIflEAS -
HgHaS RS —EEERE - thste (6) iy VP REEES > REE—2 > VP
FEFEEH TR =, PREEE T > WhiEmE VP EREEEHEME NP - )25 —(E
ALV LR > S EsRTT - R (E &) T R ny s B (E R ISR -

(7) S<?7>
/\
NP : <e> VP <t>
/\
5'§|E V:<et> NP <e>
gﬁk 3§|IT_EI

IR e g aa] B AR A R RERIA e jdhaa— B2 <er> » BAFTRZAS [T HIRE EIH
BIAAT - B (ERTHIEE R ? & e B M E 48 2 F 8 555 44 0 s B 2
25 e > i HARFIAE &7 HUsE R A t - (BRI K R8s K B 4H Y
s A o AT E

(8) S<t>
/\
NP <e> VP 2?
/\
5‘§|E vV ?? NP <e>
gﬁk $|IT_EI

felE (8) o FMKIE VP HYSNIEMER E 58 FaalaH R e BYSNIEAH SRR Ry ¢ Y
HFAME > (AL (8) AR R —E ER A <et> » A RYE &R —
i A NE -
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(9) S<t>

/\

NP <e> VP <et>
R= Vv ?? NP <e>
=X /4 APy

PENAR - MR R YEh R T B WA e HYERE Sl & O pEE R
Fo<et>HIBEMHFER - llﬁl:);"a%@f? T EE ) HIEERELAR R <e <et>> o ML EH
NI TCRHER e > St TEAYELZ R Ry <e > HYRKBL © DLNBHIMTEEARER - KAIEEA Y
o (T EEfesmT AR & 591/\% (EFE(ERE A R REREH B HEH
Y ERERAER

(10) [[#E=E=#ZF/Y)] = T iff Zhangsan likes Lisi °
MRE _EEEREGELER  IPRET DR ZEE] (9) hiVEEIHEZA T ¢

(11) [[Z&(F/7]= f:De > Dy
For every xeD., f(x) =T iff x likes Lisi

FEIEIEHLTT - Bl AT M R B T R AT S T R FIRGE
L T E S HEERAVER (1) JE(EERRD o MIRE - HTER - R
5 B R A TR

(12) [ =474 ]_fhke D —)D<et>
for every xeDe, flike(X) = hyx : D¢ — Dy
for every yeDe, hx(y) =T iff y likes x

AT TEE EEFHFEREER > FERAE T UGER R ERERF T -

— —

(13) a. (] S )
T
NP VP =T iff
/\
5‘F|<E \% NP
b
\_ Y
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b.[[S]]=T iff (by FA)

c. [VPII(IINP]D =T iff (by NN)

d. [[VPII([[#=ID=T iff (by LE)

e. [[VP]](Zhangsan) =T iff (by FA)

£. [[ Z#A)([[NP]])(Zhangsan) (by NN)

g. [[EENN([£9)) (Zhangsan) =T iff  (by LE)

h. [[Z#K]](Lisi) (Zhangsan) =T iff (by LE)

1. flie(Lisi)(Zhangsan) =T (by definition of fjixe)
j. hiisi(Zhangsan) =T iff (by definition of hyjs)

k. Zhangsan likes Lisi

Hi# 1 EEERERFER E*@f»‘éjﬁﬂqﬁ’ﬁ BEFEG HEEERHED
AILAH NEE > 5FeRE B N2 &

3. BUEVEEEAIALS

WRTHEEFTE R > RMHEERGA —(EREEVE RIS > a2 - BRE=
BRREE S R ED  (EERWVEY - 25 - Fla)1  AEREEM A EN A ERE
B HATR L > BPIVERSRA LT 547

(14) BEHH!
B L PR o A TR fEHEE

HA e A

GRS t HigRE

& UE G <e,t> T fEAEh A B BE AR EL
Y-&UL RG] <e,<e,t>> e fERG AJE R Ry <e, t>HILKEL

HAlfoLl - FAMFTEEAY A TR G - Fras ZHVRE A % (H— B3R5SR
WA > ST UGS - PTRERRE SRt &S » SRt bt » NIkt
HFIFTE (e LATR (I B 28 = TR HIFT A Al REsE BRI 247 B A4 AT BUE
FUR

(15) mLIFRZREE_FRrARY R RE RV E &
a. e BB R
b. t B —TEE A
c. MR oge— BRI > SR —THEERHRES - A <a p>tE—
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EErse R

e EHAVESRMA > e %Dt ErB R SRS (E R e B - RS A A
(15¢) - IE{EHEE ERFTERHYEERH] » (bl e B—(EEEHH] > 2 —EEEH
Al o FrbA<e >t /2 —(EEEREN] - NRy<er>ZMEEEIH] > Arbl<e <er>>HiE

<<et><er>> > <<et>r>FWALE—HEEIHA -

fRIE (15)» A EFEEERIAVH S Es i ] DR E R T

(16) a. &IHDJEFTAFEIGHVES
b. #IEDJERTH ERENES
c. HRMETRI(EEIK > Do f2Dp, D<o -t/ —(E A REHVEII > Z—4HATA D,
e ADgHYEHYIR S -

4. Lambda =L

AR AR A EEES - R RARES A jt%%ﬁlé’ﬂ%i%f HEE SR H A N
e AT SR i DA — LR R B T AR i VS - S M R AR A
FoftfiZ o JfFiE— I A2 B R A A AREO R B 57k > tgt/E Lambda 0
TFRAIEA -

(17) Lambda 22 E 1
a. MAaE ¢+ (1) [Ax : xeDy. Predicate(x)] @ B2
(11) [Axq. Predicate(x)]
b. \WJEEE @ f: Dy — D¢
for every xeD,, f(x) = T iff Predicate(x)
c. ZE{ : [[ZkEE]] = [Ax : x€De. runs-away(x)]

(17) EPLambda%i%ﬁE’J/sz‘E@aTgﬁBﬁ %*ﬁﬁ{ﬁ%lambdaﬁﬂj: (e TH > %
ﬁj\ B 1% A R lambda S8 IE N EE B - ZEM I AR R (ali) BYTTEC © B
=ErHIE uﬁ&ﬁie{llambdai%LﬁLFH?J {EHE R D R T 1% S —(E E

fE ﬁD%‘Predicate(argument)’ﬁﬁﬂ%ﬂ?ﬂﬁﬂ%#%é\ﬁé
(& lambda FEAFFREE (EEER LEA7TE (unsaturated ) HYHPE > E
T L —{EFF & lambda P RAVEE BB HIER T - BEEA H5EEE (saturated ) © tb
W1 (17a) FEFR~IE(E lambda _E%ﬁ‘ﬁ% &% R e AVERTT » #iEE(Predicate) VEEE A H 5T
#2 > FrlA lambda FFSEFTFRRIVES » SLE EEERT L EFER TS - fﬁmﬁﬁlﬁﬁ
REREATHPY KT%IE‘“YEE@@ A S C AR e RS
PRELVEER E R T b HRE AT
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(18) [Ax :...](argument)
24 © [Ax. xeDe. x runs away](Zhangsan) = T iff Zhangsan runs away.

HA] EHEHIFIT-Z lambda REAT_Eimt @ G2 —HERE - B AEARELAE
‘Zhangsan runs away’ * {EAS {1 > RBEER EERTHVERE —EEERE - B
AR BN HAYEE R ) B ERE Al A EE R - (B e B 2w th AR A —E#
ERBIE - 1A AR (e > EEANIE T Sy R Y@ sE b s Sy — (i
BRE -

(19) Lambda F2E5{ 1T
Ma]iE T [Ax i xeDg.[Ay : yeDg. - (x,y) -
soE BRI R oV TEHylf\—fl+E}mJ'J7%<B SHIKEL
A - [Ax : xeDe.[Ay : yeDe.y likes x]] CEEHI| Fy<e,<e,t>>HY14HY)

{5 lambda FEZEA A HMREE R > Lambda FEANIEEER 2 FHTHER
& ARG

(20) &)L T [Ax:x€Dg. [+ ]

e

Fhl: <a, p>

E‘g—f1ambda}5ﬁé’\]§lil§l’9%IEXEI’JSEES*E%U?JE;EI%aﬁ’JEﬁ’fff [ < eeee BB R BE S AR
B - LT B2 » 55 —{ElambdaFT4 R A5 IEXB’JE%TZ@E‘J J5hlle, 1M “x runs
away’[N Ryl &7~ FrbABEEE - NIE (17) EEREANEEEGIE<er> - {£
(19) 1> F5—{ElambdafT & s A IE XY S8 R AIE R e, I *[Ay : yeDe.y likes X HJ5E
EHRE<etr> > FrLL (19) HEEEEHIE<e <er>> - EURAIT :

(21) [Ax :xeDe.[Ay : yeDe. y likes x]]

Pt 1

<e <e, t=>>

b

Lambda FREEABEAFORNE > gt f o] LUE I ElERoC L - EEJTRRA KAYIEh
EHRE IR S e R R S ARSI Yo s (1

(22) a. [[FR=21EEI]] = T iff

[Ax. xeDe. x runs away|(Zhangsan) =T
el AR - P AZE R — (PR Lambda SHUERA > Ksmoci A lambda Fr& Y
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8%1F - 1 lambda SR

(23) Lambda &3+ H] ( The Rule of Lambda Conversion )
AX i xXeDe [ x*]](z) =T iff [-+-z---]]

FRIZIERARAN - (22) HYEBEERWT ¢
(24) [Ax. xeDe. x runs away](Zhangsan) = T iff Zhangsan runs away

FEiE s - BT ERP AR - SR [ x T T x AR A /2 EHY lambda AR
72 FE Al 5 52 1Y lambda A& PR HVES » lambda EEHIRRTZEARERE AT -

(25) Ax:xeDe [ Ax[x- ] ]1(2) # [+ Ax[-++z+-]**]]

% lambda ¥t 5 —(E 2L £ B BB B R —{E lambda S22 = HE EE T 24(H
lambda - W1 Y)ENEEAVEER > I lambda BRI HER D EELBRT - Wik
TEEEE lambda %ﬁ%ﬁ{ﬁﬁﬁ)ﬁ%m% (&l 5m T2 FE R lambda 2222 U AT ERAYEE —(E
lambda - 55 —{EFm7C R FEE] lambda FRZEFARFTHIHAYE (& lambda » {RELIHHE > 40
(26)

(26) [Ax :xeDe.[Ay : yeDe.y likes x]](Lisi)(Zhangsan)
A |

R T lambda #EEARATZ > (26) BiEmtipk (27) BYG5EE > DL Lisi B x S {EEE -
DA Zhangsan B, y :S{E#EIE » #H)5E:R > Lisi ;& 158 > Zhangsan 2&5E

(27) [Ax:x€De.[Ay : yeDe..y likes x]](Lisi)(Zhangsan) = T iff
[Ay : yeDe.y likes Lisi](Zhangsan) =T iff
Zhangsan likes Lisi

FIFHHTHY lambda FEEREGER - TSR =S8R, ERGEROT

— —

(28) a. (] S )
/\
NP VP =T iff
| /\
TR= \Y NP
| |
N V
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=E &l

b.[[S]]=T iff (by FA)

c. [[VPII([INP]D =T iff (by FA)

d. [[VPII([[#=ID=T iff (by TN)
e. [[VP]](Zhangsan) =T iff (by FA)

f. [[ Z#1([[NP]])(Zhangsan) = T iff (by NN)
g. [Z#1([#/4]]) (Zhangsan) =T iff (by NN)
h. [[Z#K]](Lisi) (Zhangsan) =T iff (by TN)
1. [AXx : x€De.[Ay : yeDe..y likes x]](Lisi)(Zhangsan) =T iff

(by LC)
J. [Ay : yeDe.y likes Lisi]](Zhangsan) =T iff
k. Zhangsan likes Lisi

5. FEMERR RamTCHYBREL
A L mErEF - EELUER e BYERS SN EITIERTT 0 HAES A SA LUERE LIS
HYERPE 2R & 1F By am eI Bl 70 2 DA IRFIRE am @6+ &5t TIFIREHIH
(29)-
(29) [si[s2 TR =1 3] [verefEiv]] -
BEAFHYESE TR=1548 ) BEAT - A FIVSBEERER AR ¢ Bl E25EEE
e BFRZES ALV BEAAE TR o ARE > TR EEEBaRTT 0 T HIREY
AR A - aEhsR - TR R0 o OV E—(EER B « e 2R E1EERIT 0 1M
BEEE R OVE R R Fy ¢ AUFRE > 1T B R A E 0 B0 ERE A 52
alFA G BE - AT BhEEAE TR, SEE R DUER T ¢
(30) [[Z/E77] = \P: PeD.P=F.

fRIE EHE(EER © (29) HYSERE AT LUERATT

(31) a [R=FRHEEEN=T iff
b [[BEAVNIGR=FHED=T iff
c. [[R=154%]] =F iff

d. Zhangsan did not win the prize.
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HRE S T A —LEp oy o] U R R (E ) 1 - ERAnERess e, B2 - afils
(32a) - BUE B ARGE S ANESGS Uy O - FBIEE (32a) HYSHREREIRELD (32b)

(32) a. iEBGEHRE -

b S;:tt
/\
S, it ConjP : ?7?
T~
WL%‘ Conj = ?? Syt
I e

£ b mHES A Ef“n&ﬁ'ﬁ%ﬂﬁ_ Bl B3-S HRB RS e - FMTthRniE T2k o DA
Ko TR o HUEERESI AR R A o K%DLEI’JECOHJPLXE&ﬁ%ﬂ FEUE . UEEE
JEA - $F4Tfem§iéﬁﬁﬁﬁiﬁﬁﬂ CO”]P/ MRBR IR (E T 22 1 R SC BRI - RSS2

CAEE(E{E SERRBRAIFE R o BT &ﬂa’]?}ﬁTU}’E Ham S R
COHJPEI’J%J/\IE fc SR Ry B i H PRSE RRE S A - BT AR R Conf PSR
EERE<te> -

(327) Sy it
/\
Syt ot ConjP : <t,t>
/\
ﬂﬂ|j§ Conj : 77 Syt
" b

BERTIRE TE02 ) BB - SR AT » BRIk
B THE . BEEEZBNAT > e TEUE . WAS; Rl AR T > ConjP Ry
N IHEE R N Ry Conf PRYSEE S <t > R " 502 o HIRE RS <t <t t>> >
»\/Eﬂ?l:ﬂiﬂlé%’ffﬁ BBtV e] T sBEA Re B EEREEHE /%‘J%D)E’&‘F%ibﬂﬁaﬁﬁﬂﬂi

» PRS- RS A DI R R Wit - R MR DUERAI R ¢
(33) [[EeZ]]=AP: PeD.AQ: QeD.P=TorQ=T.
fRIg (33) EfflEsk > (31) Bl THIREREERDT

(34) a. [[fERECEHEN =T iff
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b. [BGENFEEAIAMEID =T iff
c. [AP: PeDsAQ: QeDs.P=Tor Q =T] ([FRAEID([MEI) =T iff
d. 2Q: QeDy [ E]=Tor Q=TI ([ EIN=T iff
e. [FxE]=Tor [ X =T
A LR S N R (] B 1 T R (E Bse 4 B Al s 40 (35 ) ey Al g
(35) SR=VEACHIBLSE -

(35) HYEEREEEREIIR (32) > 4061 (36)

(36) S
/\
NP VP,
/\
5'F|<z VP, ConjP
/\
HELEFT\ Conj VP;
! o

1 EfH > VP VR T EE A4 ERAH AR S OB EE R BRDAVP —E 2K Rl <e,r> » ConjP
WNERIE R Fy<e, >FI VP 2H G I RIE <e > HY VP HVEE R » FTPAConjPHYEBI—E /2
<<er><er>> {EiE M T » Fef Tk v DAHER HE ConjHYRE E H A
<<et><<et><et>>> o

ARFEE TRy BIsEREERR R ? EeMATE (35) EEAFHIR e B R E R
N

(37) [[FE=MEFFIPkEE]] = T iff Zhangsan sings and Zhangsan dances.

RIS - ErBEa s A ME AR W (E O R BsAH A Em T > RS > FA
BEVP B ERA T

(38) [[VP]] = [Ax: xeDe. x sings and x dances]
FEEIAMTRFE ConjPHYSMERE R © ConjPHYEE R VANV I FE B &E & 2K EA VP HIEE
B o IRBEHERSR] - EARETREN: - LR VP E EL » ConjPERTT @ Bl

ConjPE LHEYL > VP ESRIT » AlE A Al AE - N/ VP 5 (E ek B K B K AT s 2 2l
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ef{E#S > {E/ZConjPHYSEE SR A A A FTREZ(EEG - FTLAConP—iE /2 & thEl » LU
Al Fy<e,t>HIVP2 & ConjPHYGR T » WAL HEER Fy<e t>HIVP, - #HJEEEE ConjPHY

BUIWRRE<<et> <e>>HJFREZ - WAEFRA T :

(39) [[FIPkEE]] = [Mf: feDee.[Ax: x€De. f(x) = T and x dances]]

7 (39) HYEESR - T HEsm ) " A0, AYSERE - /e > "1, R0 TBkER, A S

th (39) HYEER > B EIEEER - B8 TR, /HERE - TR, DHE SR
e TA, BEEE AT LUER T

| oo

2 =K .
b- Eglﬁxiﬁgu ‘ <<eat>a <<eat>7 <ea t>>>

R YIS EeEE IR - (36) S (A& RN B BB R A E R R

(40) a. S
NP VP,
TR= VP, ConjP
MEEK Conj VP;
Al BkEE
b [[SII=T iff (by FA)
¢ [[VPIIIINPIN =T iff (by NNx2, TN)
d. [[VP1]](Zhangsan) =T iff (by FA)
e. [[ConjP]|([[VP2]])(Zhangsan) =T iff (by NNx2, TN)
f. [[ConjP]]([Ax. x sings])(Zhangsan) =T iff (by FA)
g. [[Conj]([[VP3]D([Ax. x sings])(Zhangsan) =T iff (by NNx2, TN)
h. [[Conj]]([Ax. dances])([Ay. y sings])(Zhangsan) =T iff (by TN)
L [Ag<et [M <e- [Az. f(z) =T and g(z) =T ] ] ]
([Ax. x dances])([Ay. y sings])(Zhangsan) =T iff (by LC)
Jo[AMf <> : [Az : f(z) =T and [Ay : y dances](z) =T ] ]
([Ay : y sings])(Zhangsan) =T iff (by LC)
k. [ Az : [Ax : x sings](z) = T and [Ay : y dances](z) = T ](Zhangsan) =T iff

(by LC)
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l. [Ax : x laughs](Zhangsan) = T and [Ay : y dances](Zhangsan) =T iff
m. Zhangsan sings and [Ay : y dances](Zhangsan) =T iff

n. Zhangsan sings and Zhangsan dances

B EHE 7 2EF T HimochH BRI 2 - MEERESCEE > EEHE
ELREEE e EL 71:9’]1%?

A
i
F{m
puii)

N
=113

BIEFe TSR TG H ) AYEERER

H]

lhy
i
(98]

D OgEy TR AT AR (A o A R G

(i) a. R=FIZVUREERH T

s H O EEIFR TR ERM A (a) o T, SRR ?

B4 T8, M TRy 2 rhyEs e v IS E —EEhEEMH SR AR 0 4 A
(ia) F1 (ib) -

(i) a. 5E=797K -
b. 5R="RHEHA -

a%ﬁa— M2 HIERES - WER (a) ANERERS - PEFANGEEERH R e
s B L AT RRGIGEGET A g AVEREE

6. sEE LHYHA

WA BAEE FHH AR P ) T2 @IEry 5+ - U5k > NE (41) BVEFHLE
— A -

(41) *R=RKTHEX -

(41) GE{EE] TR Ry S A AR ISR R it O PR AR B S AY AT
a1 (42) -

(42) SR=WERIKT -
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FEREHIAE B TSRy AR RIRTEOREY - ERtsB RN S - (41) JEZ S E R DIk
B AT EARRE TR (42) MEEVER - EEJTER > B2 YN A RTRES Y (41)
BEEAYR T B AR ZZA A RE A AR - BeIRsEtEny a7 I ik Ry ) -

AREAEAT AR BRI EE@ ER R T Al A S EIE E R
ek > BRI SRRy ) Rosf B LRI &) - SEELE T m Ry (E &)

(43) a. fitHAREK -
b. *fERE K -

(43a) F1 (43b) Fi{EAFHVEEEEFFEAMT - (43b) ARG AT RE N B AVARE -
%m%av%%&%a—zmmﬁ% —% > LEE A RENV RN BB B L RERE - (R RsREE AR
HIBhENGE T, BOKENMES AR - HER R A N EDOREER AR E > RiviE
(EFEEEZE > (43b) PR T —(EEE LA -

[EIREHY » 1F T IE (44) B T4 - (44a)FI(44b)N A EAERESE 218 > E—I R [E 1 IE
REEREE Sy » —(EF T EhEE 3B, SS—{EF T EhEE Thb T%(44a)197$é3§/ JEEIE
AERZER - TN ENE R R E T i A TR R

(44) a. *HRRGHETSE T
b. ARG T -

WRGEEE R & Tt E EE PR nlEsE R LA R A Takat T —
PR AT T -

(45) FAH&S T ERVE—(EETRE L E G — SR E AR -
AT E —(E BB A i) DS GE R R E Rsf & B AlE » HOTALR
(46) a. —flE&H X - WERMEETERER - HEEHE X R EER
FRRRAYSERS
b. HEAEGEE RS G SR EHYR ) -
PR —(E 45 X GEUAETERERR ? % Ay —[EEPa T - faxs—(EEiks
vy HIE A R E A ETR 0B - afYEmTHEs N2 PHYSEET - TRHYERTEIE A

B aafVEEREER] - Nt iBEMEI TR EHTER - Nty — (B0 AE R RV - 2
TSP RIRIEZE (type mismatch) o —{EfEELIERIFT 20T -
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(47) &t y:e??

/\

o - <t> [_’) D <e,t>
B+ *R=(FEIET - vs. FR=IET °

HAMELL RS R R E E » & eRE Y A AR A & 5 R s B2 A e B R S 28
ARG EEGSEREAEGEERR R EREEEMR AT EOFEEHA
HY B R AR AR P o] DA A AR R M Pl 2 A Rl o2 Z*ff% WISRA HAh Ay S R R R A
A AR RS 22y s T - A e 2 n] DU TR R IWER—(EREE
kg > M B RGsEmERIT -

lhy
i
(9]

SR EER] - SR SR E T -

lhy
B
o

i R L P (] P S P RERYER R A -
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FVUE
A B (B A A RE R

41 EEIFHE

FIAT AL » SRR e At sy » CAGRIRLE 23 IR R - &
B - DR R (D, ST

® EHEX [[5E=]] = Zhangsan
® RRWEhEE 1 [[2EFE]] = [Ax.. X runs away]
NEWENEE 2 [LE#EHT)] = AP P=F.
® YyEE [Z#]] = [Axe.[Aye. y likes x]]
® P [[F1]] = [Ag<e - [AMfec - [Axe. f(x) =T and g(x) =T]]]

FEiE— A MRS BAG o 5o/ NS A RE R R - — (2 i 4aad] > —

s -

42 WELFEE

B AR s MEE R AR TS TRV » FTOISE 45 T3k =, MRIE

WIR=HEA » PR (R LRI L R B R

TR > AR TR - BRI SRR ? BRI PR R -
BRI FEA T

(1) =LA -

E s E ) T2 R E s AR AT AR - ERE R A e TiR= > sEsEEL T HIH
— A TR PR AR

(2) S
NP/\NP
S
%5 S%A
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HAE RIS S s A S B R - AR EE P fa i) e AVERSIE(E R
soE IEHERY - BB T EIE A g B AT RE AR e HYMEEG - N AW R
A TS EAVERDY - B A S BRIV S E RN » R LR AT RE Y BE s RE
Fedd TRy EEE R <e > el ¥ 0 A1 (3) FTES

(3) a. [[&7& A]] = Ax .. x is a Taiwanese.
b. [[£7& A]] = Ax .. x was born in Taiwan.

c. [[57& A\]] = AX .. X’s nationality is Taiwan.

HalEEs - DUREHERE - T 8B Ay HMNEERIGHIEUERTE 68 AR &
& - EEEEEE T - (2) BT HEE HEER=EMERZEGE NE(EESHIR
82— Dl lambda ZMET - HABRZANGIT

(4) a [R=EEEBAII=T iff
b. [BEANIGR=1D=T iff
C. [AXe. x’s nationality is Taiwan](Zhangsan) =T iff

d. Zhangsan’s nationality is Taiwan.

SUEM e (ERES - FE

el

A I T L st i A4 NS,
PR By <e, I -

LB B T — (A R R e ) T8 8 ] DAAESH
TSR F R W (5) -

(5) BERGEA -

Mk TRy 2% BEQTFOERER e - tatEsn (5) BEaTFHER
AR (2) BEATHEREGRERE N > bl T2, BEER RS EED
B B AR ERSES  WELEEIE SR REENEE - 5T
gRAETLARR A - A S (6) - °

(6) Moskva gorod
Moscow city

‘Moscow is a city.’

ERMNGEE 2o 23RS BEEREZZ (semantically vacuous ) HYEHIZEEFRIE ?
SRk B — (B A R i A B R — (e B S (E R ERE E— Rtz B
E (BERER) gRFERNVIBERIT - hitEsR T E, BANHERERIFMEE

8 SEEATHYE FE4gHE ¢ http://wals.info/feature/description/120 o
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http://wals.info/feature/description/120

AR > 20 (7) e
<7> [[%]] = 7\,f<e,t>. f

HEAGIE] (7) #EAYlambdafk » FIeMEbmi sl - £5 =5/ 48 lambdaliF > F{M
FE AT Ao BrHry il & —{EH A% » 41“Ax.. x runs away” S X runs away”
R s ) IR sB 03 » HEFFlambdaf Vs 2 2 © lambdapk 0y Fodmitiz » ELAHE
WIS BAE (] PR PR AR R TT - B RSB AMRME - WIS BIE(E TP I R B
17 {HZPHYBIREAR N —E & H) -V EIRR - WIS BHVAESE 2 A —(E 45540 - FAlllambda
S Fadmutig 0 RN A SR - MR EREAR - it ER A S BB - °

(7) FaveEEES Y - (7) FaVREeT Efmitiz - RERZFRNE - A EE
HEURE -

R (7) 8 T2, FrlEiivEs - 610 (5) BUEEEERLT ¢

(8) a. [[(R=FEEAN=T iff
b. [BEEEANIGR=ID=T iff
c. [[ZI([EE AID(Zhangsan) =T iff
d. ([M<c . fl(AXe. X’s nationality is Taiwan))(Zhangsan) =T iff
e. [AX.. x’s nationality is Taiwan)](Zhangsan) =T iff

f. Zhangsan’s nationality is Taiwan

3

AR SO BN AL - ARG UER - B B AR - &8
i NS RE B AR HEE - apile) (9) Y T2, BNRERES o

(9) a. B*(B)F °

b. &db* (&) Bl -

FEFREF AT B T2 o FIRFZREER T o R (ERAEREARTRE > JFIA S a5
S (E R R i e A BN E AR ANE - 0 N EflE)
(10a) HHIEEASGE (10b) HHY TAES , -

(10) 2. EBABELSE -
b. MBI -

? DI Heim & Kratzer %} lambdafisE1yzRHH

Read “[Aa: ¢. y” as either (i) or (ii), whichever makes sense.
6)] “the function which maps every o such that ¢ to y”
(i1) “the function which maps every a such that ¢ to 1, if y, and to 0 otherwise”

#5275 Heim, 1 & Kratzer, A, Semantics in Generative Grammar (Oxford, Black Publishers Ltd, 1998), p. 37 »

oHZ
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(e =FME e - JMIRIE - BB S EZ E <er> - WA REEETH{ERS
iy L FE e E e s R > [NIE(10a)RI(10b) PHy#4EE " SVE A 5 B TARS 5 HERZ T (1
8 o (AT ERRE 25 E B EI(10b) - fil4) (10b) hAyEhEE T 4EfE , HAEE A
RTINS AT, sed@fE - FrLl (10b) frey4as ©REs , S iEHEREE
B (F—(EERIREEE - BEE TiEREEEY) , 1S - A R E e A R
SRR TSRS - JEEHRF A A 4] ] DUE RO AR B 4 - A — R 55 24 5 R
L - BRI EE ? RS B T (TR ? He 1T m] ARR AR HH Fr A i A
TR ARG AT R > DRSS AT DA o —fiii R (RS - YR (E RS &R T S TP
A ERS > EEESET - T, SEEEEANER T S (PE R -

ARV ] S SRR A4 AR R 7 MRS A - — (7 S R A R i
RAEES - EEITER - BREAE— (B S =863 > a, b Ml ¢ ARIEE TIfEh , S (EfE
FAE R a, b, ¢ IIGEARFTRERATR AR - MRS @ REBRIIEiiEE -
FEEEMESET - TR . BMERERRIA 25 (1)

(11)  [[FEZH]] = a®bDc

PAMFMIAE - R MR EIERE 2 - NILER R RARELL (11) AVRIRE
RIS EE - WE L —TRECE B T 2 URRE - & N RFIsAGT sman (=2 -
B BFIA R INEMESHGET s — T ATV EERES - MATCSORB - S0 8
g o7 e BRI EE R > A1 “book’ K “books’ FYIEL ] » HeffZ A Fr S EI R 18 4 ar i/ ML
A SRS B ey - BRI NE R 0 R 23R0E 2 II & ERES AT LU Bl
A o e #45e) ‘book HYFMESE: a, b, ¢ ={E L T-{E#E (atomic individual ) » FSJEEHE ##
“books’HISMEFL AT LU “book’ HYFMEMAEREACH R T EAG I TINE - A0 N fa -

(12) [[book]] = {a, b, ¢}
(13) [[books]] = {a®b, bdc, a®c, a®bDc}

F lambda HY 302K FR%#E » ‘books’HYSMIEER] DLFERU T -

(14) [[books]]] =Ax[x is not an atomic book and for all y, y is part of x, and y is

atomic, then y is a book.]

SR {8 B BT A S [ S HYEE S P AR — (%45 AL e LR E
o (15) ey Ty AL —AF A LU — AL ERYE -

(15) ETET -

1 Carlson, G, Reference to Kinds in English (New York/London, Garland Publishing, 1980).
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RIS - —(E 77 AR R SR T AR R B R R R EE GB2E
( Wilhelm 2008 ) »

B e e Y AR 2 B i NETEAS (atomic discrete entities ) B > 15
Ry P8 aEe - BRI TRy 2 A A 0 R R — DR BT ER A F R
JREL e S5—J5H 0 A AN A B B/ MERS - TR EA R MRS B RS 4SS

(homogeneous part-whole structure ) » #1 T /K 5~ T4 5 & > Chaife/Ke g HHE sy - K
EHE - (REMBZ BoK > IWESER BN i #egsd o

ZATHAME A (ATE) AEERVSMEfRAYED S BB RS - BRAE SR AT e 8
A1 HP MR A4 EE] G ARSI R i - PR i R B4R AT MR BT DUE B AS
AT USRS « ZBE—(EfT - BReA =B AER MERS a, b F ¢ » =(E{EASERZ
B TR R bR P RV ARV METE (16) -

(16) [[*24:]] = {a, b, c, a®b, a®c, bdc, a®bBc}

(16) o » (P59t @ FonftiA [EEEG A4S R B EERS AN & RT » T 2R sk 45 S
‘&= complete atomic join semilattices °
AN E[EAAEEINIETY - TR s 58 2 — 80 HAN S ERT @ Fridsl iy 23 IR S -
M2 B HEES R E—E0 70 R A A8 4 EaHY Y ME SR ¢ —{Elcomplete non-atomic join

semilattices '

£ EHEEEEE T - oK B ME A DUEFRAT T -

(17) a. [[*ZE]] = Ax[for all y, y is part of X, and y is atomic, then y is a book]
b. [[*7K]] = Ax[for all y, y is part of X, and y is non-atomic, then y is water]

NRAG (14) PERERSFNER - LR TEEEFHRAESMEFETESN > (17a) t T,
HAMERE TR SR TR - el e EdRRE T WASER TER T EE ST -

HAE RIS AR I T AL A E R - FRMTMIRFEE] - R DU AR R T A G ik
JATE A (E RS AL R R A (B A - R RRhaR - TR B e T e R G
PR B RHTABE(E AR AT > DLMERs Ryl > HASREEZ n DA T

(18)  [[HEHi]] = w.[xe[[*[ES]] and for all y, ye[[*EF]] > AEycx]

=2 52 K557 Bt Cheng, Lisa Lai-Shen, & Rint Sybesma, “Bare and not-so-bare nouns

and the structure of NP,” Linguistic Inquiry 30 (1999), pp.509—542. Doetjes, J, Quantifiers and Selection; On the
Distribution of Quantifying Expressions in French, Dutch and English (PhD dissertation, Leiden University,
1997). Wilhelm, Andrea, “Bare nouns and number in Déne Sutiné, ” Natural Language Semantics 16 (2008), pp.
39-68.

12 £ 5% Link, Godehard, “The Logical Analysis o f Plurals and Mass Terms: A Lattice-theoretical
Approach,” in: R Bauerle et al (eds.), Meaning, Use, and Interpretation of Language (Berlin, de Gruyter, 1983),
302-323. Link, Godehard, Algebraic Semantics in Language and Philosophy: CSLI lecture notes No. 74
(Stanford, Calif., CSLI Publications, 1998).
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FE (18) 1> FefMTH MR k 2Fo B E 4 - FF98 VRN Ty “the HYEE.
AL BB ZEA R HME x> (18 AV EEAG R 2wt S A B L ([ 1 1 ok X7

iy
i
-

AR N E PRI ERERRA: -

aH

(i) AEZmAERE -

43 PEFANER

afam ot B e o EERPIRRER — MUEFANERER - A Y8 % - P EHEE
F L EsERE T > BES g% o K NERET AP SRR T

(19) a. FR=1RHEH
b, FR=AHEH -
- SR —HEBHE 7
. JR=FEZEVUBER
- TRZHEAH > ZEVUAHRE

o o o

POCHIIE A A —ERFRER SR - thgte - BRI B E B AR - 064
(19a) > TRy —EZEHH - A AR RHEMR "R, BAERERY > SEAPFALE
B> NREPRFHIRAERMESR > e > 5efa) - fRiFa) > this) - SGEHtes)
TR o FREA TR BT LA SCHTE Al BT T DABE A P AR (R aE - s (E R T
ARG HIEE R BGE PRI KB EE R = A R AR R Al 6 Ry — T it > 40 &) (20)
FITEUR

(20) [[HEHA]] = AXe. X is smart.
A TR g % EEFER R 2 —(EPE AR R TR L AsEEEZS (semantically vacuous )
N B L —EEF B<e >N Az (B EsE R _HiE S iF BAMEE SElEE =
G E TR R T e

(21) [[R]] = Meee. £

BT (192) E(EHTHERERFRLATERLT
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(22) a [[[R=1REEEAI =T iff
b. [[MREEHAIN([FR=1D =T iff
c. [fRIN([[#8#A]])(Zhangsan) =T iff
d. [[Mf: feD< . f](Ax: x€De. X 1s smart.)](Zhangsan) =T iff

e. [Ax: xeDe. x is smart.] (Zhangsan) =T iff

f. Zhangsan is smart.

EERRE © IR TRy A1 T2 BERE R Y
HRIE?E AR AR RS YIS 78 IS R ARACA
R PRHYEERNE?

T I R R S T A E T
RS ZE T TR HEMTeAH

4.4 AR ER

TasE (R0 Bl & R AGEAEE AN » A A)A Lt nT LU AR BB 45w - T2 iRt aaaH
apE] (23) -

(23) sR=ZF[ne[arEHEHAY]NEAE]]

EiPas () Bty - mE R b TrY . o FRMTEAE R A a4

FAHVEEETE ? N e E s ey aiwE -

(24) S

R HREA

gtet e B S > (24) EEA AR SISk =2 E S A M LR =1RIE - NItHR=[E



Rp /e TARNEA R TERAE , WIERTE > ESEEMEAIR - (24) PHYFEELE NP
VZHEMH N (25) HUEEE -

(25) [[fRHEHHAYELA:]] = AXc.X is smart and X is a student

eI pieET s - BEEE TiE s EEREE R RS - HIEE NP (YRE S E RSN
F EFEAEEERE AT USRI M ZRAVEE R SREREE - FMZAOERE (24) BVEEREE
=8 (25) HUEEE -

AR P M E2 7 R By A AR A2 aB B R R AR A - AITENPE FHYAP, KN
SRENE —(EZE R B EEERIT - NOJREZEE ? RATRE » RATEK—
{EA ety {ERS &t - (ERAPHIIMESEE LA nRE 2 (EES - AR AIREAP & R
8 NEGRICHS ? B2 Al RERY > (R T Ty, —EEEREE - it > &
58 "oy, o EAPVESRTT - HERFELUNERIT - A% (25) AUEER - |’ TEk
& A DA S 2 L Atah Ry — (& AT RE S 7

(26) [[E/‘j]] = }\.f<e,t>.}bg<e,t>.7bx.f(X) =1 and g(X) =1

RAREY - ERE—E Ay, B E S == FralamivE R T H , 7Y
EERENE N TR, B EBARIIN RN IR — [ ES PRItV -

SN T o I RGEE R ZE R A - R AR S (R A Z AT - 3K
N | el N A 2 el 2 T |y K N e B A A e Y 2 ST - 2 R
5 > B E e - AR MRS > 40 (27) $1AY T smart students 5 °

(27) a. They are smart.
b. They are students.
c. They are [smart students].

d. NP
AP:<e,t> N: <e,t>
smart students

(27a) #1 (27b) HYBIT-EFFHA " smarty A1 7students 5 # 0] LLEREE (FAGEE
FT LB ESIENZ <er> > A1 (27d) AR » IRAERTEAC T - W ESEAENE <e, > I
ERRGEA A A e B E E AR AR B B & k- EE Y - RIgs4H 45 Loy —(E
BB ES—ERE R RS [ RER] - (27¢) FEZHHIE Rel B LIVH ) - [HEALE
—EF T o Ry T RS 4) - Heim & Kratzer (1998)fg3#% - bk 1 cR VR
AR R ARRE R SRR AISN - B {E 5 AR A B e A Y SE AR
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AIl » Hrp iy — (RIS EE(ZERFR Al (Predicate Modification ) » EFEAIT

(28) HEEEEGFRA]
WSy 7> SCEES - TR N A (EETR oL - i H ol BB B EAE E<e,t> » A
JEE -

[[v]] = [Ax: x€De.[[a]](x) = T and [[B]](x) = T]
TRIZIEFRACGEAFREEARAT - T smart students y HYFEE R AERATT -

(29) [[smart students]]
= Ax: Xx€De¢.[[Ay. y is smart]](x) = T and [[Az. z are students]](x) =T
= AX. X is smart and x is a student

SRS P SCBIE (24) < H@H TR TS0l (24) s,
BRI AIRRE T BBRAERA: 5 (ORBTEVR © BB TARRY - IR Ty 5 R e
BIEZENT - 40 (30) I -

«T
=.
W

(3()) [[E/*j]] = 7\,f<e,t>. f

fRIZ (30) AYZERE - [[HEHIRY]] = [[HEEAT] - AL (24) gl NP (YRR SR T 20
FOLHY (29) BLARERT -
HAF DA A B f P-4 T

(30) a. &L AYARAR
b. Mk (W) IEAZEE
c. REER/ N

b S G T E] DUA BB SR and” LR (AEE BT R » ARG EIE A -
bt PALERYARAR 3 TRV EALEHVERPE IR SRR AR PR YA EE -

HAI EmE iR T g R oY A B R YRR E R 0 HREA T
GhimUE—{E T2 A T IERERY - R AR H oY 2 e & (F T SRR R Ty 5
% A REEIRE T —Rdd4lsm - HERA TRERI(E 7 A2 IRy A =TEE -

SN ERNER-EE BRI A P S Eahi i E B R A

fEamM AR RRE 7 SRR F B Ny AT -

W

(31) a. [REEHBIEESE5 -
b. Jumbo FEE/NFE -

47



NIR=EAXNGEE SRS , TN ESR=RAAMER=EEESERNER
e ? Bl G E - HEEFRiBeEETaME  TR=2RAXIESER ) &
HFHERNRERZSHASM > MEEA—EESER  R=EEAERN  TTRERHY
HIEE S 2o el » Al @ s KA —Eslafty - BRI AR R IENES
ERINIHSE - AT EET Rt R MR o =S - ] g9 A KB Ay EEk - [ERRAY
EBIMER T lumbo BE/NS ; B > MAVE B A ZE“Jumbo ZE 52 > 1 H Jumbo 1R
IWINER - EREHEE &S BIVREE SRR > mAkL—E RIS EE
PNHRIEZR F2/0f8% > FrllEi T Jlumbo F&/NG2 5 iE(E AT > Jumbo ZFTLUNESHETR
SN S5/ - BEREMEYIERLE/N - FT BRSSP PR ER
NEEET > TEMHEN TR B EE A e EN - BRI a0 DU U S
55 o

P 2 N B R A R 0E 2 — (87 A Rt M B B By
<<et><er>> > BV LS5 — (8B Fy<er>Hy%aa&EamoT » W H LUS{E 45
FrrfE s (S K CERRHVETES » 40 (32) -

(32) a. [[H#AY]] = [M<e>.[Ax. X is above the average fame for the entities

in {y: f(y) = T}]]
b. [[/N]] = [M<>.[AX. X is below the average size for the entities

in {y: f(y) = T}]]

LIFRE (3la) M RanE e -

(33) a. S
NP VP
HR= \% NP
& AP N
B EEER

b.[[(332)]]=T iff (by FA, NN, TN)
c. [[VP]](Zhangsan) =T iff (by FA, NN)

d. [[ZI(A#HEESEE%]])(Zhangsan) = T (by TN)

e. ([(FRAVEEZEXR] = [ERVNFESZX]) (by FA, LC)

NIESESERIUEESE =)

= [Af<c.[AX. X 1s above the average fame for the entities



in {y: f(y) = T}]](Ax.x is a linguist)
= [Ax. x is above the average fame for the entities in {y: [Ax.X is a
linguist(y)] =T}]
= [Ax. x is above the average fame for the entities in {y: y is a linguist} ]
g [[BAAAEESE R = [LBIA AR S 2]
= [AMf<.f](AX. x 1s above the average fame for the entities in {y: y is a
linguist})
= [Ax. x is above the average fame for the entities in {y: y is a linguist} ]
h. [[ZN(E #HEE S 2R (Zhangsan) = T iff
1. Zhangsan is above the average fame for the entities in {y: y is a linguist}.

EHIP AN ERAMEEP A EZREANERY > s PIE (30) BYFI+fi— bt
A - TALEA Rk, UEREHENEEENKRIRME » A RIREALEH - 2R
R RAL B M B AR RS R T UMD EZR B AR B EEIN AR E
SN EZCER > TESR FE A2t - mMEIMENZIDEAZE » bl ass (F
IS Ry Ae S I 755 intersective adjectives ) BEAREHZ 2S5 (IS RBIEC B 25
non-intersective adjectives ) AR T AIRER FLOAEM: -

EHRE2 AR TR, M T/ BB P B R E<<et> <et>>
AP S A e A Pt P B S R P S (E SR e 2

(i) a EBERMN -
b. IR=IRAH -

M

H# 3 55 E NEAET

(i) a. BRZKRZRTEAEER -
b *BUKR (&) mifE: -

g THItE . BPAE > _EEEEE) SRR ?

4.5 BEFIEHiAE

O A R ] AR B s (A - 40 iR (34)

(34) —(EAIE ~ FIAVNGSR ~ =FZE ~ DU5RAR
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T A B Y A A A A MRYRE R ? R ERRE - E e T
TS (R THYEER -

(35) HETE -

(35) EfEEFrRiEESE T TSR LU ESR - ERE RS - —
&7 A2 Z RiFrETamiy - #EA Ay S4EE M A 8 R 74 (number-neutral )
%5 (55275 (Wilhelm 2008 ) -

E—E#sETEEY B AE R B NE RS (atomic discrete entities ) I » 2
FERYSAsa gl T 8 EhlaR TORE ) BT o R — R B RYER T L P
VREE o S5—J7 1 A AN EOE R B g MERS - e B A R E B R AG LA

(homogeneous part-whole structure ) » #1 T 7K 5~ T4240 ;25 > EEAfE/KF B HEH S » A
ELHE  RER oK o WEEERE R s -

ZRIFAMEE (RIE) FAEERy Y MEFSHYED & B (ERS - BRI RS A iR E
AT Fy YRR 4] - FREES i v] Etagn] Y S ML v] DU BEERS - 0] DU SRS - &
H—RPIF > A =L sy MERE a, b F ¢ - =(E(EFSEEEA - HEEE LA
RS MEFE (36)

(36) [[Z4:]] = {a, b, ¢, a®b, a®c, bdc, a®bDc}

(36) > TF9% @ FoRIEA [FHERS S R R BUERS AN & 2T PRk eas

‘&= complete atomic join semilattices °

() a®b@c

T~

a®b adc b®c

><><]

a b c

A TR RIS - Mla] g se e —80 R BER © FrEssny 2 IR E 1HEEs
/2 [FEVE PESSEAYE—E057 » NIEA AT 8 3 B S ME A R —{E complete non-atomic join

semilattices o '

SR R B R B mEtE - — B G  su AT EEE o B
s bR T & T E L G R A R R MERR RS ME R RS AN EEITR R PSS EY
RIVEETE > KE TV EE M 7 — (R NE T ERRIMER AWiEt 4y - =5(E

13 5t 5+ Cheng and Sybesma (1999), Doetjes (1997), Wilhelm (2008) ©
14 =2 521 ink (1983, 1998) o
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PF R o A T8 - N Rl A i/ NETERS » Bt A— 2 B &0 T,
THR g T FA BRI EEAGTE - FrLlEFAE R LR B BTk -
Ry 7 IOF(EAE S, - B R M B Sy B R E ARl B — (8 MP 5a4H (Measure Phrase ) -
A0 -

(37) NP
/\
MP N
/\
Num M
| |
= 53 £

BAERFIVER BRI DL BaHE S > PIEH S RE A HAYE R - BEaHISMNESETE
P EATTEHINET  EEREGHEHIE AR - %ﬁlﬁé’ﬁ%iﬂ A UEIF ] n - 38
AR E B A <er> » AN BIEMIVES H5E MR TER:Z R R ER L
Ry ES - ﬂﬁﬁ%@%?J??(IE‘%E&EEIE?(I%ﬁbﬂéﬁﬁf&ﬁ’]@%ﬂl%ﬁ TREZAM
— B A n BYESE  FI— (SR Re<e, Ry > EiREE NMHERT - R HFEE SR
HYETZE - Eaa NI & — (B AR R S TR DU G Ty T - AR A R 4] Al
DI -
EFER T LUERAT - °

(38) [[EFE]] = My AP <. AX[P(x) & OU(X) = n], where OU is a predicate meaning
‘object unit’.

R EEEFENEEE > B S AT L EEEE T - RS B R
<e,t>HIE G fyEmoT » BLELEORA (37) WYALASESIEZ O AHEERY -

T G RS S —(ERR Ry <e > HYFREER > ZORoAZE—(EP - 17 ExHIJET-EA:
Br#iEn - HIREMEESE - (37) WEEERLT

(39) [N
=An:neD,.AP: PeD<. - AX[P(x) & OUprancu(x) = nl([[Z1D[ZE]D)
=AP: PeD. . AX[P(x) & OUgrancu(x) = 3] (Ax. x are pens)
= Ax[x are pens & OUprancu(x) = 3]

(39) R —TAVER > DIESHIBEAGRI > siERR—EES  BEEESEAIKEA
xeiEE stEAR T 7F5'Z o M ExEVEHEERS > st - GORVEESENE

S HES > 555 EDoetjes (1997, 31)
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&% =2 2 F = A SRR R A B (S -

IR 1 SRR s —(E R B8 Fl—(EEE R <e, U445 » EHAERAED
R B AE Z2E B 2€ > B DL SC B i & Sa A fodass - DU > n] B oSG
Ala] DUE BEHERM %45 A0 ‘three books’ @ “two students’ » 55 E8 18 2 Ry JEE ©

4.6 HEAHAVEER

Tt A E et E BAT  EeBRM AR TAE s (definite) BHERER? 'F
JE g Ml THEE 5 (indefinite) (CAELHY - ERiEEENITEREE S ITHRIE SR 1] HEER
SR BN I R — (A4 AV TSR > F(E4 sl A R e Rl - (B
RS # B CHIEEGE A e A sHA  MERSTE - fssia AT SEmE A
fameafmeT gy - A A R e 4 ad -

PEOA E B E HE 57 0 2 A SRR E S Y WIS AR AH R A Y B e i e “the”
fEafi - AR EE - SEAEE R a(n)’ - AT (41a) I (41b) -

(41) a.Isaw the man.

b. I saw a man.

Il

S AR HE ST e e A the > T2 (5 AR 7Raa A B IE” - e FVAR =]
(g - apila) (42) -

(42) a. IWEREPBENT -
b. WEREA -

AE A HA T A SRR B A T —, ATDAEES - W B e (42a) 0 A
fig - EEZ B G A AR - 40 (43) drifaaadl TiEA T e

(43) BAREMEZT -

BT DL ERVEEA A Rl - 4 (43) -

(43) BERAWEAT -

Bl SR A AR T

52



D NP
| /\
#B MP N
/\
Num M
| |
ha il A

M EAFIEE R s s B BT HUER - Fr AR R EE RS T, B
nae. k] DABCRR A 7 Haa s HYRE R EE T
BT LR B A T AR B — (EE A 2 T HYMRRE (TR
BN IR BT AR - (BEAERR M A BB R AP (A — (A - I
HALEFIEA B W S - BRI EEEE SR MM S A 2R - a2 RAESEEE
HERIRER T (45) BT

(45) B IZEEAEERE T -

BEPNMR G R PR R — (ERERG » N R S5/ h— (R 1E - AT DAE IR
st > TAMERESS , HE BRI ETYReH -
SO RSN AL BB A TR - BRI T (46) E(EA) T

(46) AL —EEAPMEEREE T -

PHSE RS, [FIRI A TSR T EEG - AR RN A TR - et T(ED
b, B2 TOHED RS, FriQRAyeE - AE TH, HUSRIHE - [NIE THB, HYREEE
EEIEEMME £ -

R EErYETER - Tl VREERL AT LUESRAI T ¢

(47)[[FHP]] = [Af: feD< and there is exactly one x such that f(x) = 1. the unique y such that
fly)=1]

(47) AV > THL , R E—(ERE R Ry<e >HYHETR T > 1M HIRHTE
B Ry<e>HYREL f» FANERGE T — (80 x > QUERAERN x FAERYEE -
AVEEFERE TS o B S LR > HlH AE S (e A (EES y o T H. Y
e f AT I EES o APl TAR . HUEEESR R<<er>.e>> - 1R (47) AR "Hl.
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RBTRE - (46) ST BICEAETIMRE - D5 A Gt @4 — B — R 9
BEEIE -

AR AR W TR O s R (EED o FIDAREL - kR
{93 TCAE (Domain) AT <e.CHETIHREL » AABERLIRALL » AIRFTAIID 018
IR BT AR O 5 HT3RTT - TR VA 05 <e. BBETLL - thib R AT A 18
R E<e. B EILL - FTLL T 5 BT ERAE L B R — B3 6B (Partial
function ) » {5 437 25 A 25 B 5 S8 -

H5 RERAT -

(48) ERITHNEHIE SR
—{E e RN X WUERE] Y BYES ek E > 1R fAYEEEK (domain) FUE X HYT
T MERZY T -

RIPTER LSRR 08— (AR P AR T— (25
B Y E Ea AT A H TR B E A T e A S
R -

S —BEEEEAE  BAE TR I ER E RTINS TR e (b
/2 "there is exactly one x such that f(x) = & (E#4y) » (EREFE 1 » HE/H B
AR TV —(HERs » iR TR, A - R R S AR T
SR RIS CIDER A 5 B o TR TS SRR e R
BB ? S R B PIOVER AR — T35S (context) HIMES » TEA
HATISEEEE T > R SHRIEE - TR — R PR LS R SR
B8 DL T AT o HRMEAEEAEN > BT RO AT S LR
> R RANRIEA: » FRFVE SRR SR 20 BEs: » SR
Bk o (BRI R (RS S » JERITE % C (contextually relevant
entities ) » ZFREFAG ©IBIERA s SR TIRIIEERLE , BRGNS - BPIFfE
PYECEE AR C MR T (B SR T IEER , SR — (RS - P
DABE T S A AT T — (B U TR 5 AOHEE - (ETREEERAE Uf
REEEE C MR A » FROIG RIS I EE: , oo FAPHEEE: , AR
P P S A T A B T B AR M B S -

HRIS TR E A RRERRT » C Y (B TTLUE S EE T A
s HIERE R -

(49) [[F]] = [Af: feD< and there is exactly one x € C such that f(x) = 1. the unique y
such that f(y) = 1, where C is a contextually salient subset of D.'°

1 SZETFE > 552 RHeim and Kratzer (1998: 81/ ‘the’ Y EF -
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SRR T A () T YRR R R

gl

e 1 MR (49) HYEE.

(i) R=FA—AF -

S75 3K
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FIE
R EEE R
5.1 A4gnEdaES

AR MR B R R AEE - RAEEREEEARRZ IR ? T R — ([ E
ARG T flE) (1) -

(1) fZR=AIAHK -

R GRTEE B/ NI EEEE SR Y B (1) ST - NS (EA) T2 B E R
T

(2) [[ftrEsE=AYAA&]] = T iff Wang Xiaoming is Zhangsan’s friend.

Sl TR RERRA ST - A Tl £ B AR EEESR YR S S /N
EA > Wt > e Tty PRPRIEA S — RS e A A -

HAIRIE A Haa Fria e (A 2 A5 A 2R - SR/ NI E RSy Ol T =
/N g o BT B B AR (TR EE A T /N0, B E RS EESTHEREE E/
HHAREA -

AL AR5 ES - (B2 ERTERI(E RS AN SRR [F A A [FHETE - EEJ5
0 IR=FEEFVUEHRER (3) EEA T A - RA4E Tl FERI(ERE U AN E A
YEHYZEPY -

(3) ftiF e -
(AT 5T AR T E » F DU Bl 2 B3I ST By 27
RAINFETERRIE - SH7AE PR EGR R R L R A 3
P2 A8 - FERARRE  HUBERAFHE (L) Fr BB R — (R - TRy
TSR © R — I ATT R TA MBS R R e — S
W ey FEOERR S -

(4) [[H{1]] = Wang_Xiaoming i EL [[fr]] = 04

Pt AR A4 A Y S R A R 2T H RTHRE R B S R R R OR Y — (BB > M= /e 2
R S o B AR B B (P A {1 e
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2 BIETEIRE g S

E—/NERR MR AR R RN (A E R E SR g AT A%
& 0] AREESR A A [EIHETE - Frbl— 3B 5 B2 g iR st Fy 88 TE o BT DAZEA0{n]
RNV E LR LIIES > AR IEEEEREENEE  BRMUE
G GO

SRR RHEER S E R L — (B R e 2R R L > o
TLI1% - FRAFHEgHE ~ R85 IHTE Kk (variable assignment ) » SETEFE KT (L 6 AG #D AR
HHPRAVEAERF IR (ERS - [LIPHIERAT ¢

(5) [[XP]]® = XPHIEHFEHYEIATEIRgHY I ME
HAERH AT sa TR s SR R AR R T

(6) RGBSR (R—(EhAS)
WERXE—{E{CAE (At - ] - fthAy > FE) > ABEX]P

SRG © (i) [[f]) Ve oM = Wang Xiaoming
(ii) [[ft]]"™ = Lisi

A RE R AR AR AR S U sl TR S SR e BRI RO E - BaB i YIRS
IRERE - R R R L e R (E S -

Fo T AESEE R4S T BRI ACR E ARV MEERHINER - IR HE Y

BERIEIE - N R SR LS R A S R IR FE R - AEEA 2 AALE] - 1
Eﬁﬁﬁﬁﬁﬂéﬂé’ﬁ Bt B E A B E Y B IR - 2RI IRy 5 B R E A ()
REEIETE IRACH E MU TIHYIME - A7 SRR IR A& - NIt
oo B A LA T NE (7) ERREVRR AR IF A i HRE R R Z AT T5m
Hy—A -

(7) JEftsan B R E
MRXFRE—{E A - FREXIIE = [X]]
ZAG) [k Veeomne = [[kE]] = [Ax. x runs away]
[FE=1]"" = [[#E=]] = Zhangsan

PR T sAAH YRR R - SRR AR AA S R A A B RE Y TR R - FRAE AT
JRIEC A B ETY B TATE K -

(8) wBEMREMAIRE
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a. FEYENEHVE AT (FA)

g Ry E—SEIETEIR » AR XGE(E > AR - R A Y BLZ R (E RS - i EIY])®
(g Hamyos e 2211 - AREEIXDIE = [[YIRIZ1®)

b. Ik XETRHEEE MR A] (NN)
shg Ry E—BIFTEIR » WIRXENEIZH 7T X MY EXHE— 5L 2Bk AL
[[XT1¥ = [[Y1]*

c. Mr&umtiE B AR AL (TN)
g Ry E—SIEFEIR » AR XES Im R HA R - AREEXT= [1X])
HEEE ARt L AR R FE -

F SR - ER R R ARG NME ] DEER TR A s A T B RE R - &
B R AR g ARAFTREBH AV ED > B K B L se A AV SR A 158
Ep BT ER EEEESEE -

N R E G A R A U A TR EARE -

(9) 2B FIIEAES SRZE0Y -
a. [[fiHiE]"™ = T iff (by FA)
b. [[VP™™ ([[E") =T iff (by NN, TN)
c. [Axe: x smokes|([[ft]]"™) =T iff  (by (REFAREEMIEMHN)
d. [Ax.: x smokes](Lisi) =T iff
e. Lisi smokes

(10) 3B« FMEESHE
a. [[firfhEE] Ve = T lff (by FA)
b. [[VPIIV" ™ ([[fth]]V*"&™) =T iff (by NN, TN)
c. [Axe: x smokes]([[fth]]V*"&") =T iff (by FAEREERRRERR )
d. [Ax.: x smokes](Wangwu) =T iff
e. Lisi smokes

5.3 fEPEE BRI IR TR IR
(&) —{lél &5~ AT REA W (2 BL By A Aaga — e 3R - 1 HARA AV A a0 N fl A 1n)-
(11) 5B fESTamR =R > iR =5 FREE -

B AETRERA -
HARMERRAF - [hETRRM]] =T iff Zhangsan hates Lisi
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AR IR TR IR G Z AUFTRR A — (S AR —(E &) TR AT A4 s AT
HeefatsE—(EERE 7 - a1 (12) fs e

(12) [[sFEFf]]" = T iff Lisi hates Lisi

B RBENE AT - NATRFIZEAGERZ AT PR E A ER A -

iR b ICRTRERY — A BB T AR R AR A AR S - DT BRAY A AT A
FiRfHE A AR & —(EHERE - BT B AR - (R ABISN - BfA
M EFEERA R EE AR PITEAEERA > A EfERay e AFE AR A > DUT
R A TR BT -

(13) a. il EFFERME, -
b. fi Z M, o
c. M bithse

AR TSR SACTR DRI PR SR ? SR B RTE
F o ARSI A BRI SRR BB LA e
IE - BERRHESIRR LA — M — (B 28 (SRR B AR > i3
(IS8 TR R S OB A S O B BB T T U A
R -

DUN 2 2% E i R ek B 1 -

(14) h= {<l,Zhangsan>}
j = {<1, Zhangsan>, <2, Lisi>}
w = {<34, Zhangsan>, <56, Mary>,<72,Wangwu>...}

BB B IR BB IE B IE B BRI IRE AN 21 - BT AT
IEAEBGmE (ERE YR EL -
A TR EIEIRIR e E o I ERE R AR AR At ] DU T

(15) RAEREEMEAEAI [Heim & Kratzer (1998:111)]]
WERXE(EH AT > g2 (HEEIRIRIT HASEnfEgH SR » A
[[Xa]l* = g(n) -

FAMERRGE B2 RE (15) AYAE(E -

U AEERIVIEIE T o B T EE ERA S FEEENET o SRS BTSRRI AA S i
#1Chomsky(1981) -
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(16) a.[[ft]]"=

= byUsaRE B MR Al
h(1) = Zhangsan by (14)

b. [fth2]F = byR&Z5RES

Al e AR AR
j(2) = Lisi by (14)

c. [[fhn]]" = byfHasd s AR Al
w(72) = Wangwu by (14)

d. [[fits1]]" =227 byCA4GERE S MRS

W(23) = SEAES > NRIEIE 23 A E w HYSEREK -

B 1 BT

B HVEIEfS E40 T : g = {<l, Zhangsan>, <3, Mary>, <4, Jack>},
AV E BB R

(1) = #fts -
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W
i

BT
6 BRI T-H

Fiadfe (T A faEafiaa () AViEE T > 40 (1) FRyESCBI A ESHER T
BE (2) Pyl SR EAeEr T -

(1) a.John is a teacher who is smart.

b. Mary is a girl who John likes.
(2) a. QyEEEEEARNER -
b. HREZ(EHARREE L

PRI Ry T SRR A T I RIS SRR (7 A 4518 _L A7 7 M T s SR A T A HIEE R
HE - BIEITRAG T HAVEEEER > JFIE TR R T AR AL A R (R T RIHY
HTHIERBRERRA: o NS s R

6.1 FELRRIAT-HIEVALA

PRI AT R (B E RS © S~ Bt TR AR A - 552 - BT NEA
—ZERRMIL - EW(ERFEEE AR (3) -

(3) Mary is a girl [who John likes ]

f f

58 (A {45 ZE AL

117 Bl (TR B AR AT~ S A R AR )T B e DU ZEBREY - AR (4) -
AR RN ALR—EZAZEG > flE) (5)-

(4) *John likes.
(5) *a girl [who John likes her]

ARV RT3 B (A A4 S RO Z2 R PRI IR REIATE 2 —(E R R A B AL Rl (A
AT BB =ML E » BRI E - 4 IR T A HIATEHE - 40T

(6) Mary is a girl [who John likes ]
A |
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HE L AREFEE RGN B - gEFRAUEY N —(ERTEE YRR
(trace » UNEFREtFoR) > 41 (7) -

(7) Mary is a girl [who John likes t ]

B AER AR A B R E— (RIS - W15
TSRS B A T T — AP I A RER - 40 IR

(8) Mary is a girl [who, John likes t; ]

(9) DP
/\
D NP
a /\
NP S’
girl /\
DP S
Who, /\
DP VP
John /\
A% DP
like ty

LR TRREEE > MESE B BRI (ARG MREN > B EAVRI R4
B ARSI BB MREE > 20B4) (10) -

(10) DP
/\
D NP
a /\
NP S’
teacher /\
DP S
Whos /\
DP VP
t3 scolds

6.2 FL R T HIHTEER T

FEAERE R TR - BPUEEA LA RIE — (8 &) T B RS B R E R =5
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DEZEREZH > N RRFIEA R HE 5 TR B IR MR T ([EE
{1835 R Tk T LS R AH Bl ) 5H BE 5 R s A A0 AT o 3 e S Y LR EL R P et
HRK -

I LAREZ A E (9) F1 (10) ERIE T BAEUTERERE -

(11) [[Mary is a girl who John likes]] = T iff Mary is a girl and John likes Mary.

(12) [[John is a teacher who is smart]] = T iff John is a teacher and John is smart.

F (11) 1 (12) f » f#EE4EE4H “a girl who John likes™, “a teacher who is smart”{F 5=
T EEE MEENTIEE E%ﬁ?@?@@’j HHE“a girl” 2 “a teacher™ /& ©

(13) a. Mary is a girl.

b. John is a teacher.

Bz AiaTamaE - Sl e A G (EEE (predicate) » MZEERLEIEEEE
R SR R E%‘%ﬁtﬁlﬁbﬁﬁ?ﬁ  BEAGEER > bS] <e tREL
NERE » DESITAEAER  “girl”iE YE%L%E%%EQEEI@%B%{IE*EI’J*:. )
“teacher”HI & FTH & ZAAT L (E I E S

(14) [[girl]] = [Ax. x is a girl]

[[teacher]] = [AX. X is a teacher]

“girl” B /& “teacher’ EI’JJ:ﬁ_m: a’}f* % ] LELRET R (s > 28 f@’% FEERE - 24
MAE (13) BYBI g - EFENIG e 2 MalEE EE e “a”, DI BEE “is”
B Aa A AT 2B AT 5 Lﬂﬂl% {HE R g Has - “is” Bﬁﬁfﬁml%ﬁiz\
A —(EBE AR RIS - BRIEEZSE > “is” fEEAEE - e Al EsEA L
FAARIEEC AT SRS > ATREt G BLASIVRERE > [AIL (13) Py« is A1 a &5 o] LAS T
PGEERE RN I

(15) [[is] = Moo T
[[a]] = 7\4f<e,t>- f

HAERICRE T ARy 34T« ARIBIEAPTE R (TR R E R HIET - ey IR
Al DURRIIAE (14) F0 (15) AYETER - FefTal USRI T EEEER

(16) (i) [[Mary is a girl who John likes]]=T iff (by FA, NN, TN)

M ] BB AT - (EE RSB E SRR AT

(i) They are teachers.
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(i1) [[is a girl who John likes]](Mary) =T iff (by FA, NN, TN, LC)
(ii1) [[girl who John likes]](Mary) =T iff (by (15))
(iv) Mary is a girl and John likes Mary.

(17) (i) [[John is a teacher who is smart]] =T  iff (by FA, NN, TN)
(ii) [[is a teacher who is smart]](John) =T  iff (by FA, NN, TN)
(ii1) [[teacher who is smart]](John) =T  iff (by (15))

(iv) John is a teacher and John is smart

T et — 1 THVEERE MR - IR LAGE] (18) A1 (19) HYSEHR -

(18) [[girl who John likes]] = [Ax. x is a girl and John likes x]

(19) [[teacher who is smart]] = [AX. X is a teacher and x is smart]

DIEERYAREARES > (18) FiI (19) AYEERLEIEAE eI RS DU R AT RIATTE
THAVER G SRR - AT TIE -

(20)

; T N

RIS EEIEIEIHARSCE  RIPHANSES

WIRFAMIVEER 240 7T DGERMEE] (20) SEACHEAVEER - M8t o IR A R (5
T EARE R -

PL (19) #RERF] > “teacher who is smart” X ] DLy B E557 > —{[f7&“teacher” » —{[&
7&=“who is smart” » T EE R “teacher”HYE B — (BRI Ry <e, r>HYRKEL » (CRFTAE
ETHYEE S > HEPE“who is smart” (/e = BIE ? EHE “who is smart”f1“smart” 815 —{[E 1Y
=R it E “teacher who is smart”FE ZE A2 “smart teacher”’ V= & - 1R 5k
HYHEEm IERERYEE » BR{R T “who is smart”fVEE B RIIEZ & <er> > HIFTHE A “smart”
Hig—(E ez e — Y

(21) [[who is smart]] = [[smart]] = [AxX. X is smart] = {x: X is smart}

HEEE » “who is smart” 5 FTAHEHER N ES
[EEREEE > 7F“girl who John likes™ S {EEA4HME - B TR0V E EEZ T2 FE—
S AENFTE LZT RN ESHCE > SWENE /72 girl who John likes”HY
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IMEZEE o JFFEE > “who John likes”(XFR—{E/EFEMNEGIE ? BRI EFTHE LI =E
Bﬁ%ﬁ%ﬁ’bﬁm °

(22) [[who John likes]] = [Ax. John likes x] = {x: John likes x}
1 FIHAVRERIE T » “teacher who is smart” {45 KB R R EEZ & (22) -

(22) NP<e,t>

T

N<e,t> S’<e,t>

teacher /\

COMP

Who 2 /\
ts /\

A\ AP<e,t>
is |
A

smart

RS - BT I HRE R A — i e — B e <er> - USRS /ZIERERY
a0 1% MRV QSRS (LS R o —(EATREME R is"l “who’ ’Lj)j’a“who HIJRBIED
BRI sEEERAE<<er><er>> » NILEE(ERH (T HBLEI ] <e > - 1]
EEEMEA R Re iR (22) ERAV AT EAE AR A AR RE (1A > EEDTRR (18)
B R REE -

iy
i
-

ag BT Ryl A -

AREELER AR T AIEEE R 2 SaTEAMT AT LA — (EfR E AV AT - £
HA L BT A W E 2R —ERR A (BUERBIARER) > 55— {IE
FRE A TT B TS ARAYRED - (E5EE Bt A I (EE AR - —(EZE lambda 5
Sy (&2 lambda ZEFFFTERAYHEIEIE > ERIE AR
& ERVHBEMERT DA

(23) a. aJk: [who, [t; is smart]]

P
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FEE: [ Ax: X is smart]
b. AJE: [whoy [John [likes t4]]]

! !

[ Ax: John likes x]

Tk
oM
gl

HalEEsR - EHEAEREE ERAGRERT S R R ORI T 25l <e,r> e
{9 lambda 25 > MEAGTAFEAVEBRAZ AR R lambda ZEFFFT4Y AR AYETH
ERE R » B A REIES L HIEEASRIE ? TR EAE IS - 5
— WMFTEELIE E—EFFr/ r4E80VE TRk - 55 = FMFEE—RuEEH S Il ( The
Rule of Predicate Abstraction ) - 5= » TR A AIKEEEIIAVEER < T rFfd
LA e i Ee KA o
B JMAE R B IEAVE IR -

(24) BIERVEIETEIR
i g e EEBIEIR > n B (EEIR  a ER(E RS - g(n/a)RR—(EHTHYEIRTEK -
AEEEIATEIK > Br TRAETE n B EI(ERS a SEE o FFERIY SRR g A6
Ah - HerEiorsee—1k o

e MR8 B AR A -

(25) SBIEIEIR g WUFSIRAWT  {<1, Zhangsan> <2, Lisi>,<3,Wangwu>}
g(1/John) = {<1, John>,<2, Lisi>,<3,Wangwu>}

g(2/Zhangsan) = {<1, Zhangsan>,<2, Zhangsan>,<3,Wangwu>}
g(5/Mike) = {<1, Zhangsan>,<2, Lisi>,<3,Wangwu>, <5, Mike>}
g(1/John)(6/Mary) = {<I, John><2, Lisi>,<3,Wangwu>, <6, Mary>}

e o op

SO A FEIRVREER A - AL 23

(26) g= (1 — Zhangsan
2 — Lisi
3 — Wangwu

g(2/Zhangsan) = 1 — Zhangsan

2 — Zhangsan
3 — Wangwu
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g(5/Mike) = Zhangsan
Lisi
Wangwu
Mike

VN

1
2
3
5

g(1/John)(6/Mary) = 1 — John
2 — Lisi
3 — Wangwu
6 — Mary

SN BT E TR E R EHAR R AE R SRR - 2 (EARREY 52 H 2R (1
HIHEEE R (B EE - FRAR

(27) #czEHhZ#HHI] (Predicate Abstraction, PA )

A0TSR o — 853 BTG - JEE T ALy R 2 SR T LA SR —(EIRA (R
f 0 HAR R AR TME— B Re » (o]l = Do [11F7] -

e b (27) SRR - Beffm] LG FIFE (e 4 Ry—(# lambda 21T > BEl{&(X
e PR RS - BZEE?@&F%EUEEE&WFE%T Fr—{E#r Y EIET SR g(n/x) - S {EZH
TEIRAEZRAEVEIRT R R e = — 8 - (E2951E n DA ORI x o TE(E x B2 eia
SEYEEAYIRES - BZ%BE lambda ZE{FHTETARAEIH x -

JRPIAYEE S AR A IR A4 s SR R R 7 UL - HE =T

(28) (XAERFEFMR A (The Rule of Pronouns and Traces, RPT, Heim & Kratzer
1998: 111)

WRXE—(E SR EIRES > Migie—EEHEEIR » e (EEgils A nTE
2> HUEE[Xa]]® = g(n) -

J& NBA AR AR EER - SUSIRIEEIEIEEIRE IR MG Al S A4gm B
JEBIAR A P iy 2
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(29) a.// S’ \\ g

/\
DP S
whos /\
DP VP = (by PA)
John /\
A% DP

\K like yj

b. [Ax. [[S]E®™ ] = (by FA, NN, TN)

c. [Ax. [[VP]]E*®(John) ] = (by FA,NN)
d. [Ax. [[likes]1E*™([[t3]18*(John ) ] = (byTN)
e. [Ax.[[Ay.Az. z likes Y]I([[t:]1¥*)(John))] =  (by PR)
f. [AX.[[Ay.Az. z likes y]](g(3/x)(3))(John)) ] = (by notation)
g. [Ax.[[Ay.Az. z likes y]](x)(John)) ] =

= (by notation)

h. [Ax.[Az. z likes x](John) ]
1. [Ax. John likes x]

oA

PEE R MTAE R (- Sl 0 s SR - SRR ARE — T B R T
IR [

H]I

(30) a.ateacher who dances
b. NP<e,t>

T

N<e,t> S’<e,t>

teacher /\

COMP S<t>

Who 2 /\

NP VP<e,t>
dances

BefsT-H) > EhE (30) Y S dsE R EE T IR IR E - TR MIVEER
B4 5 ‘teacher” J2 ‘who dances’EBE A AGHEZR o 458 “teacher1YEE E A

<e,t> - [fl{&T ) “who dances”HYFH BT /E<e,t> > (NIL - NEZRITE E W - 2%



FEWE > R BHVERARRE AR - N Rt IRy eh ik BB A 70 S L e B 5w
7T A T RIEZERIETY o FIRER MR ER o A sei o s A B T A
BREERE > A (30) SEGREASEPMEEN - RIVEAES =248
i# > Heim & Kratzer (1998) 525y > sBE AR T M ZRIFTEVERY —LaE R AR A
A > IR S8R I A AR e {18 b 2ok BB 2 <e, > RIS T - B frRA AL
s EfiAR R - e — (AR e o —(E ks - SRR RIS PIERE - -

(31) #izEZam#HH] (Predicate Modification, PM)
AR oz —{E7y XER: > R NAP - yWiE 250 ERE - BAyEREE h<e,t> - A1
M E—8 5 ke » [[a]]® = [Ax € De. [[BIF)=[[v]I*(x)=1]

RBIEGRARA] > ol VEEEARRES [E R —(E<e,t>elB > RI DA S E A EHIEAG RS
W ek B R R Bt T Ry ELAY(ERS > Fr AT S 2 RAVEE - iR (31) SRl
fEEMRR A > (30) E{EESRRHFEEEEAT

(32) a.[[teacher who, t; dances]]® = (by PM)
b. [Ax. [[teacher]]®(x) = T and [[who; t, dances]]®(x) =T] (by PA)
c. [Ax. [[teacher]]&(x) = T and [Ax. [[t, dances]]*?™ J(x)=T]

(by
d. [[teacher]]®(x) = T iff x is a teacher
e. [Ax. [[t2 dances]]¥*™ |(x)=T] iff

f. [Ax. [[dances]E™V([[t2]1])E*¥)(x) = T iff
g. [Ax. [[dances]*™([[t2])**¥](x) = T iff
h. [Ax. [[dances]]E™(x)](x) = T iff
1. [Ax. x dances](x) =T iff
j. x dances

k. [Ax. [[teacher]]¥(x) = [Ax. [[t> dances]]¥¥™ |(x)=T] iff

I. Ax. x is a teacher and x dances
6.3 FHIBRGTH]
H SRR R AR SCE ER [E] 0 T 2 R E SRR R R B

(33) a. [ZEHIA
b. [(E==EHIA

SRR (T RIS S B g A — 226 T - BAFISEH e 2RFRIE[ERST - WflH
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(34)-

(34) a.[e KHYIA
b. [fR=2# ¢ WA

(B2 SRR AT A B 2 A TS SO B RER R (A (445 B A2 s THY . By
3R - BB &SR - AR EA MM R REM: > —(E T REMEE T St A SR 5%
SCE Wh-RE{R 5 > (2B AT IVLE wh-T2 1 BB G A0RTHE » RS (R (%
RAFEE T LRI - 1 EAZEEhs sy BAMHERHERR - SRRV AR R
IEfE (1982) » anfie) (34) -

(34) a. [Wh; [e; ZEIIA
b. [Why [[E=Z=# e, HY]IA

FEEESET - THY 5w DR Ry RIS that M 5 HERY T~ ) iaBdias] - 17 B A (EATHY
mae > B ERER TR A EEUR e (4 -

S8 T AR ERER THY o ST R ZE BT Y ERT - I - AR
THY g BRE RS ER —( lambda HEFF o

AERBFIER S — T2 HaE R R AR AR FORESUUN SRR » B AR
AEE R - MRS TR PR AR R SCEE SRR T -

(35) #tzERGZ AR (Predicate Abstraction, PA )
R aE— (5 YETEE & N ARy E 5 A8 - i BAERE Ty, HisE
Fon > FPEEEME—SIERSRe 0 [[o]]® = [Ax. [[y]]E"Y ] -

FERRAS RS TR HEA IR - kR T, BH R
TR -

DA T 5 — B A T SRR (- IR A T AR R N R B (EAR

iy
>
(S}

(1) REZEF— (L AR EAD -

64 THy, FUEEE
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AERBAFI Tl EE P THY g ATt RAEESE - HE Ty, MEDIRR A ZZ Y
BE R T-R > T2 P AT A BEfiaanvSahss - #AT LU T a8y o e 7rpeor > a0 M HIBIA)

(36) a. 5R=HVF NP+N
b. HERIEER NP+N
c. 15t LAyEE NP+N
d. HRHIA AP+N
e. FrsEAy/ M VP+N
f. frEoarELE S+N
g. filnoE =R S+N
h. ZEPUREERE R S+N

Em (36d) ] (36f) BB - FRIEHfEE - ~NEE AP, VP BUE S # A DA fpleb

—{HZEEh LB B BB BRI (T8 - FTLUE ARG a Ty Ty, 0T LA G
TRINEE - EZAE (36a) E (36¢) HIFIAHE > [EHfiEEE A e BAVH T > MR —
Ha sl AR NEEf S wd - S (s B RS i PUE— [ ERS - B~ AT - 2R
B REER M ITAT D T R ZE R ST - R - 72 (36g) 1 (36h) ZERI(EH) T
> BEEHEAE B A T EEAA BIZE6RE ) > NI IR B S L f) ) 2
AT Wh-BAr -

B ZE BT B EEE - REHE IS THY ) TR (ElambdaiE T - (HZ
TP BT RE R o B R S (P A PR - EEDTRR A2 R (36a) Hril g T 2 4
BRI <er> » BAEHE TiR=, HUEEESHIEE e - BRI T, 28R
R EREEENYEE S - AR - TER= R TRR=HY , IWERIEZ g 5 Rt "1,
RIS By <e,e> LK Ax: x €De. x > HRAE—2 > BRI Ryelty TiR=HY,
Bl Ry<er>ty TF, ks WMIERE—EFEE HENR=EFEH ] Ft
HEEE - SRR EN > WA TR=F ; AR r R —EER
B - HEB (36b) - (36¢) > g (36g) - (36h) MBIt EHAHFEAIHE -

F IR ST T R (S S - A REE T R E ARV Y o Z AR —{E lambda
ERF A B AR - AR IR — M e B XP BN TRy AYSEE

S fiaE Y 5 B AR » i AR ERY RS S A [FEEsE ey THY o S—H#E2K
WA T E— (B —AYEGESER - DUT > T AR —HE = -

BB MEAG R — T ToR=0F o BEMT - SEGFEHEAREERR T EIME B
EERNEESN > FRE T AR LRIVER - e - SR=R1F ZErIE
o B (SR AR TIR=AVE ) B - MR R E R E R =AY
& BOEREATENE > ER-ENES - SUREREW MR AR IEE B IRATEE
st A RERIE - EEUTER - WIRSGEE I TEIHIER=AERE - HE TiR=AF , REHY
e TIR=IEAESIE o WRSGEE T RER = M PREEERE T —AF 0 I TR
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ZHYE g RS R = TP EE SR EAVHIAE - TR THY 5 AREE AR TR
& LSS B EEE B S EEES > WEEAEAREE L ERE T —(EEamE S g e aEHY
FRIER (% > S B AR SEaER ALY - ARIBIEARAVEDE - TIR=VF 5 THY THY,
I BRI Ry e BUERR R > AT B 50— (BRI fy<e, RV B 4 aal AR pid 5o —(EH
Al Fy<e,Hytaal Ml - a5 (44 s Ml st o] DL _EfE B s A0 T A — AR =
oS & #aEel -

(37) a. NP
NP N
/\ =
NP 1
N
R=

b. [[FY]] = AXe AP <= Ay.[R(Y)(X) & P(y)]
c. [(E=MY] = AP« Ay.[R(y)(Zhangsan) & P(y)]
d. [[[E=AYE]] = Ly.[R(y)(Zhangsan) & books’(y)]

£ (37) WYEAR—1T (37d) » DIEESHIAEAGR > ERERE @ Bl y Frissk
RGN H y &% - WHER=My BA RERN—ERGE - R ASZE—(EHEHEH -
HEREREEREBEIEE IR AE - (B2 BRI (7] LUZ R AYENE ? HAE P EtanE
s RGN > SE e REEER A Retf e - sBIR T > ARBAFIRER
=HTE ER AR TH ) EERAEG 21 (38) -

(38) Ay.[bought(y)(Zhangsan’) & books’(y)]

iR R BVEUE RS > thtE BRI » (B REAMAEFL - Frale T 06
WYEERE - LEUTER T Bl R ERRE SRR - FERLARY > FEALUE
HHY - FHEAREAHY > B ERRERE] T R AYRREE - RA RS B B A
FLE I 12 AT RE (E A R BEHEE S P i LR AR (E RS R FEse AR — T (4

SR TR LUE R R (36) thEERYBIA) L - 40 (36b) HYsEEHERAE R
HIEZE (39)-

(39) Ay.[R(y)(yesterday) & conference(y)]

(39) RHEGHAES - M HAES[ESEGEE S RAINE R B ] B AR (4

72



R R L EE AT > S{ER (% R FIFRFTE A etV i SR B R RIEARE o FFAE
B ENRR - —ENSEHEETHY > NILEHEEEHES SR aH A ETE (39)
o R IVME » e R BVE AT DI BZEEIR ‘is the time of HYRE 4  #AA]EEER » (39) T HY N
(EELEFR AV E LT « Yesterday is the time of y and y is a conference ©

(36¢c) HBEIZM L - EeiahE sk Be B CREERTHY T Lo B T3 URFTRE (%
REZGHOH0E » BTLL (36¢) B] DU Z) B g b frtet B o FEEFHY R SLFo~E RS AT AE
MRE{% » thEEE : The tree is the location of y and y is a snake °

FIHE RS 2 EE AR R 440V B D © 88 N ARFfIaRE T am (36g) 1 (36h) -
i& I D R DA TR R (B i HASREARSROURE G0 » (R A mine s
B Z2 6T o FEFRFIFTAEIRY SRR » (D02 A ATt s A n 45 R 2240 ]
ETREEEE Rl TR EaisE s aE Hae 2 TR AVEE B A EA e R 3 > SOk B3I
ST BASHYAT B M T rREFAGE N B S A g Ty o 252K
i EEHN THY, (VRE BRI BipTETamey THY . BE—E T, e

BB ANV N o ZRTE (37) HEtam TV B THY . BT REY
S EsmrTE N e HYERS > W15] (362 ) Z &AM ET 5 T R G FEFTHER T
BT HEEEERITTRE A 28R e - (36g) Al (36h) FAIEEHENEE R AIE R
AIREE A e > HHILFRAM T DAMERST - T Y 5 IV —(EEmTT > ELEEENEE - BRI
HERRIR S > DL B BB T D - (RIEEE PR - TV, iV —(Eem i E
Al _EEIRRS] > BREEZ A » THY 5 HUEERE N TR MUK -

(40) [[EY]] = Ao AP <= Ay.[R(y)() & P(y)], where the type of a. is free.

LL (36g) THIGHSEEHEE 5 Rl > (39) YA RGRATEE T H5HHTE:,  y (CRAYR]

& T (39) HRBEEK THsENES, A1 T, WHEAE —RA R RFIHTESR
IR, S r PP Y R A ARURRY » BT R 58 Sl e o 3% e i L A
& LB L - A (36g) iy TASEEES - {REZAHTHRRRER T, HYE A
(source)=l i [Al(cause) » Hh]EhaR » TG HZR AR T o HYRBERARREAMERE (41)  IS(HHE
A TFRREFNES > EAREAHEFE T LUEE[EESHE - YRS AT
SRS AT AEEETT > R ARG R — AR 2R NG 4

(41) a. Ay.[is-the-source-of(y)(he-play-the-piano) & sound(y)]
interpretation: his playing the piano is the source of the sound
b. Ay.[cause(y)(he-play-the-piano) & sound(y)]
interpretation: his playing the piano causes the sound

BEBFIARE (36h) HITEIE « FEEMEGTE > 78 FR=0EFE » BE R0
saaed OHE . BRG] EEER OSBRI AR EAL T AR AR - S
[EMiL TR THY 5 B UKEE i DU BT _ BRI HTIE ? MRIBHAFIY 34T -
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(36h) HYZEHZTAOT

(42) Ay.[R(y)(Zhangsan-is-bankrupt) & news(y)]
interpretation: That Zhangsan is bankrupt has a relation R to y, which is a

piece of news.

(42) WEEES - A2 —Ed y Py s - i HsR=maE s EE M y ARG
R Hy ZHE - FrbRfEEEE R B AIRATHEFTER - D4 SN B LT
RN R o BB AIERERYEE o FEE R BT AR A [E R (A (Identity
Relation) > /2R =W AEEEFEFAS S HENE -

& (36d) - (36f) » 15 ={E {1 o LU E B 34T - EIEE (36d)  i52
(B AT THY g AREEEEAR ST o FEEM B Ay By A g - B (36d)
HSEE e S (43) -

(43) Ay.[R(y)(Az. z is selfish) & person(y)]

EEEHVAERAER - (43) FrRnRiEEER —E%ES - EEESHTERYER » yER
(B RS T H B FAERRAVRFE Ry A REVEH - (ERSAIR B R 7 2 1L Ay —{EH (At
EEREAIMERE - SURRE T AR - It o] ARy E R IR T (s o PR
AEIRATRA > BAPEE Ry (43 ) FEYRA] LA Ry BRI RE % ( the relation of ‘is predicated of” ) »
e (43) HEREERN FEEEES

(44) {y:yisaperson and the property of being selfish is predicated of/is true of y}

EIRERY ST AT LA E] (36e) A1 (36F) - R E MRS IE( (1982) A/ » 1
B4 T A1 b M Wh-TS i > IRTEERS (L 1% YRR (A 7 5B Lk AT AR > FTLA( 36e)
FI(366) B AT LLSE 2 Y (36€ ) * ANERFAM_E i 3 IERERTEE - PR 51y
SR E—{ElambdaifF » R E—(EREEEZEHESEMNT 2 — R LaIRE R
o

SH R

Zhang, Niina (2008) “Gapless Relative Clauses as Clausal Licensors of Relational Nouns”,
Language and Linguistics 9(4): 1003-1026.

Y BB AER 0 BEE A property is predicated of an individual” -
O IEEBEON T > BT HEERE LR WUEEIHI R IEE o $5EL#Zhang (2008)HYE £ ©
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Tenselessness

Jo-wang Lin

National Chiao Tung University

1. Introduction

In discussing the grammatical tense system in English, Jespersen (1933, p. 230) begins with

the following quote:

“It is important to keep the two concepts time and tense strictly apart. The former is
common to all mankind and is independent of language; the latter varies from language
to language and is the linguistic expression of time-relations, so far as these are

indicated in verb forms.”

The above statement clearly points out flexibility in the way in which a language might
express time-relations—i.e., grammatical tense markings. Indeed, it has since been shown that
language can employ a variety of tense markings to locate situations in time. In some
languages, these markings express a past vs. non-past distinction and in some others a future
vs. non-future distinction. However, not all natural languages employ “verb forms” or tense
markings to locate situations in time. It has been reported that some languages have no
grammaticalized tense markings at all but nevertheless express time as precisely as those that
do (See esp. Bohnemeyer 2002, 2009 on Yukatek Maya; Shaer 2003, Bittner 2005, 2008 on
Kalaallisut; Lin 2003a, 2006; Smith and Erbaugh 2005 on Chinese and Tonhauser 2006 on
Guarani.) Tenseless languages, however, have received much less attention than tensed
languages, even though “grammatically tenseless” systems seem to make up at least half of
the world’s tense-aspect systems according to DeCaen’s (1995) work. The goal of this chapter
is to explore (i) the ways in which tenselessness is identified, (i1) syntactic properties
associated with tenseless languages (iii) possible mechanisms and variations in which
temporal location is expressed in tenseless languages, and (iv) possible challenges in
establishing a tenseless language, with a special focus on Mandarin Chinese, Kalaallisut and

St’at’imcets.

2. Criteria for Tenselessness

It isn’t possible to discuss tenselessness if one doesn’t know what tenses are. However,
defining what tenses are is actually a notoriously difficult task, given that the border between
tenses and other temporal expressions is sometimes hard to draw and the distinctions between

tense, aspect, mood and modality make the task even more thorny. Despite such complexity
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and lack of a general consensus, the literature has suggested some criteria which might help
identify a linguistic expression as a tense. Comrie’s (1985) distinction between tense and
aspect is a very good starting point. He has characterized tense as the ‘grammaticalized
expression of location in time’, distinguishing it from aspect, which is about the ‘internal
temporal constituency’ of a situation (Comrie 1985, pp. 9-10). This distinction between tense
and aspect is later expressed by Klein (1994) in terms of Reichenbach’s (1947) famous
distinctions among speech time (ST), topic time (TT) and event time (ET).! According to
Klein (1994), tense is a relation between two times, specifying the temporal precedence
relation between TT and ST, whereas aspect specifies an inclusion relation between TT and
ET. The precedence relation between TT and ST determines three tenses—past, present and
future.” A tense is past if TT precedes ST, is present if TT and ST are cotemporary and is
future if TT follows ST.™ In contrast, aspect is an inclusion relation between ET and TT. An
aspect is perfective when ET is included within TT, and is imperfective when the inclusion
relation between ET and TT is reversed.”

Klein's characterization of tenses would be of limited use if not accompanied by other
criteria. For instance, just like past tense markers, a past-denoting temporal adverbial such as
yesterday denotes a reference time before the speech time but one wouldn’t call it a tense. A
helpful criterion, as indicated by Comrie’s characterization of tense, is that tense morphemes
are integrated into the grammar of the language, typically morphologically bound, and are
obligatory, even though they are not necessary for interpretation. Therefore, temporal
adverbials are not tense morphemes, because they are not grammaticalized expressions that
appear in every (matrix) sentence, whereas the morpheme —ed in English is a tense morpheme,
because it expresses the precedence relation between the reference time and the speech time
and is always present even if something else has provided a similar temporal relation as the

temporal adverbial yesterday in (1) does.
(1) John cried yesterday.

In other words, a tensed language requires the presence of a morpheme which locates a
situation in time whether or not similar temporal information is conveyed by other temporal
expressions. In modern syntactic theories, such tense morphemes are often assumed to occupy
a syntactic functional node Tense (T), projecting its own maximal projection TP. Given this,
in what follows, tense will be taken to be an obligatory morpheme under the T node whose
semantic function is to constrain the topic times of utterances with respect to a reference point.
When the reference point is the speech time, the tense is a deictic tense; otherwise a relative
tense.

In addition to the above characterizations of tense and aspect, there are other criteria

which distinguish the two concepts, as discussed by Tonhauser (2006, section 2.2, chapter 2):
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(2) A. Grammatical aspect markers, but not tenses, may show restrictions with members of
particular semantic class (aspectual classes or aktionsart).
B. Grammatical aspect markers, but not tenses, may co-occur.
C. Grammatical aspect markers, but not tenses, may encode a state change.
D. Tenses, but not grammatical aspect markers, restrict the time of evaluation.

E. Tenses, but not grammatical aspect markers, are anaphoric.

The above criteria for distinguishing tense and aspect are by no means perfect, but they
suffice for the purpose of the discussion of tenselessness in this chapter.

Apart from grammatical inflections, tenselessness of a language can also be supported
by syntactic evidence such as the lack of some syntactic property typically associated with
tense or the possibility or impossibility of a certain construction. In this chapter, such
evidence, in particular evidence from Chinese, will be adduced in support of lack of tense in

this language.

3. Chinese as a Tenseless Language

When it comes to tenseless languages, one candidate that often comes to mind is Chinese. For
example, in Binnick’s (1991) monumental work Time and the Verb: A Guide to Tense and
Aspect, Chinese dialects are cited as tenseless languages, in addition to Biblical Hebrew and
Quranic Arabic. However, detailed arguments for Chinese as a tenseless language were not
brought to the fore until recently by Lin’s (2003a, 2006, 2010) works. Although there is still a
debate concerning whether Chinese should be analyzed as a tenseless language as in Lin
(2006, 2010) or a null tensed language as in Sybesma (2007), it is one of the few tenseless
languages in the world that have received a detailed tenseless analysis in the literature.

Therefore, in this chapter, Chinese will be used to illustrate tenselessness.

3.1 Present time reference

Verbal stems in Chinese are not obligatorily inflected for person, number, gender, tense or
aspect and need not co-occur with a temporal, aspectual or modal marker, but they express
temporal locations as precisely as tensed verbs in English do. In this section, present time
reference will be discussed first.

For stative sentences, present time reference is expressed by an unmarked verb, adjective
or nominal with or without an accompanying temporal adverbial denoting the present time as
illustrated by (3).

(3)a. WO (xianzai) bu xin shén
I now not believe god
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‘Now I don’t believe in god.’

b. Zhangsan (jintian) hén  mang
Zhangsan today very busy
‘Zhangsan is busy (today).’

c.Ta nanbu rén
he  southern-part person

‘He is from the south.’

Similarly, dynamic verbs are not marked in present time contexts and can be further divided
into two classes. When a dynamic activity verb stands unmarked by itself, it receives a
generic or habitual interpretation as illustrated in (4). Such generic sentences can be
understood as a kind of state (Michaelis 2006).

(4) W6 (méi tian/changchang ) manpao
I every day/often jog
‘I jog (every day/often).’

To obtain a present episodic process reading, the present progressive marker zai must be used
as in (5).

(5) Wo  zai manpio"
I PROG jog
‘I am jogging.’

Note that zai cannot be analyzed as a present tense marker, because it is compatible with a

time adverbial denoting a past or future interval, as witnessed by (6)

(6) WO zuodtian zhei-ge shihou zai manpao
I yesterday this-Cl time PROG jog
‘I was jogging at this time yesterday.’

Therefore, if Chinese has a present tense marker, it must take a null form. The null tense
hypothesis, however, runs into difficulties, because not every unmarked dynamic verb gives
rise to a present interpretation. For example, (7) is an accomplishment sentence but it only has

a past interpretation.

(7) Zhangsan ba w0 bang =zai yizi shang
Zhangsan BA me tie in  chair on

‘Zhangsan tied me in a chair.’
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Similarly, a dynamic achievement gives rise to a past interpretation as shown by (8).

(8) Zhangsan dapo yi shan chuanghu
Zhangsan  break one CL window

‘Zhangsan broke a window.’

In fact, unmarked verb forms also appear in future contexts, as illustrated by (9), where the

sentence contains a future time adverbial.

(9) WO mingtian xi€¢  xin géi ni
[ tomorrow write letter to you

‘I will write a letter to you tomorrow.’

Examples such as (7) through (9) indicate that it is problematic to assume that the present
tense in Chinese is a null form. In particular, the contrast between (3)-(5) and (7)-(9) proves
that Chinese has no grammaticalized morpheme whatsoever, not even a null one, which
grammatically demarcates the present from the non-present contexts. Instead, the data
indicates that the temporal interpretation of a Chinese sentence seems to be sensitive to the

situation type of the sentence.

3.2. Past time reference

Given below are some examples that describe past events.

(10) Lisi dapo huaping
Lisi break vase
‘Lisi broke a vase.’

(11)Lisi zuodtian dapo  huaping
Lisi yesterday break vase
‘Lisi broke a vase yesterday.’

(12) Lisi dapo-le  huaping
Lisi break-ASP vase
‘Lisi broke a vase.’

(13) Lisi dapo-guo huaping
Lisi break-ASP vase

‘Lisi broke a vase before.’

The above examples show that past time reference in Chinese can be achieved by means of a
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zero form as in (10), a temporal adverbial as in (11), a perfective aspectual marker as in (12)
or an experiential marker as in (13). In all of the examples, no single morpho-syntactic
morpheme obligatorily occurs with them, indicating that there is no specific morpheme in
Chinese that is used exclusively for past time reference. Like present time reference,
postulating a null past tense for Chinese is not an ideal way to account for the past
interpretation, because a zero form appears not only in past contexts but also in present and
future contexts as discussed earlier. It is quite unlikely that the same null-form can function
simultaneously as a past tense, present tense or future tense in a given language, not only
because this does not conform to a grammatical paradigm, but also because it gives rise to an
impassable problem for language acquisition. If a zero form can be a past tense, a present
tense or a future tense, how can a child know that the following sentence cannot be

interpreted in the past or in the future?

(14) Xidoming hén  cOongming
Xiaoming very smart
a. ‘Xiaoming is smart.’
b. **Xiaoming was smart.’

c. **Xiaoming will be smart.’

Or alternatively, how can a child know that a past sentence cannot be interpreted in the
present or the future?

As for the aspectual markers /e and guo, they are not pure tense markers because on the
one hand they are not required in every sentence with a past interpretation, and on the other
hand they encode a state change, which tense markers don’t. Consider the contrast between
(15) and (16) below.

(15) Zhangsan diéduan-le zud tui

Zhangsan break-Asp left leg

‘Zhangsan broke his left leg, (and it is still broken).’
(16) Zhangsan diéduan-gud zuod tui

Zhangsan break-Asp left leg

‘Zhangsan broke his leg before, (but it is now cured).’

Both (15) and (16) assert that an event of leg-breaking occurred before the speech time.
However, apart from this assertion, (15) implies that the state of Zhangsan’s leg being broken
still holds at the speech time, whereas (16) implies that Zhangsan’s broken leg has been cured.
Clearly, both /e and guo say something about the result state of an event and therefore they
cannot be pure tense markers. From the above discussion, it can be concluded that Chinese

has no obligatory morpheme that grammatically demarcates the past contexts from the
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non-past contexts.

3.3 Future time reference

To establish a future tense in a language has been notoriously difficult because future time
reference often involves modality or mood. Chinese is no exception in this regard. The future
marker that has been discussed most often in the literature is the modal auxiliary Aui ‘will’. To
illustrate, consider (17), which is a statement about a state of affairs that will hold at a time

subsequent to the present moment. In this example, the morpheme /ui is obligatory.

(17) Mingtian ~ *(hui) xiayt
Tomorrow  will rain

‘It will rain tomorrow.’

However, not every sentence with a future time reference contains the morpheme Aui.
Compare (18) with (17). Unlike (17), Aui ‘will’ in (18) is not allowed even if the time of the

train’s leaving is subsequent to the speech moment.

(18) Huoché san  dian (*hui) kai
train three o’clock will leave

‘The train leaves at three o’clock.’

The difference between (17) and (18) is that the latter is a scheduled or planned event with a
low possibility of change if everything proceeds normally, whereas (17) is a non-controllable
prediction based on current information about the weather. When the weather changes, the
chance of rain could change at any time. So the use of 4ui seems to add more uncertainty
toward the proposition expressed than a version without it. The difference between (17) and
(18) is quite similar to the English wil/-future and futurate future as the translations in (17)
and (18) indicate.

There are also cases where Aui is optional as in (19).

(19) Wo  xiawu ba (hui) zai bangdngshi
I afternoon not will in  office

‘I will not be in my office this afternoon.’

It might be subtle to tell what the meaning difference is between the version with Aui and the
one without it, but it sounds like the former version has a planned event reading, whereas the
latter is a prediction about a future eventuality.

Another property of the future reference in Chinese is that Aui ‘will’ can sometimes be
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replaced by another future-denoting expression jigng ‘will’ without changing the future
meaning, as (20a) indicates. In fact, both may appear even at the same time, again without

changing the meaning. This is illustrated by (20b).

(20) a. Mingtian de huiyi jiang/hui y6u Zhangsan zhichi
tomorrow DE meeting will/will by  Zhangsan chair
“Tomorrow’s meeting will be chaired by Zhangsan.’

b. Mingtian de huiyi jiang hui yéu Zhangsan zhichi
tomorrow DE meeting will will by Zhangsan chair

‘Tomorrow’s meeting will be chaired by Zhangsan.’

Still another future marker is yao ‘want’, which often has a volitional reading but has a

future meaning when the subject is inanimate or when the subject is not the agent of the event
as in (21).

(21) Tingshudo Zhangsan yao béi diaozhi > shi zhén de ma ?
hear Zhangsan will PASS transfer.post be real DE PAR
‘I heard that Zhangsan will be transferred to another post. Is it true?’

The examples discussed above indicate that there is no fixed future marker in Chinese. In
particular, Aui is not a grammaticalized future tense marker. Indeed, Aui also appears in many
non-future-exclusive contexts as Liu (1997), Chang (2000), Ren (2008) have discussed.
Below some such contexts will be discussed.

The first non-future context in which Aui appears is a generic one expressing a regularity
of the situation in the summer.

(22) Zheli  xiatian  chang (hui) xiayu
Here summer often will rain

‘It often rains here in summer.’

The statement in (22) is made on the basis of past circumstantial evidence and is not falsified
even if it does not rain in a particular future summer. Nor is it falsified or infelicitous if
uttered when it is raining at the speech time in the summer.

Next consider (23).

(23) Ta zuotian jingran (hui) shichang - shizai rang rén
he yesterday unexpectedly will abnormal really let people
wanxi
regretted

82



‘How come (it was possible that) he performed abnormally yesterday? To this, I
feel very regretful.’

This sentence conveys the speaker’s surprise at the realization of an abnormal performance of
the subject NP. In this sentence, the word jingran ‘to one’s surprise’ is obligatory,
presupposing that the speaker’s expectation worlds were such that the subject NP would not
perform abnormally. Hui, on the other hand, seems to be a past possibility operator. So the
meaning of this example can be translated with a possibility predicate as given in (23). This
use of hui does not have a future time reference and hence is not a future tense marker.
Finally, ~ui may co-occur with the present time adverb xianzai ‘now’ when the predicate
is about a state rather than an event as in (24). What is interesting about this use of Aui is that
it must appear in a question as in (24a) or a negation as in (24c). In either case, what is
questioned or negated is a current state rather than a future state. But a positive statement such
as (24b) is infelicitous. The contrast between (24a), (24c) and (24b) indicates that it is the
uncertainty of a proposition that licenses the present interpretation of 4ui in (24a) and (24c¢).
Since uncertainty necessarily involves alternative worlds, Aui in (24a) and (24¢) must be a

modal expression rather than a future tense marker.

(24)a. Ta xianzai hai (hui) hén badao ma
he now still ~ will very  domineering Q
‘Would he still be very domineering now?’

b. *Ta xianzai hui hén  badao
he now will very  domineering
‘He is very domineering now.’
c.Ta xianzai bu hui hén badao
he now not will very domineering

‘He is not domineering now.’

The temporal orientation of Aui ‘will’ is actually in line with other epistemic modals in
Chinese. According to Ren (2008), epistemic modals in Chinese may receive a future and/or a
present interpretation, depending on the situation type expressed by their complement. When
the complement is an event, a future interpretation is obtained; when the complement is a
state, either a present or a future interpretation is possible, depending upon whether there is a
future-denoting adverbial, as illustrated by the examples in (25) and (26).

(25) Ta  kénéng/yinggai lai (Event: future)

He may/should come

‘He may/should come.’
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(26) Ta (mingtian) kénéng/yinggai zai jia (State: present or future)
he tomorrow may/should at  home

‘He may/should be at home (now/tomorrow)

Hui ‘will’ is completely like kénéng ‘may’ and yinggai ‘should’ in this respect. The
parallelism between Aui and other epistemic modals strongly support the position that Aui is
not a future tense marker in Chinese. In fact, it has been analyzed as an irrealis marker by Liu
(1997) and Wang (2007).

It can be concluded now that Chinese does not have any expression that is
grammaticalized in every sentence with a future time reference but does not appear in other
non-future contexts. The most likely candidate for a future tense marker, i.e., Aui, is not
restricted to future contexts. Its distribution indicates that it involves a modality component as
part of its inherent lexical meaning though it is beyond the scope of this chapter to pin down
exactly what it means. In view of the above remarks, it can be safely concluded that Chinese
is not a tensed language with a two-way split with an opposition between future and

non-future.

4. Syntactic Properties Associated with Lack of Tense

In the last section, it was shown that Chinese has no grammaticalized morpheme for tense, be
it a present, past or future tense. Nor is there any evidence for a two-way split with an
opposition between present and non-present, between past and non-past or between future and
non-future. If the above discussion is correct, Chinese is not a tensed language. As discussed
by Lin (2010), this claim can be further backed up by some syntactic properties which can be
attributed to the lack of tense. In this section, four such syntactic properties will be discussed

to further support the tenseless analysis of Chinese sentences.
4.1 Existence of bare nominal predicates

A property of Chinese syntax is the fact that nominal and adjectival predicates alone can serve

as the main predicate of the sentence without a copula, as illustrated by the examples in (27).

(27) a. Zhangsan hén  congming
Zhangsan very smart
‘Zhangsan is very smart.’

b. Jintian xingqitian
Today Sunday
‘Today is Sunday.’

c.Ta da bizi
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he big nose
‘He has a big nose.’
d.Yuanzi 1i yipian qthéi
yard in one-CL darkness
‘There is all darkness in the yard.’

This contrasts with English data, which always require the copula verb be when the main
predicate is an adjectival or nominal one.

A possible account for the obligatory presence of the copular verb be in English, as
pointed out by Tang (2001), is that English is a tensed language and the tense morphology
(feature) needs to be checked by a verb, hence the presence of the semantically vacuous
copular verb be. In contrast, Chinese does not have a syntactic tense and hence there isno T
feature to be checked to begin with. Therefore, a nominal or adjectival predicate may

constitute the main predicate of a sentence without the company of any verb.

4.2 Lack of expletive subjects

Another property that can be used to support the lack of the syntactic T in Chinese is the lack
of the subject requirement. In English the subject requirement explains the presence of the

expletive there in existential constructions such as (28) and the presence of the extraposition it
in (29) and the weather if in (30) (Chomsky 1981).

(28) There is a fly in your soup.
(29) It is impossible that John has left.
(30) It is raining.

In contrast with the above English examples, the Chinese counterparts do not require an
expletive in subject position, as illustrated by (31) and (32).

(31) YOu yi-zhi cangying zai ni de tang i
have one-CL fly in you Poss soup inside
‘There is a fly in your soup.’

(32)Xia yu le
Fall rain Par
‘It is raining now.’

(33) Bu kénéng  Zhangsan yijing zOu le
not possible Zhangsan already leave ASP
‘It’s impossible that Zhangsan has left.’
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It has been argued that the subject requirement is related to tense. For instance, Roberts &

Roussou (2002) have proposed a principle such as (34) to derive the subject requirement."
(34) The head containing T must have a filled specifier.

According to Roberts and Roussou, tense in English is spelled out in T, so SpecTP must be
filled, hence the subject requirement. If their analysis is correct, then the absence of the
subject requirement in Chinese can be attributed to the lack of tense; namely, Chinese has no

vii

T node, so there is no subject requirement.
4.3. Lack of finite vs. nonfinite distinction

If Chinese does not have tense, another interesting prediction is that it might lack the finite vs.
non-finite distinction, as finiteness is often defined to be connected with tense. Indeed, in
Chinese the same verbal form is used in all syntactic contexts and subordination is indicated
by position alone. For example, the subordinate verb /ikai ‘leave’ in (36) has the same form as

the main verb in (35).

(35) Ta  likai xuéxiao san tian le
He leave school three day PAR
‘It has been three days since he left school.’
(36) Ta shefa likai  xuéxiao
He try leave school

‘He tried to leave school.’

Despite this, some linguists (Huang 1998 [1982]; Li 1985; Tang 1990; Tang 2000) have tried
to identify the finite vs. non-finite distinction in Chinese, using tests such as the possibility of
a future modal, the distribution of overt NPs and empty categories and A-not-A questions, etc.
However, these tests have been shown to be not reliable by Hu, Pan and Xu (2001), Xu (2003)
and Lin (2010). If these authors’ arguments are correct, then it is not clear that Chinese has a
finite vs. non-finite distinction. The lack of such a distinction can be attributed to the lack of a

syntactic T node.
4.4 Lack of case-motivated movement

Pesetsky and Torrego (2001) have argued that case might be a direct consequence of the
functional category T. Thus, if Chinese has no tense, we expect it not to have case-motivated
movement. There seems to be evidence for this, because the most recent analysis of Chinese

passives as given by Huang, Li & Li (2009) has shown that Chinese passive constructions
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such as (37) display properties of A’-movement rather than A-movement.*"
(37) Zhangsan bei Lisi da-le

Zhangsan PASS Lisi hit-Asp

‘Zhangsan was hit by Lisi.’

According to them, the above kind of passive constructions allows long distance movement
and resumptive pronouns, and displays island sensitivity.

Raising constructions are another type of constructions which are claimed to involve
case-motivated A-movement in the literature. However, Lin (2010) has pointed out that

subject movement in raising-like constructions such as (38) is optional.

(38) a. Kénéng Zhangsan bu qu le
likely =~ Zhangsan not go PAR
‘It is likely that Zhangsan will not go.’
b. Zhangsan kénéng bu qu le
Zhangsan likely not go PAR
‘Zhangsan is likely not to go.’

Since case-motivated movement is obligatory, the optional subject movement in (38) might be

another type of movement such as focus or topic movement.

4.5 Cross-linguistic similarity in tenseless syntax

In the last section we saw that the absence of certain constructions in Chinese might be tied to
the absence of the functional head T in Chinese. Significantly, such correlates are not unique
to Chinese but can be found in other tenseless languages. For example, according to Ritter
and Wiltschko (to appear), Blackfoot, another tenseless language, lacks the effects of
structural case and this is a direct consequence of the lack of T. Similarly, Ritter and Rosen
(2005) have argued that all Algonquian languages lack A-syntax phenomena related to
SpecTP, including Case, Case-motivated A-movement, and A-binding and this is because
they lack TP altogether, or T is not specified for Case. According to them, these languages do
not move for Case reason, but only for discourse purposes such as topic or focus, or for
wh-questions, which are all A’-movement. The above cross-linguistic similarities between
Chinese, Blackfoot and the Algonquian languages indicate that tenseless languages tend to

share some syntactic properties in common which are not observed in tensed languages.

5. An Aspect-based Approach to Temporal Interpretations in Chinese
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In last section, it was shown that there is no clear evidence in favor of the existence of T in
Chinese. To the contrary, there is strong evidence that T does not exist. If this conclusion is
correct, an important question to ask is how this language expresses temporal locations, given
that there is no syntactic tense to constrain topic time vis-a-vis utterance time. In Lin (2003a,
2006, 2010), it has been argued that Chinese essentially uses aspectual information, temporal
adverbials, discourse anaphora, individual lexical items and pragmatic reasoning to determine
the temporal interpretation of a sentence. In particular, the functional head ASP in a tenseless
language seems to play the role that T does in a tensed language. In this section, some of these
strategies will be reviewed.

As mentioned in section 3, when a Chinese sentence does not contain a temporal
adverbial or aspectual marker, its temporal interpretation is sensitive to the situation type.
States and dynamic activities give rise to the present interpretation, whereas achievements and

accomplishments are interpreted in the past. Here are some more examples to illustrate this:

(39) Xidoming hén  guai
Xiaoming very well-behaved
‘Xiaoming is well-behaved.’
(40) Xidoming zai shuijiao
Xiaoming PROG sleep
‘Xiaoming is sleeping.’
(41) Xidoming dapd yi-ge  huaping
Xiaoming break one-CL vase
‘Xiaoming broke a vase.’
(42) Xidoming ji géi woO yi-zhang shéngri heka
Xiaoming mail to me one-CL birthday card

‘Xiaoming mailed a birthday card to me.’

The dichotomy between states and processes on the one hand and achievements and
accomplishments on the other hand has led scholars such as Lin (2003a, b, 2006) and Smith
and Erbaugh (2005) to employ properties of situation types to account for temporal location in
Chinese. Their ideas are roughly as follows, irrespective of their differences in technical
details:

(43) a. Homogenous/unbounded/imperfective situations have a present interpretation
by default.
b. Heterogenous/bounded/perfective situations have a past interpretation by
default.

More technically, Lin (2006) has derived the past and present interpretation of a bare sentence
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by means of the definitions of perfective and imperfective aspect as given below.™

(44) a. Perfective aspect = AP = AtropAto3t[t < trop A P(t) A trop < to]
b. Imperfective Aspect = AP« = AttopIt[trop = t A P(1)]

What (44a) says is that the event time of an eventuality description P is included within a
topic time ¢, Which is required to precede the evaluation time #y. In contrast, (44b) says that
the topic time f1op is included within the event time of an eventuality description P. According
to Lin (2003a, 2006), though Chinese does not have a syntactic T, every sentence is headed by
a functional aspectual head ASP, which can be perfective or imperfective. This functional
head fulfills the role that T plays in a tensed language. For sentences without an overt
aspectual marker, the content of aspect is determined by Bohnemeyer & Swift’s (2004) notion
of Default Aspect to the effect that the aspect of a telic eventuality is perfective, whereas that
of an atelic eventuality is imperfective. Given the above notions, imperfective sentences
without a temporal adverbial in Chinese have a present interpretation because the topic time
of the sentence, i.e., ¢1,,, which is the speech time by default, is included within the situation
time. In contrast, perfective aspect, be it overt or covert, has the situation time included within
an existentially closed topic time, which in turn precedes the evaluation time, i.e., ¢y, the
speech time by default. Therefore, perfective situations have a past interpretation.™

However, the above generalizations can be overridden by overt expressions such as
temporal adverbials, aspectual markers, modals or by a discourse topic time. For example, in
contrast with (39), (45) is interpreted in the past due to the temporal adverb conggidn ‘before’,
which fills in the value of the topic time variable of the aspectual head.

(45) Xidoming coOnggian hén  guai
Xiaoming before very well-behaved

‘Xiaoming was well-behaved before.’

Similarly, speaker B’s utterance in (46), in contrast with (40), receives a past interpretation

because of the discourse topic time xiawu ‘afternoon’ in speaker A’s utterance.

(46) Speaker A: NI  xiawil zai zud0 shéme
you afternoon PROG do  what
‘What were you doing this afternoon?’
Speaker B: Wo  zai shuijiao
I PROG  sleep

‘I was sleeping.’

(47), on the other hand, has a future interpretation because of the addition of the modal
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auxiliary Aui ‘will’.

(47) Xidoming hui hén  guai
Xiaoming will very well-behaved

‘Xiaoming will be well-behaved.’

Although the above discussion is very informal, it shows how an aspect-based approach
accounts for the temporal locations of Chinese bare sentences and how the information
contributed by aspect interacts with other temporal expressions to derive the temporal

interpretation.
6. An Aspect-based Theory of Temporality Crosslinguistically

As we saw above in the last section, rather than relying on tense, an essential ingredient of the
temporal system in Chinese is the utilization of aspectual information in temporal location. An
important question about such an aspect-based approach to temporal location is whether this
approach is unique to Chinese or a common strategy also used in other tenseless languages.
There seems to be evidence for the latter. For example, according to Bittner (2008),
Kalaallisut is a grammatically tenseless language and temporal location in this language is
also aspect-sensitive. She has classified eventualities in Kalaallisut into states, events,
processes and habits. The temporal locations of these four types of eventualities are
determined in relation to a time that is currently under discussion, i.e., the topic time in the
terminology of Klein (1994). This topic time can be a topical instant for a discourse-initial
sentence or a topical period inferred from the discourse. The generalizations about temporal

location in Kalaallisut are as follows (Bittner 2008, p.379):

(48) Location relative to topical instant

a. A state includes the topical instant.

b. An event has a result state that includes the topical instant.

c. Stage n of a process has a result state that includes the topical instant.

d. A habit includes (but need not be instantiated at) the topical instant.
(49) Location relative to topical period

a. A state includes the topical period.

b. An event is included in the topical period.

c. Stage n of a process is included in the topical period.™

d. A habit includes (but need not be instantiated during) the topical period.

Here are two examples to illustrate the temporal locations of states, events and processes in

Kalaalilisut. In (50), the topic time is the speech moment, and in (51) the topic time of the
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second clause is shifted to a topic interval, i.e., the time of the result state of the home-coming

event after the first clause is uttered."

(50) State Event Process
Ole {sinippuq itirpuq tiiliurpuq
Ole {sinig-pu-q, itir-pu-q, tii-liur-pu-q}

Ole {be.asleep-IND.IV-3s wake.up-IND.IV-3s tea-make-IND.IV-3s}
Ole {is asleep, has woken up, is making tea}
(51) Ataataga  angirlarmat
ataata-ga angirlar-mm-at
dad-1s.sg  come.home-FCT-3s

When my dad came home,

{sinippunga, itirpunga tiiliurpunga}

{sinig-pu-nga, itir-pu-nga, tii-liur-pu-nga}
{be.asleep-IND.IV-1s, wake.up-IND.IV-1s, tea-make-IND.IV-1s}

{I was asleep, I woke up, I made/was making tea} (Bittner 2008, p. 370)

It is interesting to note that there is a striking similarity between Bittner’s (2008)
proposal of temporal location in Kalaallisut and Lin’s (2003a, 2006) for Chinese. But there
are also differences which are worth discussing.

Lin (2003a, 2006) did not make a distinction between a topical instant and a topical
period. Instead, the dichotomy is drawn between perfective and imperfective aspect.
Imperfective aspect only requires a relation between the topic time and the situation time as in
(44Db) to the effect that the former is included within the latter, whereas perfective aspect has
an additional requirement holding between the topic time and an evaluation time, namely, the
condition ‘ttop < to’, in addition to the requirement that the situation time is included within
the topic time. This extra condition guarantees that perfective sentences have a past
interpretation. On this analysis, the topic time variable is existentially closed when the
sentence does not contain an overt temporal adverbial (see Lin 2006 for more details). The
incorporation of the past condition into the semantics of the perfective aspect is reasonable,
given DeCaen’s (1995) observation that “perhaps the most conspicuous property of the
perfective is its default past tense reading in all so-called tenseless systems”. It is very likely
that the perfective aspect in Chinese is actually developing from a pure aspect into a tense
from a diachronic viewpoint.

In contrast with Lin (2003a, 2006), Bittner has drawn a distinction not only between
eventuality types but also between a topical instant and a topical period. It is the latter where
Bittner’s analysis and my works crucially differ from each other. When the topic time is an
instant, she resorts to the result state of an event to derive the fact that the event is in the past,

namely, the event is in the past because its result state contains the speech time. Such an
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interpretation is very close to English present perfect. My proposal, however, does not say
anything about the result state.

The difference between Bittner’s and my proposals raises a question for a tenseless
analysis of tenseless languages, namely, is the difference a true one that can be captured by a
parameter or is the difference perhaps only superficial and possibly to be unified under the
same rule? To answer this question, let’s reconsider the Chinese sentences (41) and (42),
reproduced here as (52) and (53).

(52) Didi dapo yi-ge  huaping
brother break one-CL vase
‘The younger brother broke a vase.’

(53) Xidoming ji géi woO yi-zhang shéngri heka
Xiaoming mail to me one-CL  birthday card

‘Xiaoming mailed a birthday card to me.’

As noted earlier, though the above two sentences do not contain any temporal marker, both
have a past interpretation. However, a past interpretation is compatible with either a past tense
reading or a present perfect reading. So the question is whether (52) and (53) imply that the
result state of the event denoted by the verb holds at the speech time. It seems that it can. Take
(52) for instance. It can be true in the following scenario. A younger brother and his elder
brother were playing and the younger brother broke a vase carelessly. So the elder brother ran
to his mother, who did not know that they were playing, and uttered the sentence in (52). In
this scenario, the topic instant, i.e., speech moment is contained within the result state of the
vase-breaking event. Therefore, it seems that (52) implies that the result state is involved. The
question is: is this implication an inherent part of the meaning of the sentence or just a

conversational implicature that is cancelable in an appropriate context. Here is a test.

(54) Didi dapo  yi-ge huaping - shi wo bang ta nian
brother break one-CL vase be I help him glue
hui qu de
return go PAR

‘The younger brother broke a vase. It’s me who helped him glue them back.’

There are speakers who accept this sentence without problems. However, when uttered out of
blue, (54) sounds better when a temporal adverbial denoting a past interval such as jintian

xiawi ‘this afternoon’ is added. If an implicit or explicit topic period is always required for
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(54), then this example will not constitute a counter-example to extend Bittner’s approach to
temporal location in Chinese.

In contrast, example (55) is a sentence more readily acceptable when used as a
discourse-initial statement, where the result state of the card being transferred to the speaker’s

possession is canceled.

(55) Xidoming ji géi wo yi-zhang sheéngri heka
Xiaoming mail to me one-CL  birthday card
danshi wo ba kapian tuihui qu le
but I BA card return go ASP

‘Xiaoming mailed a birthday card to me, but I returned it to him.’

In this example, the discourse-initial clause must not have a result sate that still holds at the
speech time.

The above judgments for (54) and (55) are quite subtle, so I am hesitant to draw a
definite conclusion from them. If examples such as (54) and (55) are acceptable only under
orientation to a topic period, be it explicit or implicit, such as a past temporal adverbial, then
Chinese might pattern with Kalaallisut and Lin’s (2006) analysis of Chinese and Bittner’s
(2008) proposal for Kalaallisut should be able to be unified. On the other hand, if a topic
instant is a fully acceptable topic time for (54) and (55), then a parameter will be needed to
account for the cross-linguistic variation between Kalaallisut and Chinese. In this case, the
topic time for a perfective sentence in Chinese should be constrained to precede an evaluation
time as in Lin’s (2006) proposal, whereas the topic time for an eventive sentence in
Kalaallisut is required to fall within the result time of the event as in Bittner’s (2008) analysis.
Whatever the choice is, the data in Chinese and those in Kalaallisut have provided strong

empirical evidence for an aspect-based approach to the temporality of a tenseless language.

7. Challenges for establishing Tenseless Languages

As noted above, the most important criterion of judging whether or not a language is tensed is
the obligatory presence of a grammaticalized tense morpheme. On the basis of this type of
evidence, for example, Shaer (2003) and Bittner (2005) have argued that West Greenlandic
(Kalaallisut) is a tenseless language and Nowak (1994) that Baffin Island Inuktitut is likewise
tenseless. According to Shaer (2003), in West Greenlandic a sentence without a temporal

morpheme may receive either a past or present interpretation and the presence of a past
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temporal adverbial, though triggering a past interpretation, does not require the presence of a

xiii

temporal morpheme. This is illustrated by (56).

(56) a. aggirpuq
Come.IND-3s
‘He is/was coming.’ (Shaer 2003, p.146)
b. juuli-up aappa-a-ni Nuum-miip-punga
July.ERG second.its. LOC Nuuk.be-in-IND.1s
‘I was in Nuuk on the second of July 2™’ (Shaer 2003, p.147)

However, as pointed out by Shaer (2003), the mere absence of an obligatory tense morpheme
in a given language cannot guarantee that the language is a tenseless language, as there is
always a possibility of postulating a null tense morpheme. This possibility would make a
superficially tenseless language a tensed one with an obligatory and grammaticalized tense
morpheme. Indeed, this is Matthewson'’s (2006) approach to St’at’imcets (Lilloet Salish),
which like West Greenlandic lacks overt tense morphology.

7.1 Matthewson’s tensed analysis of St’at’imcets

Like West Greenlandic, superficially tenseless sentences in St’at’imcets can be interpreted as
either present or past, as illustrated by the examples in (57).

(57) a. tayt-kan

hungry-1SG.SUBJ
‘I was hungry/ I am hungry.’

b. k’ac-an’-lhkan
dry-DIR-1SG.SUBJ
‘I dried it/ I am drying it.’

c. say’sez’-lhkan
play-1SG.SUBJ
‘I played / I am playing.’ (Matthewson 2006: 676)

According to Matthewson, stative predicates strongly prefer present tense interpretations,
while accomplishments and achievements strongly prefer past interpretations. Activities can
be freely intepreted either way. However, beyond the default interpretations, all superficially
tenseless predicates may allow either a present or past interpretation regardless of the
aspectual class.

Another important fact of St’at’imcets, as observed by Matthewson, is that superficially

tenseless sentences such as those in (57) cannot be used to describe future eventualities.
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Moreover, adding a future-denoting temporal adverbial to them does not give rise to a future
reading, but leads to ungrammaticality as witnessed by (58). To describe a future eventuality,

overt marking such as kelh is obligatory as (59) shows.™

(58) *tayt-kan natcw
hungry-1SG.SUBJ  one.day.away
‘I will be hungry tomorrow.’ (Matthewson 2006, p. 677)
(59) tayt-kan kelh
hungry-1SG.SUBJ kelh
“*1 was hungry/*I am hungry/I will be hungry.’ (Matthewson 2006, p.678)

Matthewson has argued that the future morpheme kelh is neither an irrealis marker nor an
epistemic modal but the overt spell-out of the morpheme WOLL as originally proposed by
Abusch (1985) for English, because it behaves like English will/would in all aspects.™

As mentioned above, like West Greenlandic, superficially tenseless sentences in
St’at’imcets may be interpreted as either past or present. However, unlike Shaer’s (2003)
tenseless analysis of West Greenlandic, Matthewson (2006) has proposed a tensed analysis of
St’at’imcets, arguing that all superficially tenseless sentences in
St’at’imcets contain a phonologically null tense morpheme, TENSE, which restricts the
possible values of the reference time to a non-future interval as defined in (60).*" On this

definition, the temporal meaning of (61) is calculated in (62).

(60) [[TENSE;]]*¢ is only defined if no part of g(i) is after t. (the utterance time).
If defined, [[TENSE;]]%° = g(i).

(61) matq [kw s-Mary]
walk [DET NOM-Mary]
‘Mary walked / Mary is walking.’

(62) a. TP
T AspP
TENSEi Asp VoiceP

/\

PERF matq kw sMary
b. [[(62a) ]]*° = Awde[walk(e)(w) & agent(Mary)(e)(w) & (e) < g(i)]
(where no part of g(i) follows t,).
c. There is an event e of Mary walking, whose running time 7 is included

in the contextually salient non-future time g(i).
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According to Matthewson (2006, note 4 and page 683), imperfective aspect is overtly marked
in St’at’imcets. Absence of the overt imperfective marker indicates the perfective aspect.
That’s why the aspect in (62a) is perfective, which requires that the event time is included
within the reference time. The result of the final semantic composition is the logical form in
(62b), which is equivalent to the statement made in (62c). According to Matthewson, the

meaning given in (62b=57c) predicts that (61) can be interpreted in the past or in the present,

depending upon whether the discourse has a past reference time or present reference time.™"

On this analysis, the only difference between English and St’at’imcets is that the tense

morpheme in the latter is slightly less restrictive than English past tense morpheme.

As for the future morpheme kelh, Matthewson has proposed that it has the denotation of
WOLL given in (63):

(63) [[WOLL]] = APeD i At Aw.3t[t < ' & P(t')(w) = 1]

Under this analysis, it is predicted that a (matrix) clause with kelh may get a will or would
reading, depending upon whether the contextually salient reference time, i.e., the denotation
of tense, is prior to the speech time or includes the speech time. This prediction, Matthewson

argues, is correct.

7.2 A tensed analysis of Chinese

Matthewson’s tenseless analysis of St’at’imcets, if correct, implies that a superficially
tenseless language can be analyzed as a tensed language, because a grammaticalized tense
may be phonetically inaudible but semantically interpretatable. Such a null tense analysis
constitutes a great challenge for linguists who want to argue for the existence of a true
tenseless language, because for any superficially tenseless language, two analyses should be
compared, one being a tensed analysis and the other a tenseless one. It is beyond the scope of
this chapter to discuss whether St’at’imcets can be analyzed as a syntactically tenseless
language and to compare it with Matthewson’s tensed analysis. Instead, a tensed alternative
analysis of Chinese will be outlined and briefly compared with a tenseless analysis.

As we saw earlier, in Chinese it is difficult to find any obligatory overt morpheme that
gives a two-way split between a present vs. non-present, a past vs. non-past or a future vs.
non-future interpretation. Therefore, the only possibility for a tense morpheme is to postulate
a phonetically inaudible null tense. For example, following Matthewson’s suggestion for

St’at’imcets, it can be assumed that the null tense in Chinese also introduces an indexed
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TENSE variable whose value is determined by the context and is constrained to be a

non-future interval as given in (64).

(64) Chinese Null Tense
[[TENSE;]]** is only defined if no part of g(i) is after t.. If defined, [[TENSE;]]*° = g(i).

Now consider a stative sentence such as (65).

(65) Zhangsan zai  bangongshi
Zhangsan in office

‘Zhangsan is in his office.’

Let us assume with Lin (2003b, 2006) that bare homogeneous (atelic) VPs in Chinese are
associated with an imperfective aspect, which requires an inclusion of the topic time within
the event time. Since the value of the null tense, i.e., g(i), becomes the topic time later in the
semantic computation after lambda conversion when the denotation of AspP meets the
denotation of TENSE, i.e., g(i), this means that the value of g(i) is included within the event
time. In (65), the value of g(i) must be the speech time, because this is the only salient time
available when (65) is uttered out of the blue. As a result, (65) must have a present
interpretation, because the speech time is included within the event time.

The same sentence, however, may have a past or future interpretation depending upon

the context of utterance. For example, consider the following discourse.

(66) Speaker A: N xiawil san dian zai nali ?
you this.afternoon three o’clock at where
‘Where were you at three o’clock this afternoon?’
Speaker B: WO zai bangongshi
I at office

‘I was in my office.’

In (66), the value of g(i) in Speaker B’s utterance must be a past interval, because speaker A’s
utterance has made the past time interval denoted by xiawii san dian ‘3 o’clock this afternoon’
the most salient one in the discourse. This past interval is asserted to be included within the
event time. Therefore, speaker B’s utterance in (66) is correctly predicted to be an assertion
about a past interval.

What about the future interpretation? The dialogue in (67) shows that a stative sentence

may have a future interpretation.

97



(67) Speaker A: N xiawil zai jia ma?
you this.afternoon at home PAR
‘Will you be at home this afternoon?’
Speaker B: W6 bu zai jia
I not at home

‘T am not at home this afternoon.’

As noted, however, such future sentences are more like English futurates rather than
will-future. According to Copley (2009) and Smith (2010), the futurate is about the present
rather than the future. It is evaluated at the speech time. The future temporal adverbial in such
sentences is the event time of the predicted future event rather than the topic time. Details put
aside, if Smith and Copley are correct, speaker B’s utterance in (67) can be analyzed the same
way as in their analyses with g(i) being the present moment. So Chinese futurates can be
covered under the null tense analysis given in (64).

When a future sentence is not about a planned or scheduled event, the modal Aui “will’
‘will” or other epistemic modals are used. Such future sentences can be explained as follows.
As noted by many linguists, unlike the present and the past, the future always involves
uncertainty and hence a modality word must be used to express that uncertainty. I believe that
this is the case in Chinese.™"" Under the proposed tensed analysis, this then means that the
value of g(i) is associated with the modal rather than with the complement embedded to the
modal. By default, g(i) is the speech moment. So normally a sentence with an epistemic Aui
‘will” or other modals has the present moment as the temporal orientation of the modal. On
the other hand, the temporal interpretation of the complement is specified by the meaning of
the modal. Therefore, sentences with a modal are not a problem to the tensed analysis, either.

Above, we have considered how a null tense analysis might deal with homogeneous
(atelic) sentences, including sentences with a modal. Now let us turn to heterogeneous (telic)

sentences. Consider the following sentence, which has only a past interpretation.

(68) Zhangsan dapo yige huaping
Zhangsan break one vase

‘Zhangsan broke a vase.’

As noted, telic predicates in Chinese are associated with perfective aspect by default. Now if
we assume the standard semantics of perfective aspect as given in (69), which requires that
the event time is included within the topic time, then the semantic computation of (68) is as
follows.*™

(69) Perfective aspect = AP<; & AtropIt[t  top A P(1)]
(70) a. TP
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TENSE; Asp VP

PERF  Zhangsan dapo yige huaping
b. [[(68) ]]*° = FtIx[break(x)(Mary)(t) & vase(x) & t < g(i)]
c. There is a time ¢ at which Mary breaks a vase and 7 is included within the contextually

salient time g(i).

When (68) is a discourse-initial statement, g(i) must be the speech time, because this is the
only salient time available. The analysis thus predicts that the vase-breaking event is included
within the utterance time.™ This prediction, unfortunately, is incorrect, because (68) does not
have a present interpretation, even though a vase-breaking event is an instantaneous one. This
prediction of the tensed analysis crucially differs from a tenseless analysis as proposed in Lin
(2006). In that framework, (68) does not have a present interpretation, because perfective
aspect in Chinese has a precedence condition as part of its inherent meaning as defined in
(44a). It is this condition that makes a telic sentence always denote a past situation. On this
point, a tenseless analysis has a plus but a tensed analysis has a minus.

Above some problems with a tensed analysis were discussed with respect to simple
sentences. In fact, a tensed analysis would encounter similar difficulties with respect to the
temporal interpretation of an embedded clause. Consider (71), taken from Lin (2006).

(71) Wo jian-guo  yi-wei zai ku de nanhai
I meet-Asp one-Cl Prog cry Rel boy
(1) ‘I met a boy who was crying.’

(i1) “*I met a boy who is crying.’

As discussed in Lin (2006), when an imperfective relative clause is embedded to an indefinite
DP, the event time of the relative clause is temporally dependent upon the event time of the
matrix clause, i.e., the time of the event denoted by the relative clause must be simultaneous
with the time of the matrix event. It is argued there, within a framework of a tenseless analysis,
that the present interpretation is blocked because an indefinite with a progressive relative is
somehow prohibited from adjoining to IP. Therefore, the speech time cannot be the topic time
of the relative clause. In contrast, the dependent reading is derived when the indefinite is
adjoined to VP within the scope of Asp. The point now is that within a tensed free variable
analysis, it is not clear why the present interpretation is not available, given that the speech

time can be salient enough to serve as a value of the free variable introduced by the null tense.
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Given this, it seems that a tenseless analysis has another plus, but a tensed analysis has
another minus.

There might be some more different predictions between a tensed analysis and a
tenseless one, but it is not the purpose of this chapter to say which type of analysis is
ultimately the correct one. To decide which is a better one, one not only has to compare the
empirical coverage comprehensively but also need to evaluate which analysis is theoretically
more elegant. This, certainly, is beyond the scope of this chapter. What I hope to have shown

here is what one should pay attention to in analyzing a tenseless language.

8. Conclusion

In this chapter, the syntax and semantics of some (potentially) tenseless languages have been
reviewed. It has been shown that tenselessness has effects on both the syntax and semantics of
a tenseless language. Syntactically, a tenseless language may lack some syntactic properties
that are associated with the content of tense such as lack of case-motivated NP movement or
allow certain syntactic constructions such as sentences without a subject or bare nominal
predicate without a copula. Semantically, since there is no tense, temporal location must be
determined by something else. In this chapter, it has been shown that aspectual information,
together with topic time resolution determined by an overt temporal adverbial or discourse
anaphora, plays a significant role in determining temporal location in a tenseless language.
Such an aspect-based approach to temporal location in tenseless languages can be as precise
as a tense-based approach to temporal location in tensed languages. In addition, this article
also discusses a possible challenge for establishing a tenseless language, namely, the possible
existence of a null tense. It has been shown that this possibility should always be borne in
mind in discussing tenselessness.

Tenseless languages may show variation as to how aspectual information is used among
them. This point has been illustrated when Kalaallisut was discussed in comparison with
Chinese. Although the temporal interpretations in both languages are sensitive to aspectual
classes, there might be a parameter with respect to what component of an event interacts with
the topic time. In Kalaallisut the result state of an event interacts with a topical instant, but
this might not be the case in Chinese.

Since tenseless languages do not have overt morphosyntactic forms to constrain the
location of the topic times vis-a-vis utterance times. The question arises as to how the topic
times is detemined by a speaker of a tenseless language. This is an important issue but is not
discussed in detail in this chapter. Most of the time, it was assumed that the speech time is the
default topic time or the topic time is the time of a temporal adverbial, if there is one. That
assumption is sufficient for our discussion in this chapter, but it is worth pointing out that
there can be a theory of topic time resolution in the absence of explicit coding. For example,

Bohnemeyer (2009) has defended a proposal in which topic time resolution relies on universal
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“inference mechanisms of temporal anaphora”, which are also shared with tenseless
languages. If this is the case, tenseless languages should be minimally different from tensed
languages in the sense that a syntactic tense node only serves to facilitate topic time reference
resolution, but determination of a topic time reference in tenseless languages is more a matter

of pragmatics.
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This paper discusses the word order problem of durative and completive time phrases in
Mandarin Chinese. Durative time phrases must occur in a postverbal position, whereas
completive time phrases are always preverbal. This paper proposes a novel way to look at this
word order problem, arguing that the different word orders of completive and durative time
phrases may follow from the assumption that they are telic polarity items (TPI’s) and atelic
polarity items (API’s), respectively, and that TPI’s are licensed by virtue of being in a
specifier-head agreement relation with a telic head whereas API’s are licensed by virtue of

being c-commanded by an atelic licensor whose maximal projection it adjoins to.

Key words: durative time phrases, completive time phrases, polarity items, polarity

licensing

1. Introduction

Durative adverbials such as for 2 hours and completive adverbials such as in 10 minutes

are often used to test atelicity and telicity value of a situation as the following examples show:

(1) John slept for 2 hours/*in 2 hours.

(2) John wrote a letter *for 10 minutes/in 10 minutes.

For-adverbials are compatible with atelic situations, whereas in-adverbials are compatible
with telic situations. In English both for-adverbials and in-adverbials occur VP-finally and the
semantic interpretations are differentiated by means of the preposition for and in.

Unlike English durative and completive adverbials, Chinese durative and completive
adverbials are not differentiated via a preposition but by means of their word order. Both
durative and completive adverbials take the form of a bare NP. Durative adverbials must
occur in a postverbal position, whereas completive adverbials occur in a preverbal position.

Here are some examples to illustrate durative adverbials.

(3) Zhangsan shui-le  liang-ge xiaoshi
Zhangsan slept-Asp two-Cl  hour
‘Zhangsan slept for two hours.’

(4) a. Zhangsan kai-le shi  nian jichengche

Zhangsan drive-Asp ten year taxi

104



‘Zhangsan drove a taxi for 10 years.’
b. Zhangsan kai-le jichengche shi  nian
Zhangsan drive-Asp taxi ten year
‘Zhangsan drove a taxi for 10 years.’
(5) a. Zhangsan dakai chuanghu ershi fenzhong
Zhangsan open windown 20 minutes
‘Zhangsan opened the window and the window was open for 20 minutes.’
b. Zhangsan jichun san nian le
Zhangsan marry 3 year Asp

‘Zhangsan has been in a marriage state for 3 years.’

(3) contains an intransitive activity verb and the durative NP measures the time length of the
activity denoted by the intransitive verb. (4) is a transitive sentence. A durative NP may either
precede or follow the object NP. In either case, the durative NP measures the time length of
the activity. Unlike (3) and (4), which involve atelic situations, the two examples in (5) denote
telic situations with a result state. In such examples, the durative phrase measures the time
length of the result state rather than the time length that the whole situation takes.*' In other
words, the time phrases in (5a) and (5b) are not interpreted as an in-adverbial but still a
for-adverbial.

In contrast to postverbal time phrases, preverbal time phrases such as those in (6) are
interpreted as in-adverbials rather than for-adverbials. Moreover, they are incompatible with

atelic situations.?

(6)a. *Ta yi  xiaoshi shui-le
he one hour sleep
‘He slept for one hour.’
b. *Ta shi nian kai-le jichengche
ta 10 year drive-Asp taxi

‘He drove a taxi for 10 years.’

(7)a. Ta shi fengzhong (jiu) xie-hao yi-feng xin
he 10 minute Par write-complete one-Cl letter
‘He wrote a letter in 10 minutes.’
b.Ta yi nian xie-le liang-ben shu
he one year write-Asp two-Cl  book

‘He wrote two books in two years.’

2! See Lin (2008) for more discussion of this point
*2 See section 7 for a discussion of some apparent counterexamples.
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The contrast between (3)-(5) and (6)-(7) poses a very interesting question in Chinese syntax
which has never been addressed, namely, what is it that forces durative phrases to be
postverbal and completive adverbials to be preverbal? In this paper, I will propose a novel
way to look at Chinese durative and completive NPs, which might shed a light on the word
order issue under discussion. I will suggest that durative and completive adverbials are both
polarity items, the difference being that the former are licensed by means of a c-command
relation, whereas the latter are licensed by virtue of being in a Spec-head relation.

This article is organized as follows. Section 2 discusses how different polarity items may
be licensed cross-linguistically. Section 3 suggests that durative and completive time phrases
are polarity items which are subject to different licensing mechanisms. Section 4 is a brief
introduction of Borer’s (2005) analysis of (a)telicity. Based on the assumption made in section
4, sections 5 and 6 proceed to show how the word order of durative and completive phrases is
accounted for in terms of polarity licensing. Section 7 examines an apparent counterexample
to the observation that durative phrases can only be postverbal. Section 8 concludes this
article.

2. Licensing Negative Polarity Items

It is usually assumed that a negative polarity item (NPI) such as English anybody must
be licensed by a c-commanding negator. Therefore, (8a), where anybody is the object of the
verb, hence c-commanded by not, is well-formed, whereas (8b), where anybody is the subject

of the sentence, which is outside the scope of the negator, is ungrammatical.

(8) a. I didn’t see anybody.
b. * Anybody didn’t see me.

Despite the standard assumption about NPI licensing, it has been argued that a c-command
requirement might not be the only way to license an NPI. Based on the data in Moroccan
Arabic (MA), Benmamoun (1997) argues that NPIs in this language must be licensed overtly
and can be licensed either when it is c-commanded by negation or is in Spec-head relation
with it. In MA, sentential negation is usually expressed by two morphemes: ma, which is a

prefix on the lexical verb or auxiliary, and §, which occurs as a suffix. This is illustrated by

9).
(9) ma-ktob-§

ma-wrote.3MS-$§
‘He didn’t write.’ (Benmamoun 1997: 264)
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However, Benmamoun (1997) points out that in some Arabic dialects such as Sudanese and
Syrian, sentential negation is expressed by ma only as in (10).

(10) Sudanese
ma-fihim
neg-understood.3MP

‘He didn’t understand.’ (Benmamoun 1997: 265)

Thus, he proposes that ma is the head of a negative projection located between TP and VP and
§ 1s a specifier or adjunct of a lower projection. Moreover, the verb moves from V to T,
carrying ma with it along its way up and § cliticizes to the verbal complex.

In MA, NPI’s such as /atta + NP are in complementary distribution with § but ma is
obligatory when an NPI occurs. This is illustrated by the following examples.

(11) a. ma-qrit fotta ktab

neg-read.1S even  book
‘I didn’t read any book.’

b. *ma-qrit-§  fotta ktab

neg-read.1S even book

‘I didn’t read any book.’ (Benmamoun 1997: 269)

In (11a), the NPI #atta ktab ‘any book’ is c-commanded by the negation contained within the
verbal complex in T or by the trace in the head of NegP.

However, according to Benmamoun, the same NPI in MA may also occur in a preverbal
position as subject, as shown below.

(12) hotta wahod ma-za

even one neg-came.3MS

‘Anyone didn’t come.’

(Benmamoun 1997: 272)
If the subject NPI /fiatta wahiad ‘anyone’ is assumed to occupy the SpecTP as shown in (13), it
is not c-commanded by negation contained in the verbal complex or its trace.
(13) TP

Spec T
fotta wahod T NegP

/\
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[ma-Za];  Spec Neg

Neg VP

ti Spec \'%A

t;

Benmamoun thus suggests that Spec-head agreement may also license an NPI in MA as given
below:

(14) An NPI is licensed if:
(a) it is c-commanded by Neg or

(b) it is in Spec-head agreement with Neg or an element containing Neg.

Benmamoun (1997) is not the only one who has argued that the Spec-head relation may
license an NPI. Ouali (2005) has a similar proposal for Berber dialects, arguing that while
NPTI’s like no one and nothing in Berber are licensed via c-command, NPI adverbs like never
are licensed via Spec-head relation. I will illustrate with Tamazight dialect of Berber. In this
dialect, sentential negation can be expressed either by means of a single obligatory pre-verbal
negative marker ur as in (15) or by means of two negative markers ur and sha, which can be

either postverbal or preverbal as in (16a) and (16b).

(15) ur iddi wrba gher-skeela
neg 3s.went boy to-school
‘The kid didn’t go to school.’

(16) a.ur  ughax sha lkthaab
neg ls-bought-1s neg book
‘I did not buy the book.’

b. shaur  dix gher-s
neg-neg go.past.ls to-him
‘I didn’t go to him/I didn’t visit him.’

Ouali follows the standard assumption that the negation marker ur heads its own maximal
projection and is higher than IP/TP in Berber. By contrast, sha is adjoined to VP and moves to
SpecNegP later in the derivation, overtly or presumably at LF.

According to Quali, NPI’s like agidge ‘no one’ in Tamazight are licensed in situ when
c-commanded by Neg as in (17). However, such NPI’s may undergo topicalization as in (18)

after being licensed, exhibiting a neutral form of agreement, which shows that they are not in
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SpecNegP but in a CP periphery position.”

(17)ur iddi agidge
Neg go-perf-3s no one
‘No one left.’

(18) agidge wur iddi-n
No one neg go-Perf-NEU
‘No one left.

On the other hand, NPI adverbs like urdgin and ursar ‘never’ are licensed by Spec-head
relation.”* They can only occur in a position preceding Neg and the verb as shown by the
contrast between (19a) and (19b).

(19) a. ursar ur t-ughex
Never neg it-buy.Per.1s
‘I will never buy it.’
b. *ur t-ughex usar
neg go.perf.1s never

‘I will never buy it.’

However, these NPI adverbs may not occur with sha, regardless of whether sha stays in situ

or moves overtly to SpecNegP, as shown in the following examples:

(20) a. urdgin  (*sha) wur dix (*sha) gher frans
never (*neg) neg went-Perf-3s Neg go France
‘I have never been to France.’
b.ursar (*sha) wur i-th3lith (*sha)
never neg neg me see-Imp-3s neg

‘You will never see me.’

This fact is explained if NPI adverbs occupy the position of SpecNegP and are licensed there.
According to Ouali (2005), sha can only be licensed via the Spec-head relation with the head
Neg. Consequently, if SpecNegP is occupied by some other element, the derivation crashes.

So far we have seen two languages in which NPI’s may be licensed via either
c-command or the Spec-head relation, sometimes depending on what kind of NPI is involved.
I now turn to Chinese NPI’s. The most well-known NPI in Chinese is renhe NP ‘any NP’.

> See Ouali (2005, section 5 for more discussion for evidence that the NPI agidge in (18) does not move through
SpecNegP or stays in SpecNegP.
** Urdgin is used when the verb is imperfective and ursar is used when the verb is perfective.
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This NPI can only be licensed by virtue of being c-commanded by its licensor. For example,
the object NP renhe xuesheng ‘any student’ in (21a) is c-commanded by the negation word
mei ‘not’ and the sentence is well-formed. By contrast, the subject NP renhe xuesheng ‘any
student’ in (21b) is not c-commanded by the negation word mei ‘not’ and is hence not
licensed.

(21)a. Wo mei jiandao renhe xuesheng
I not see any  student
‘I did not see any student.’
b. *Renhe xuesheng mei jiandao wo
any student not  see me

‘Any student didn’t see me.’

However, not every NPI in Chinese is c-commanded by its licensor. The most well-known
case is conglai ‘ever’. As (22) shows, conglai ‘ever’ cannot occur in an affirmative sentence
and when it occurs in a sentence, it can only occur right before a negation word, as the
contrast between (23a) with (23b) shows.

(22) *Ta conglai shuo huang
he ever say lie
‘He ever tells lies.’
(23)a. Ta conglai bu shuo huang
he ever not say lie
‘He never tells lies.’
b. *Ta bu conglai shuo huang
he not ever say lie

‘He never tells lies.’

In addition to conglai ‘ever’, there are other degree adverbs which pattern alike. Sihao ‘a bit’

is one of them, as the examples below illustrate.

(24)a.Ta sihao bu yanshi ziji-de quedian
he a-bit not cover-up self-Gen shortcoming
‘He does not cover up his own shortcoming a bit.’
b. *Ta sihao yanshi ziji-de quedian
he a-bit cover-up self-Gen shortcoming

‘He covers up his own shortcoming a bit.

Note that not every degree NPI adverb occurs before a negation word. For example, zenme
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‘how’ when interpreted as a degree word is an NPI and it must follow, hence c-commanded by,
the negation word.

(25)a.Ta bu zenme titie
he not how considerate
‘He is not very considerate.’
b. *Ta zenme bu titie
he  how not considerate
c. *Ta zenme titie
he how considerate

‘He is very considerate.’

So NPI adverbs in Chinese can also be divided into two types. One type of NPI adverbs such
as zenme ‘very/much’ must follow the negator and be licensed by virtue of being
c-commanded by it. Another type of NPI adverbs such as conglai ‘ever’ and sihao ‘a bit’ can
only appear immediately before the negative word. I propose that such NPI’s are licensed by
virtue of being in the Spec-head relation with the negator (See also Hsiao 2002). Therefore,
Chinese are like Moroccan Arabic and Berber in having two strategies for licensing NPI’s,
depending upon what kind of NPI is involved.

3. Durative and Completive NPs as Polarity Items

In the last section, we saw that NPI adverbials in Chinese may either precede or follow
their negative licensor depending upon individual lexical specification. Some NPI adverbials
such as conglai ‘ever’ and sihao ‘a bit’ must precede a negator. These NPI adverbials are
licensed by virtue of being in the Spec-head relation with the negator. Some other NPI
adverbials such as zenme ‘how’ must follow the negator. These NPI adverbials are licensed
via a c-command relation.

As noted, Chinese time phrases may either precede or follow the verb. When they are
postverbal, they must modify an atelic eventuality, measuring the time interval that the
eventuality lasts; when they are preverbal, they are compatible only with eventualities with a
telos, indicating the time interval for the whole situation to reach its telos. Since durative and
completive time phrases are each compatible with a certain type of situation, they can be
regarded as polarity items. More precisely, durative time phrases are Atelic Polarity Items
(APTI’s), whereas completive time phrases are Telic Polarity Items (TPI’s).

I propose that API’s and TPI’s are licensed by means of different strategies. API’s are
licensed by virtue of being c-commanded by an atelic licensor in much the same way as NPI’s
such as renhe NP and zenme ‘how’ are licensed. By contrast, TPI’s are licensed by virtue of

being in the specifier-head relation to their licensors in much the same way as conlai ‘ever’
g p y
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and sihao ‘a bit’ are licensed. In other words, durative time phrases are parallel to zenme-type
of NPI and completive time phrases are parallel to sihao-type of NPI. In what follows, I will
spell out the details of the analysis.

4. Structuring (A)Telicity

To execute the licensing of ATI’s and TPI’s as proposed in the last section, I will adopt
Borer’s (2005) analysis of (a)telicity. She proposes that telicity is expressed in terms of the
syntactic projection Aspq ™, which is responsible for telic interpretation. The DP in the
specifier position of Aspg™" is the “subject-of-structured change”. Aspq and its VP

complement constitute a quantity (telic) predicate, as shown below.

(26) Aspg™™
Spec® AsPq’
! /\
Aspq’ VP

copying by Spec-Head

agreement
Subject of quantity Quantity Predicate

According to Borer (2005: 75), English verbal stems are inherently without quantity and thus
in the absence of quantity structure are atelic. They are embedded within a quantity phrase,
labeled Aspo™ as shown in (26), which is headed by an open value [Aspq <e>#] in need of
range, 1.e., telicity, assignment. Range assignment to [Aspq <e>#] can be mediated through
Spec-head agreement between a quantity DP in the specifier of Aspo™ and its head Aspg”. If
the DP in the specifier of Aspg ' is a quantity DP, the quantity property can be copied onto
[Aspq <e>#], forming a well-formed [[spec aspp DP] [Aspq]] and making the Aspq and its
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c-command domain of a quantitiy or telic predicate.*® In addition, in the presence of direct
range assignment such as the verbal prefix in Slavic languages, Aspq could be well-formed
without a quantity DP in its specifier.

The node occupied by Aspq might be semantically vacuous, perhaps having only
case-assigning properties. In this case, the node under discussion is not a semantically
contentful projection. Borer uses F°P, headed by Fs, to represent such a projection. According
to Borer, the merger of F* blocks a telic interpretation, forcing a transitive derivation with a
direct object marked as partitive in languages such as Finnish. She also suggests that object
arguments in such structures are assigned a default participant interpretation. An important
conclusion of Borer’s analysis is thus that the atelic interpretation is the result of the absence
of a dedicated structure, namely, Aspq and there is no atelic structure as such. Apart from the
above analysis, Borer (2005: chapter 3, note 14) also assumes that English verbs undergo
overt short movement to a position higher than Aspg and movement of the object is also overt

as in Runner’s (1995) extensive discussion.
5. Licensing API’s

There have been different analyses of the syntax of Chinese durative phrases. Tang (1990,
1994) has assumed that direct objects are projected in the specifier position of VP and the
verb is moved to a higher functional head. Durative phrases can be adjoined to VP, as is
shown in (27).

(27) [rp F [ve Duration [vp Object [v V Duration]]]

In (27), when the verb is raised to the functional head F, the durative-object order is
derived. However, according to her, durative phrases in Chinese can also be projected under
the minimal V’ as the complement of V in conformity with Larson’s (1988) idea that oblique
expressions may be base-generated as the complement of V. This assumption will derive the
object-durative order. Details aside, Lin (2008) has a proposal somewhat similar to Tang’s
suggestion of adjoining durative phrases to VP and moving the verb to a higher functional
head.”® In addition, his analysis specifically requires that durative phrases can only adjoin to a
homogeneous projection. To simplify the space, let us assume that a treatment of durative
phrase along this line is correct. Furthermore, let us also assume that the verb moves overtly
to AspQ/F® or higher.

Let us now consider how the word order of durative phrases can be explained. Recall

* For the definition of quantity DPs, see Borer (2005: 74).

* What Lin (2008) actually proposes is that durative phrases may be adjoined to any homogeneous projection as
long as it can be interpreted there. His framework can be translated to the current theoretical assumptions with
some adjustments, but I will leave the exact details aside.
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that a time phrase may receive a durative interpretation only when it is postverbal and a
preverbal time phrase is incompatible with an atelic eventuality. To account for this fact, I

would like to make the following assumptions:

(28) A. As an adverbial, a durative or completive time phrase is subject to adjunct licensing in
the sense of Travis (1988) according to which adverbials are licensed by the
designated feature of a head.

B. Durative phrases can only be adjoined to a homogeneous projection as in Lin (2008)
and licensed by the head of that homogeneous projection.

C. Durative phrases are atelic polarity items and hence must be licensed by an atelic
licensor by virtue of being c-commanded by it.

D. Completive phrases can only be adjoined to a heterogeneous projection and licensed
by virtue of being in the specifier-head agreement relation with a telic head.

E. It follows from the above assumptions that a durative phrase must be postverbal and a

completive phrase must be preverbal.

To illustrate how the above assumptions work, consider (3) and (4) first.

(3) Zhangsan shui-le  liang-ge xiaoshi
Zhangsan slept-Asp two-Cl  hour
‘Zhangsan slept for two hours.’

(4) a. Zhangsan kai-le shi  nian jichengche
Zhangsan drive-Asp ten year taxi
‘Zhangsan drove a taxi for 10 years.’

b. Zhangsan kai-le jichengche shi  nian
Zhangsan drive-Asp taxi ten year
‘Zhangsan drove a taxi for 10 years.’

max

(3) is an intransitive activity sentence. There is no DP in Spec of Aspq™ that may Spec-head
agree with the head Aspq, giving the latter a range assignment. Therefore, the verb must not
move to Aspg but to some other functional projection above VP from which it c-commands
the durative phrase which adjoins to VP. The durative phrase in (3) is thus properly licensed
as an APIL.

A similar story can be told about (4). The object argument in (4) receives a default
participant interpretation and is not a quantity DP. Therefore, the position to which the verb
moves should not be Aspq, but Fs, from which it c-commands the durative phrase. So, the
durative phrases in (4) are licit API’s.

In contrast to (3) and (4), the durative phrases in (6a) and (6b), reproduced below, are in

a preverbal position.
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(6)a. *Ta yi  xiaoshi shui-le
he one hour sleep
‘He slept for one hour.’
b. *Ta shi nian kai-le jichengche
ta 10 year drive-Asp taxi

‘He drove a taxi for 10 years.’

Logically, there are two possible positions for the durative phrases in (6a) and (6b). They are
adjoined to either VP or some functional projection FP dominating VP. In either case, the verb
or the functional head F to which the verb moves does not c-command the durative phrase.
Therefore, the durative phrases in (6) are not properly licensed as an API.

We have so far seen how durative phrases in atelic sentences are licensed. However, as
we saw at the outset of this article, postverbal durative phrases are also compatible with telic
sentences. But in such cases, the durative phrase measures the time length of the result state
sub-eventuality rather than the time length of the process sub-eventuality or the whole event.
How are such durative phrases licensed? I turn to this now.

I assume with von Stechow (1995, 1996), Ramchand (2008), Lin (2008), among others,
that telic verbs are decomposed into subcomponents overtly in syntax and hence those
sub-eventualities are accessible to syntactic modification and semantic composition. For
example, Ramchand (2008) has proposed that there are three sub-event projections for a
lexical expression that entails a result state. These three projections are vP, VP and RP.
According to Ramchand, vP is the projection that introduces the causation event and licensing
different types of external argument; VP specifies the change or process sub-event and
licenses the entity undergoing change or process; RP gives the telos or result state of the event
and licenses the entity that holds the result state.

Given the decompositional syntax described above, I would like to follow Lin (2008) in
assuming that the durative phrase in a telic sentence such as (5a), reproduced below, is
adjoined to RP, the only homogeneous projection in the structure. Therefore, semantically, the
durative phrase in (5a) measures the time length of the result state rather than the time length

of the whole event.

(5a) Zhangsan da-kai chuanghu ershi fenzhong
Zhangsan do-open windown 20 minutes

‘Zhangsan opened the window and the window was open for 20 minutes.’

The head of the result phrase must move overtly to the higher Aspg. The combination of the
verb and the result head presumably would give Aspq a direct range assignment, making the

interpretation telic. The structure of (5a) is something like (29).
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(29) --~[-~-[AspQ da; + kaj]i,j...[vp..l.[v ti+i] [Rp ershi fenzhong [Rp...l[R tj]]]]]
A A

Now the crucial question is how the durative phrase ershi fenzhong ‘twenty minutes’ in
(29) is properly licensed. To be licensed as an API, it must be c-commanded by the resultative
head kai ‘open’ whose maximal projection it adjoins to. But can it? Although a resultative
telic verb is made up of an activity verb and a result verb, arguably the indices of both verbs
percolate. Evidence for this view is supported by the fact that there has been a hot debate in
the literature concerning whether the activity verb or the resultative verb is the head of a
resultative compound verb or both are the heads (See Lin (2009) for a review of this issue).
Thus, I claim that the resultiave adjective of the verbal complex da-kai ‘open’ in (29)
c-commands the durative phrase just as the negation contained within the verbal complex in T
may c-command the NPI /atta ktab ‘any book’ in Moroccan Arabic in (11a) discussed in
section 2. This position is further supported by the fact that the resultative adjective also need
to c-command the trace at its original site. Therefore, the durative phrase in (5a) is properly

licensed as an API.
6. Licensing TPI’s

As noted, some NPI adverbs such as conglai ‘ever’ and sihao ‘a bit’ are only licensed by
virtue of being in the spec-head relation within the NegP projection but not by a c-command
relation. I propose that preverbal completive time phrases are licensed as TPI’s in a similar
manner. As a TPI, a completive phrase must be licensed by a telic head. So a TPI is adjoined
to Aspg™ " under our theoretical assumptions. Thus, example (7a), reproduced below, have a

representation such as (30).

(7a) Ta shi fenzhong (jiu) xie-hao yi-feng xin
he 10 minute Par write-complete one-Cl letter
‘He wrote a letter in 10 minutes.’

(30) ...[aspo " shi fenzhong [aspq -.-[aspo Xie-hao; [VP .. .ti...

Strictly speaking, the completive phrase shi fenzhong ‘ten minutes’ in (30) is not the
SpecAspq™™, as this position might be occupied by a DP agreeing with Aspq in terms of
quantity property. In spite of this, it is a well-known fact that adjuncts such as attributive
adjectives may bear agreement relations with a noun they modify as in the following German

example.

(31) ReisengroB3e Eisbdren
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huge.PL polar.bears (Svenonius 1994, example (8b))

The inflection on attributive adjectives is sometimes referred to as ‘concord’ rather than
agreement as in Pollard & Sag (1993), who argued that the feature by which an AP ‘selects’
the NP which it modifies is also the feature relevant to concord. Our idea of the relation

max

between a completive phrase and an Aspqg~ to which the former attaches is of the same spirit.
Given this, I would like to adopt a looser definition of specifiers according to which multiple
specifiers are allowed. More precisely, it can be assumed that a phrase XP m-commanded by a
head a is a specifier of o if XP is in an agreement or concord relation with o.. On this
assumption, the durative phrase in (30) is licensed as a TPI by virtue of being in a

specifier-head relation with the head Aspq.

7. Apparent Counterexamples

It was noted earlier that durative phrases may not occur in a preverbal position. However,
it has been pointed out that there are examples of this kind, especially when there is a contrast

between two durative phrases as in (32) below.

(32) Yuehan san tian dai  zai taibei, si tian zhu xinzhu
John three day stay in Taipei four day live Hsinchu

‘John stays in Taipei for three days, and lives in Hsinchu for four days.’

Examples like (32) are thus counterexamples to the claim that durative phrases are API’s that
must be c-commanded by an atelic licensor. I would like to argue that such examples are only
apparent counterexamples and the function of the preverbal time phrases in these examples is
not to measure the time length of an atelic eventuality but to serve as the topic or reference
time of the sentence.

To begin with, the semantics of (32) is completely identical to (33).

(33) Yuehan yi xinqi zhong you san tian dai zai taibei,
John one week out-of have three day stay in  Taipei
si tian zhu xinzhu

four day live Hsinchu
‘Out of a week, there are three days during/within which he stays in Taipei and there are

four days during/within which he lives in hsinchi.’

Note that for (32) and (33) to be true, it actually doesn’t have to be the case that John must
stay in Taipei for exactly 72 hours and in Hsinchu for exactly 96 hours. Imagine the following

scenario. John’s home is in Hsichu but he has to work in Taipei three days a week. So he
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commutes to work in Taipei every Monday morning but comes home at late night on
Wednesday. In this scenario, both (32) and (33) are true. In other words, the function of the
preverbal time phrases in (32) and (33) are similar to the definite topic or reference time

mingtian ‘tomorrow’ and houtian ‘the day after tomorrow’ in (34).

(34) Yuehan xinqiyi dai zai taibei, xingier zhu zai Xxinzhu
John Monday stay in  Taipei Tuesday stay in Hsinchu

‘John will stay in Taipei on Monday, and in Hsinchu on Tuesday.’

For (34) to be true, John’s stay in Taipei does not have to be exactly the 24 hours of Monday;
nor is it required that he must be in Hsinchu for the whole 24 hours of Tuesday.

From the above discussion, it is clear that the function of the preverbal time phrase in (32)
is not to measure the exact time length of the eventuality but to serve as a time frame within
or during which the eventuality is true, just as the definite topic time xingiyi ‘Monday’ and
xingier ‘Tuesday’ in (34) do.

The above analysis may also provide a light into the question why examples like (32)
always need two contrastive time phrases to make the discourse coherent. My speculation is
this. A topic or reference time is usually a definite time interval. Thus, an indefinite time
phrase normally may not serve as the topic or reference time of the sentence. However, if the
context has another contrastive indefinite time phrase, the intervals denoted by the two
contrastive indefinite noun phrases will become more salient, thus licensing them to serve as a
topic or reference time.

In short, if the above remarks on examples like (32) and (33) are correct, these examples
are only apparent counterexamples to the observation that durative phrases in Chinese do not
occur in a preverbal position and they do not constitute a real challenge to the claim that

durative phrases are ATI’s that must be licensed by a c-commanding atelic licensor.

8. Conclusion

In this article I have shown that completive phrases can only occur preverbally, whereas
durative phrases can only occur postverbally. I have argued that the different word orders of
completive and durative phrases may follow from the assumption that they are TPI’s and
APP’s, respectively and that TPI’s and API’s are subject to different licensing mechanisms.
Namely, TPI’s are licensed by virtue of being in a specifier-head agreement relation with a
telic head whereas API’s are licensed by virtue of being c-commanded by an atelic licensor
whose maximal projection it adjoins to. In addition, I have argued that some seemingly
preverbal duratives are not real durative phrases but topic or reference time phrases during or

within which an eventuality occurs.
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XXi

A Tenseless Analysis of Mandarin Chinese Revisited: A Response to Sybesma (2007)

Jo-wang Lin

Sybesma (2007) argues for the existence of a syntactic T node in Chinese based on general
theoretical considerations and parallel empirical data from Dutch and Chinese. This reply
shows that a tenseless analysis of Chinese is an equally viable alternative or even a better one,
given some empirical problems that the tensed analysis has to face. The tenseless analysis is
backed up not only by its ability to explain the data in a more elegant way but also by
syntactic facts which seem to be unrelated coincidences under a tensed analysis but are

natural consequences under a tenseless alternative.

Keywords: tenseless language, tenseless analysis, temporal interpretations, Chinese

1 Introduction

It has been often claimed or assumed that Mandarin Chinese is syntactically a tenseless
language in that it has no grammaticalized morphosyntactic forms that locate events or
constrain topic times in the present, past or future of a reference time.™" However, Sybesma

(2007) has recently challenged this claim, arguing that Mandarin Chinese, just like Dutch,
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should have a syntactic tense head, though it is a null one. This article aims to make some

contribution to the debate between a tensed and tenseless analysis of this language. A

tenseless analysis will be presented as an equally viable alternative, if not a better one than a

tensed analysis, for the data discussed by Sybesma as well as other relevant data. His

arguments for a tensed analysis will be reviewed in detail and shown to be not conclusive. In

addition, semantic and syntactic facts will be adduced to favor a tenseless analysis over a

tensed one.

2 Sybesma’s (2007) Analysis

Sybesma (2007) has pointed out two reasons to doubt the claim that Mandarin Chinese

(abbreviated as Chinese hereafter) has no tense (T) node. The first is a general consideration.

According to him, a T node seems to be necessary to obtain temporal interpretations for

current successful theories of tense and if these theories are correct and applicable to all

natural languages, sentences in Chinese should also have a T node. The second reason is that

Chinese sentences in isolation such as (1) have a clear temporal interpretation, in this case the

present interpretation, but it is not clear where the interpretation comes from. In particular, he

argues that the interpretation does not come from the context, because “there is no context”

for such sentences and that only linguistic cues can do the job. Therefore, Chinese should
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have a T node.

(1) Zhangsan zhu =zai zhér o

Zhangsan live at  here

‘Zhangsan lives here.’

If Chinese has a T node, the next question to ask is what it really does. His answer is

that the T node is a mere agreement morpheme, agreeing with the temporal adverbs. His

arguments are based on some parallel phenomena between Chinese and Dutch. According to

him, atelic predicates in Dutch with a present tense are fully acceptable, but the same

1 xxiii

predicates with a past tense sound very odd in isolation without a time adverbia

(2) a. Ik woon in Rotterdam.

Islive in Rotterdam

‘I live in Rotterdam.’

b. #lk woonde in Rotterdam

1s live.PST in Rotterdam

‘I lived in Rotterdam.” (infelicitous in isolation)

c. Ik woonde in 1989 in Rotterdam
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1s live.PST in 1989 in Rotterdam

‘I lived in Rotterdam in 1989. (Sybesma 2007: 582)

From the above data, he concludes that tense morphemes are meaningless, serving only as an

agreement marker. He refers to the agreement between tense and temporal adverbs as 7ense

Agreement.

Very interestingly, Sybesma pointed out that the same pattern holds true of Chinese, as

shown by the sentences in (3), though unlike Dutch Chinese has no overt tenses. He takes this

similarity to mean that Chinese has the same Tense agreement just like Dutch.

(3)a. W6 zhu zai Lutédan -

| live in  Rotterdam

‘I live in Rotterdam.’

b.#Wo zhu zai Lutedan -

I live in Rotterdam

Intended: ‘I lived in Rotterdam.’ (infelicitous in isolation)

c. W6 1989 nian zhuo zai Lutedan -

Is 1989 year live in  Rotterdam

‘I lived in Rotterdam in 1989.’
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According to Sybesma, telic predicates in Chinese and Dutch also behave alike in that
past telic events in both languages must use the perfective constructions overtly, indicating
that the endpoint has been realized. He pointed out that in Chinese normally the perfective
marker /e must be used and in Dutch the prefix ge is used. Simply adding a past temporal
adverbial does not rescue the sentence. The examples in (4) are Chinese sentences and those

in (5) are Dutch ones.

(4) a. #W0 mai yi-bén shii o
Is buy one-CL book
Intended: ‘I bought a book.” (infelicitous in isolation)
b. #W0  zudtian mai yi-bén shid -
Is yesterday buy one-CL book
Intended: ‘I bought a book yesterday.’ (infelicitous in isolation)
c. WO mai-le yi-bén shi -
Is  buy-PRF one-CL book
‘I bought a book.’
d. WO zuétian mai-le yi-bén shi -

Is yesterday buy-PRF one-CL book
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(5) a.

‘I bought a book yesterday.’

#lk kocht een boek

Is buy.PST a book

‘I bought a book.” (infelicitous in isolation)

. #lk kocht gisteren  een boek

Is buy.PST yesterday a  book

‘I bought a book yesterday.’ (infelicitous in isolation)

.Ik heb een boek gekocht

Is have a book buy.PST-PARTICIPLE

‘I bought a book.’

.Ik heb gisteren een boek gekocht.

Is have yesterday a book buy.PST-PARTICIPLE

‘I bought a book yesterday.’ (Sybesma 2007: 583-584)

According to Sybesma, the past tense marker in Dutch agrees with ge, i.e., the realization

element ge is always accompanied by a tense marker. He suggests that the same is true of

Chinese, i.e., le is accompanied by a tense marker, citing Lin’s (2006) work according to

which /e is not simply aspectual but includes a tense-like component in its meaning. Sybesma

does not say clearly what is behind the meaning of /e, but his remark implies that a past tense

126



in Chinese requires the presence of /e because of some kind of tense agreement.

3 Comments on Sybesma (2007)

3.1 A Response to Sybesma’s First Point

Recall that Sybesma holds the view that sentences can only be interpreted if there is a T node;

otherwise, the sentence won’t be interpretable. Moreover, current successful theories of

temporal interpretations seem to have a T node as a necessary component as part of the theory.

I do not doubt that this remark applies to well-studied Indo-European languages such as

English. However, if more languages in the world are taken into consideration, we will see

immediately that not every theory of temporal interpretations relies on the existence of a

syntactic T node. This is in particular true for tenseless languages such as Yucatek Maya and

Kalallisut, which have received detailed analyses with respect to their temporal

interpretations in recent years (Bohnemeyer (2002, 2008) for Yukatek Maya and Bittner

(2005, 2008) for Kalallisut. These authors have utilized aspectual information or temporal

(discourse) anaphora to account for the temporal interpretations without resort to a syntactic T

node. Of course, the fact that other languages do not have a T node does not mean that

Chinese does not have a T node, either. However, if the above authors’ analyses of the
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tenseless languages in question are correct, they provide evidence that a T node is not

universally present in every language. Nor is it required in every successful theory of

temporal interpretations. In fact, similar remarks may apply to Chinese. Lin (2003b, 2006),

for example, has attempted a tenseless analysis for it. Of course, whether or not Chinese

possesses a T node is not only a theory-internal decision, but an empirical question.

Arguments should be given based on data on Chinese. Later in section 4, empirical data on

Chinese will be presented that are in favor of a tenseless analysis over a tensed one.

3.2 A Response to Sybesma’s Second Point

Recall that Sybesma remarks that one can actually observe the present or past interpretation of

a sentence even when it does not have any temporal adverbial or other time-related expression,

but this temporal information cannot come from the context, because “there is no context”. He

didn’t really define what he meant by “context”. If the notion of “context” means the presence

of a temporal adverbial or a discourse, surely there is no context for the type of sentence

under discussion. However, if “context” is understood in a normal way as in the semantics

literature, an utterance in isolation still has a context, namely, the situation where the speaker

is located. In particular, the speaker’s here and now are part of it. Therefore, the speaker (and

the addressee as well) can have access to such information and use it to interpret the sentence.
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Lin (2006) argues that this is exactly what happens for sentences such as (1). (1) receives a

present interpretation because the speech time is included within the event time of living here

due to the imperfective aspect. A formal tenseless analysis of this type of sentence will be

provided later.

(1) Zhangsan zhu =zai zhér o

Zhangsan live at  here

‘Zhangsan lives here.’

It might also be too strong a claim for Sybesma to say that /inguistic context (material) is

the only factor that influences the temporal interpretation of a sentence. The role that

non-linguistic context plays in sentence interpretation can be illustrated by pronouns or

demonstratives such as you, I, he, this or that. As is well known, the referents of such

expressions depend heavily on non-linguistic context. For example, to really understand what

“I”” refers to, one needs to know who is making the utterance. If non-linguistic context may

play a role in the interpretations of pronouns or demonstratives, it can do the same job for the

temporal interpretations of sentences.

3.3 A Response to Sybesma’s Empirical Arguments
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Finally, let us consider the argument based on the parallelism between Chinese and Dutch.

This argument has its point but is not conclusive, because there is no a priori reason to

assume that morphological realization in one language must have a (null) counterpart in

another language in order to obtain the same or similar final (semantic) output. In what

follows, I will illustrate a parallelism between English bare plurals and Chinese bare nouns,

which arguably mirrors the parallelism between tensed verbs in Dutch and bare verbs in

Chinese.

It is well-known that bare plurals in English do not have a constant interpretation, as is

illustrated by (6) below.

(6) a. Dogs are intelligent.

b. I saw dogs.

c. Dogs are widespread.

In (6a), the bare plural dogs seems to have the force of the quantifier most or almost all in that

exceptions are admitted. As for (6b), the bare plural dogs has an existential reading. Finally,

in (6¢) dogs seems to refer to a kind of animal.

Chinese bare nouns behave like English bare plurals with respect to their flexibility in
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interpretations. The following examples are Chinese counterparts to (6) and the bare nouns

have exactly the same interpretations as their corresponding English bare plurals.

(7)a. Gou hén  congming -

Dog very intelligent
‘Dogs are intelligent.’

b. WO kanjian géu -
I see dog
‘I saw dogs.’

c. Gou daochu dou shi -
dog everywhere all be

‘Dogs are everywhere/widespread.’

The parallelism between English bare plurals and Chinese bare nouns might suggest that the
latter are syntactically inflected with a plural marker just as the former are and the inflection
is a null one. This is indeed a possibility. However, such a proposal is rarely heard of,
possibly because it is not necessary to do so in order to obtain the correct semantic
interpretations. Let us assume with Krifka (1995) and Lin (1999) that Chinese bare nouns

(without postulating a null morphological plural marker) denote kinds just as Carlson (1977)
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has suggested for English bare plurals. ™" If Carlson (1977) is correct in suggesting that
the various interpretations of bare plurals can be derived from their kind meaning via the
lexical and aspectual properties of a verb, then Chinese bare nouns can obtain the various
interpretations in a similar way without postulating a (null) plural morphology (cf. Chierchia
1998, Lin 1999). "

The upshot of the above remark is that the same semantic output need not be produced
by exactly the same syntactic form and this can apply to the temporal interpretations across
languages, which might look similar but are derived through perhaps (slightly) different
means in different languages.

In addition to the above general comment, Sybesma’s arguments for Tense Agreement
also leave room for reconsideration. As noted, he has argued that the tense morpheme in
Dutch is meaningless and is a mere agreement morpheme, agreeing with a temporal adverb.
So a past tense morpheme (in Dutch and in Chinese) always occurs with a temporal adverb.
This analysis, however, has both theoretical and empirical problems. If tense morphemes
were mere agreement morphemes, we would expect a present tense morpheme to obey the
same restriction: it should agree with a temporal adverb, just like past tense morphemes do on
this analysis. Apparently, this is not the case, as the Dutch sentence (2a) shows. Thus, under
Sybesma’s proposal of tense agreement, an inconsistency seems to exist between the present

tense morpheme and the past tense morpheme. Even if the variation between a present and
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past tense could be allowed, this proposal is still empirically problematic, because Chinese

sentences with a past interpretation do not always require the presence of a temporal adverbial

denoting a past interval. Such sentences actually abound. Examples (8)-(14) to be discussed

later are all counterexamples to Sybesma’s claim.

In fact, one doesn’t have to resort to tense agreement to explain why the past

interpretation in Dutch and Chinese is infelicitous when a sentence without a temporal adverb

is uttered in isolation. According to Lin (2003b, 2006), examples such as (3a), reproduced

below, have a present interpretation because the default topic (reference) time provided by the

utterance context is the speech time.

(3a) #Wo zhu zai Lutedan -

I live in Rotterdam

Intended: ‘I lived in Rotterdam.’ (infelicitous in isolation)

(3a), when read in isolation, does not have a past interpretation simply because the context

does not provide any past time interval as the topic (reference) time. Once the discourse, for

example a previous sentence, provides such a past topic time, the past interpretation becomes

readily available.

A similar but slightly different story can be given to the past tense morpheme in Dutch.
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According to Kratzer (1998), the tense morpheme may introduce a variable over time

intervals and receives its value from the contextually determined assignment function.

Suppose that this is the case in Dutch. Then the Dutch example (2b), reproduced below, is

infelicitous simply because no past time is available for the contextually determined variable

assignment.

(2b) #1k woonde in Rotterdam

1s live.PST in Rotterdam

‘I lived in Rotterdam.” (infelicitous in isolation)

This explains why the Chinese (3b) and the Dutch (2b) are both unacceptable when read in

isolation. Though the mechanisms are slightly different in the two languages, the

unacceptability of (2b) and (3b) actually has the same source of explanation, though one

language has a syntactic tense but the other doesn’t.

Finally, consider Sybesma’s reported parallelism between telic predicates in Chinese

and those in Dutch. According to him, past telic events in both languages must use the

perfective constructions overtly, indicating that the endpoint has been realized. However, the

parallelism is restricted to certain constructions, in particular the combination of an

incremental process verb with an object NP such as gai yi dong fangzi ‘build a house’ or xié yi
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beén shiui ‘write a book’ . Other types of telic predicates do not always need an overt perfective

marker to indicate the endpoint of realization of the event. This can be illustrated by the

examples in (8)-(14) taken from Lin (2003a). In (8) the main verb da-po ‘break’ is a

resultative compound verb followed by an object NP, but a perfective marker is not required

to indicate the completion of the event. (9) and (12) are like (8) in that the verbs are

resultative compound verbs. (10) and (11) are more similar in that a locative phrase is placed

before an achievement verb. In (13) and (14), the verb is followed by an embedded CP. So we

have a variety of telic constructions which do not need an overt perfective marker to indicate

telicity. This indicates that the obligatory presence of the perfective marker le in (4) is a

special requirement of a specific construction rather than a general rule. One cannot conclude

from (4) that Chinese must have a null tense to agree with the perfective marker /e, as

Sybesma seems to have suggested.

(8) Ta da-po yi-ge hua ping -

he hit-broken one-CL flower vese

‘He broke a flower vese.’

(9)Ta ba woO gan-chi  jiaoshi -

he BA me drive-out classroom

‘He drove me out of the classroom.’
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(10) Ta =zai Shanghai chishéng -

he in  Shanghai give-birth

‘He was born in Shanghai.’

(11)Wozai lu shang yujianyi-weéi ldo taitai > shud ta yishi pibao -

I in road on meet one-CL old woman say she lose purse

‘I met an old woman in a street, who said she lost her purse.’

(12) Ta da-kai shubao - na-chii yi di¢ chaopiao géi wo kan o

he do-open schoolbag take-outone pile paper-money give me see

‘He opened the schoolbag and took out a pile of paper money, and showed

it to me.’

(13) Ta gén woO shuo Lisi bu qu o

He to me say Lisi not go

‘He told me that Lisi wouldn’t go.’

(14) Ta qiangpd wo xiu tade ke o

he force me take his class

‘He forced me to take his class.’

In addition to the above problem, the distribution of /e is not restricted to past contexts.

XXVii

For example, (15a) has a present interpretation, whereas (15b) has a future interpretation.
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(15) a. Zhangsan yang-le yi-tido jinya o
Zhangsan keep-ASP one-CL gold-fish
‘Zhangsan keeps a goldfish (as a pet)’.
b.Déng ni ming nian  bi-le ye
Wait you next year graduate-ASP graduate
w0 mai yi-bu che g ni o
I buy one-CL car for you

‘After you have graduated next year, [ will buy a car for you.

Such examples cast doubt on the claim that /e is a marker agreeing with a past tense.

4 Empirical Arguments for the Lack of Tense

In this section, I will present some examples whose temporal interpretations pose problems on

a tensed analysis but which do not challenge a tenseless analysis. The tenseless analysis will

then be further backed up by four syntactic arguments.

4.1 Semantic Arguments
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As noted, a large number of Chinese sentences do not contain any temporal adverbial or

aspectual marker but nevertheless have a very clear temporal interpretation and this is true for

both dynamic and stative sentences. For example, (16) has a past interpretation and (17) a

present interpretation, though both don’t have any overt temporal markers.

(16) Zhangsan dapo yi-ge béizi -

Zhangsan break  one-Cl glass

‘Zhangsan broke a glass.’

(17) WO hén jinzhang -

I very nervous

‘I am very nervous.’

For the sake of argumentation, let’s tentatively assume with a universalist that the existence of

T is part of UG and therefore a T node comes for free in Chinese. Under this assumption, a

past tense for (16) and a present tense for (17) can be postulated for free, thus accounting for

the temporal interpretations of the two sentences in question. This analysis encounters

problems, however. If a past tense can be postulated for (16) for free, the same should apply

to (17), which predicts that it has a non-existing past interpretation. Being a stative sentence,
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however, it has a past interpretation only when the sentence contains a temporal adverbial or
when the discourse provides a past topic time. Note that one cannot say that a past
interpretation is not available for it because a temporal adverbial is not in the structure as
Sybesma (2007) has claimed. If the past interpretation of (17) were ruled out because of lack
of agreement between a null tense and a temporal adverb, (16) would be equally ruled out as
an unacceptable sentence for the same reason, which is false.

In fact, the contrast between (16) and (17) reflects a very fundamental distinction often
seen in tenseless languages, namely, the perfective vs. imperfective distinction or bounded vs.
unbounded distinction. Lin’s (2003b, 2006) or Smith and Erbaugh’s (2005) framework of
temporal interpretation in Chinese is based exactly on this kind of aspectual distinction.
Proponents of a tensed analysis of Chinese must postulate an extra and possibly ad hoc
condition to block (17) from being construed as a past state.™"' Thus there is a cost that a
tensed analysis has to pay but its alternative tenseless analysis does not have to.

How does a tenseless analysis such as my framework (Lin 2003b, 2006) account for (17)?
It employs aspectual properties of sentences to account for the temporal interpreta‘tions.XXiX
Very briefly, this theory says that perfective (bounded) event descriptions obtain a past
interpretation by default and imperfective (unbounded) event descriptions obtain a present

interpretation by default.”™ This result is obtained via the semantics of perfective and

imperfective aspect, respectively, given in (18), and the default rule in (19):

139



XXX1

(18) a. Perfective aspect = AP AtropAtoIt[t < trop A P(t) A trop < to]

b. Imperfective Aspect =: AP« = AttopIt[trop = t A P(1)]

(19) An expression ¢ of type <i,£> that serves as a translation of a matrix sentence is true iff

[[4]] (s*) = 1, where s* is the speech time.

According to this framework, imperfective aspect requires that the topic time of a sentence is

included within the situation time, whereas perfective aspect has the situation time included

within the topic time (cf. Klein 1994, Kratzer 1998). On this theory, (17), for example, has a

present interpretation, because the speech time, i.e., the default contextually determined topic

time, is included within the situation time, as is shown below.

(20) [[AspP] = AP AtropIt[trop = t A P(t)](At.nervous’(I')(t)) by functional application

= AtropIt[tTep = t A nervous'(I')(t)]

[[IP/CP]] = AtropIt[trop = t A nervous'(I')(t)](s*) by rule (19)

=3t[s* < t A nervous'(I')(t)]

On the other hand, if this type of sentence contains a temporal adverbial denoting a past

interval or a time frame set up by the discourse, the default rule (19) will not apply, because
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the temporal adverbial or time frame will fill the value of the topic time variable, hence giving
rise to a past interpretation as in Zuotian xiawti wo heén jinzhang ‘1 was nervous yesterday

XXXl

afternoon’ as shown below:

(21) Atrop3t[trop = t A nervous(I')(t)](yesterday-afternoon’)

= Jt[yesterday-afternoon’ < t A nervous’ (I')(t)]

Therefore, the above mentioned problem with the tensed analysis does not arise under a

tenseless analysis. This analysis demonstrates how the context of a sentence affects the

temporal interpretation.

It is worth noting in passing that this tenseless analysis also explains why (22) is

infelicitous when the subject refers to a deceased person as Sybesma (2007: 581) pointed out.

(22) Zhangsan zhu zai zheér -

Zhangsan live at  here

‘Zhangsan lives here.’

According to Lin’s (2006) tenseless analysis, (22) should obtain the same present

interpretation as (17) due to the default imperfective aspect and the default interpretation rule
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(19). On this analysis, if the subject is a deceased person, the world knowledge will tell us that

this is impossible, for a deceased person cannot still live in the real world. Therefore, it is

infelicitous to use (22) under a situation where the subject is a deceased person.

A similar point can be made for a sentence like (23).

(23) Zhangsan yijing likai  bangdongshi -

Zhangsan already leave office

(1) ‘“Zhangsan has already left his office.’

(11) *‘Zhangsan had already left his office.’

The aspectual adverb yijing ‘already’ requires that the event denoted by the main predicate

takes place before a reference time, which should be the speech time in the case of (23). This

interpretation is predicted by the tensed analysis as long as the sentence contains a present

tense. However, a tensed analysis also predicts that (23) has a reading according to which the

event of leaving occurs before a past reference time, because a past tense, which constrains

the topic (reference) time to a past interval, should be available for free just as a present tense.

Again, we saw that a tensed analysis predicts an ambiguity of a sentence that does not

actually arise.

In contrast, a tenseless analysis as in Lin’s framework does not have the problem of
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over-generating unwanted readings, because there is no past tense to constrain the location of
the topic time to begin with. It is the utterance context of a sentence that determines the topic
time, which can only be the speech time in the case of (23). On this approach, other topic
times must be made available through the previous discourse or by a temporal adverbial as in
San dian de shihou Zhangsan yijing likai bangongshi ‘Zhangsan had already left his office by
3 o’clock’.

Next consider an embedded relative clause such as (24).

(24) a. Zhangsan hui  qu yi-wéi hén yoduqidn de nlirén o
Zhangsan will marry one-Cl very rich Rel woman
(1) ‘Zhangsan will marry a woman who is rich now.’
(i1) ‘Zhangsan will marry a woman who will be rich at the time of marriage.’
(111) *‘Zhangsan will marry a woman who was rich before the time of
marriage.’
b. Zhangsan hui mai yibén Lisi xi¢ de sha -
Zhangsan will buy one-Cl Lisi write Rel book
(1) ‘Zhangsan will buy a book that Lisi wrote before the speech time.’
(11) ‘Zhangsan will buy a book that Lisi wrote before the act of buying (but not

necessarily before the speech time).’

143



(24a) is ambiguous, namely, the time of the woman's being rich can be the same as the time of

marriage or the speech time, but it doesn’t have a reading according to which the time of the

woman’s being rich is before the time of marriage. Note that this kind of past reading is

allowed when the relative clause is perfective as in (24b). Again, a tensed analysis wrongly

predicts that a past tense should be available for free for the relative clause in (24a) just as it is

XXXiii

for (24b), unless an ad hoc stipulation is employed to block the occurrence of a past tense.

Even if such a stipulation could be proposed, this type of theory owes an explanation of why

English is not subject to the same restriction. In English, the sentence Zhangsan will marry a

woman who was rich is perfectly acceptable.

In contrast, a tenseless analysis does not have the above-mentioned problem. According

to Lin’s (2006) approach, the ambiguity of (24a) is accounted for as follows. Ogihara (1996)

has proposed that the scope of a relativized DP determines the temporal (in)dependence of the

relative clause. When a relativized DP is QR-ed to a VP, it is within the scope of the tense of

the verb. So the tense of the relative clause is temporally dependent on the tense of the verb.

In contrast, when a relativized DP is QR-ed to IP, it is outside the scope of the tense of the

verb. Therefore, the tense of the relative clause is temporally independent of the tense of that

verb. Although Chinese does not have overt tense morphology, in Lin (2006), I have

suggested that something similar applies but the role of tense is replaced by that of aspect, i.e.,
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when a QR-ed object DP is adjoined to VP within the scope of the matrix aspect, the matrix
event time will be the evaluation time or topic time of the embedded aspect, depending on
what aspect is involved. When it is adjoined to IP outside the scope of the matrix aspect, the
speech time will be the evaluation time or topic time of the embedded aspect. Therefore,
Chinese sentences like (24a) are ambiguous. When the relativized DP is QR-ed to VP, the
logical form of (24a) is (25), deriving the reading (ii) for (24a); when it is QR-ed to IP, the

XXX1V

logical form is (26), deriving the reading (i) for (24a).

(25) LF: [cp[ip Zhangsan | [a° hui [asp [ve2 [Dp Yi-Wel  [np[cp hén  yOu  qidn

Zhangsan will one-Cl very have money
de] nirén]ly [ver er qi  ex]]]]]]
Rel woman marry

(26) LF: [1p2 [pp yi-wei  [nxp[cphén  you qidn  de] niirén]], [p; Zhangsan,
one-Cl very have money Rel woman Zhangsan
[ hul  [agp [[ver €1 qu e2]111]

will marry

The reader is referred to Lin (2006) for a detailed step by step computation regarding how the

above two logical forms obtain their final temporal interpretations. On this approach, there is
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simply no way to derive the impossible reading in which the woman’s being rich is before the

matrix event time as in a tensed analysis.

Summarizing, we have seen that a tensed analysis of Chinese predicts some readings that

are consistently missing, whereas a tenseless analysis does not have this sort of problem.

Therefore, unless a tensed analysis has provided non-ad hoc solutions to the problem, a

tenseless analysis of Chinese should be favored.

4.2 Syntactic Arguments

If a syntactic tense does not exist in Chinese, it is predicted that some properties tied to this

head should be absent. In this section, I will argue that lack of copula in constructions with a

nominal predicate, lack of subject expletives, lack of finite vs. non-finite distinction and lack

of case-driven movement are consequences of absence of a syntactic tense node. The

evidence given will thus lend further support to a tenseless analysis of Chinese.

4. 2.1 Sentences with a Bare Nominal Predicate as the Main Predicate

It is well-known that every sentence in English must contain a verb, even if a nominal

predicate can be predicated of the subject semantically. For example, as shown by the contrast
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between (27a) and (27b), the copular verb be must be present in order for the sentence to be

grammatical.

(27) a. Today is Wednesday.

b. *Today Wednesday.

A possible reason for the obligatory presence of this semantically vacuous copular be is that
English is a tensed language and the tense morphology (feature) needs to be checked by a
verb.

Very interestingly, Chinese contrasts with English with regard to the presence of a verb.
Bare nominal predicates alone are sufficient to constitute the main predicates and such

constructions abound, as illustrated below.

(28) a. Jintian xinggqitian °
Today Sunday
‘Today is Sunday.’

b.Ta da Dbizi
he big nose

‘He has a big nose.’
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c. Wo-de yue gongzi 320 yuan -©
my monthly salary 320 dollar
‘My monthly salary is 320 dollars.’
d. Womén quan ciin cai  liang qian rén o
We whole village only two thousand people
‘There are only two thousand people in our whole village.’
e. Yuanzi li yi-pian qihéi -
Yard in one-CL darkness
‘It is all darkness in the yard.’
f.Ta yi-ba yanléi - y-ba biti hdao shangxin-de yangzi -
he one-CL tears one-CL nasal-mucus very sad look
‘He has one handful of tears and one handful of nasal mucus and seems very
sad in his look.’
g Tamén ni yi ju ~ wo yi ju ~ shud ge méi ting -
they youoneword I one word say CL not stop
‘As for them, you said one word, I said one word, talking non-stopply.’
h. Womén liang-ge fuqi yichang » --«---
we two husband-and wife one-time

‘lit. We two are husband and wife one time,...
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Note that it cannot be assumed that the constructions in (28) are derived from deletion of the

verb shi ‘be’ or you ‘have’ in that shi ‘be’ or you ‘have’ cannot be reconstructed in every case

as in (28d)-(28h).

Such constructions raise a very interesting question, namely, why can a nominal

predicate alone constitute the main predicate of a sentence in Chinese, as opposed to nominal

predicates in English? A straightforward answer is this: a bare nominal predicate in Chinese

may constitute the main predicate of a sentence without a verb because the language does not

have a syntactic tense and hence there is no tense features to be checked or to find a host.

4.2.2 Lack of Expletive Subjects

Another property typically associated with a tense head is the requirement that all clauses

have a subject (Chomsky 1981, 1982). This “subject requirement”, namely, the Extended

Projection Principle (EPP), forces the presence of the pleonastic subject there to appear in the

following construction:

(29) There is a fly in your soup.
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The EPP, however, does not seem to be universal, because languages such as Chinese need

not have an overt subject, as illustrated below.

(30) YOu yi-zhi cangyingzai ni de tang N o

have one-Cl fly in  you Poss soup inside

‘There is a fly in your soup.’

In fact, apart from impersonal there, Chinese also lacks the other two types of expletive

subjects recognized in traditional English grammar: the extraposition it and the weather .

Compare (31) with (32)

(31) a. It is impossible that John has left.

b. It is raining.

(32)a. Xia yu le -

fall rain ASP

‘It is raining now.’

b. Bu kénéng Zhangsan yijing zou le -°

not possible Zhangsan already leave ASP

‘It’s impossible that Zhangsan has left.’
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Analyses of expletive constructions abound in the literature and a review of all of them is

beyond the scope of the present paper. Roberts and Roussou’s (2002) analysis, however, fits

our purpose here. They argue that the subject requirement and the V2 requirement are reduced

to a single property of tense, as formulated in (33), in connection to the position where T is

XXXV, XXXVi

spelled out.

(33) The head containing T must have a filled specifier.

In English, tense is spelled out in T, so SpecTP must be filled, hence the subject requirement,

whereas in V2 languages, tense is spelled out in C due to verb raising and hence SpecCP must

be filled, deriving the V2 requirement.

Details aside, if Roberts and Roussou’s analysis is correct, a very simple account for why

Chinese does not have overt pleonastic subject suggests itself immediately, namely, Chinese

lacks syntactic tense and hence no features associated with it are there to force the presence of

a pleonastic subject.

4.2.3 Possible Lack of the Finite vs. Nonfinite Distinction
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Finiteness of a clause is another typical property that is said to be associated with a tense head.
For example, in English, a clause with an inflected verb is a finite clause, whereas a clause
with a bare verb preceded by the infinitive marker 7o is a non-finite clause. If Chinese does

not have a tense head, it is predicted that there is no finite vs. non-finite distinction.™*""
Indeed, there seems to be no strong evidence for the finite vs. non-finite distinction in Chinese.
All the tests used to identify such a distinction as discussed in Huang (1998 [1982]), Li (1985),
Tang (1990), Tang (2000), among others, have been shown to be invalid by Hu, Pan and Xu
(2001). For example, Huang (1998 [1982]: 248) and Li (1985) have argued that the finite vs.
non-finite clauses in Chinese can be differentiated by the distribution of the modal auxiliary
hui ‘will’, assumed to be a future tense marker by the latter. According to them, Aui ‘will’ can

only appear in finite but not in non-finite clauses. Compare the following examples from Li

(1990: 22).

(34) *W&  quan/bi ta  hui lai o

I persuade/force he will come

‘I tried to persuade/force him to come.’

(35) Wo gaosu  ta huoché¢ hui kai -

I tell him train will come

‘I told him that the train would leave.’
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However, as rightly pointed out by Tang (2000) and Hu, Pan and Xu (2001) that the

ungrammaticality of (34) is due to semantics rather than to syntax. The former has pointed out

that verbs like quan ‘persuade’ or b7 ¢ ‘force’ lexically require that their embedded verb be a

dynamic verb, or alternatively volitionally controllable verbs. Since Aui ‘will’ is stative, (34)

is unacceptable. I fully agree with this view, because if one wants to persuade or force an

agent to do some action, that action must be volitionally controllable by that agent.

The most strong piece of evidence for the finite vs. non-finite distinction reported in the

literature is perhaps the distribution of overt NP subjects in embedded clauses. According to

Huang (1998/1992), Li (1985, 1990), Tang (1990), Tang (2000), among others, those

embedded constructions where a lexical subject may not appear such as (36) are non-finite

clauses in Mandarin Chinese, whereas those which allow an embedded subject such as (37)

are finite clauses. This is because the subject position of a non-finite clause is an ungoverned

position and no Case can be assigned to such a position by a tensed Infl (Chomsky 1981).

Therefore, only null subjects, i.e., PRO, can appear in that position.

(36)a. *Lisi shefa ta lai -

Lisi try he come

‘Lisi tried to come.’
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b. *Wo b1 lisi ta lai o
I force Lisi he come
‘I forced Lisi to come.’
(37) Zhangsan shudo ta hui lai o
Zhangsan say he will come

‘Zhangsan said he would come.’

However, Hu, Pan and Xu (2001) and Xu (2003) have counter-argued against this
position. They provide examples showing that all the subject positions of the so-called control
structures can actually be lexicalized when an appropriate adverbial is inserted between the

matrix verb and the embedded subject position, as is illustrated by the following examples

adapted from Hu, Pan and Xu (2001).°*ii

(38) a. Wo quan Zhangsan rugud méi you rén mai zhé¢ bén
I persuade Zhangsan if no have people buy this Cl
shii » ta zuihdo yé bl yao mai o
book he had-better also not will buy

‘I persuade Zhangsan not to buy this book, if no one bought it.’

b. Ni zuihdo shéefa jintian san-le hui yihou >
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you had-better try today end-Asp meeting after

ni zji yi-ge rén lai -

you self one-Cl man come

“You had better try to come by yourself this afternoon after the meeting is

over.’

On the basis of such examples, Hu, Pan and Xu (2001) and Xu (2003) conclude that the

constraint on the occurrence of a lexical subject position of the so-called non-finite clause is

not a restrictive syntactic constraint but is due to Obviation Principle, which says that an overt

pronoun tends to be obviative from the closest prominent NP. If this view is correct, then the

distribution of overt or covert NP subjects is not a matter of finiteness. The absence of the

finite vs. non-finite distinction may be the direct consequence of the lack of a tense head in

Chinese.

There is a further piece of evidence that the choice of a lexical pronoun or an empty NP

does not necessarily reflect a structural distinction related to tense and the associated Case

assignment, but can be determined by the meaning relation between the dominating verb and

the embedded structure.

Dong (2003) has made a very interesting observation about the use of a covert or overt

pronoun/anaphor in possessive constructions. In some examples such as those in (39), either
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an overt possessor or a covert one is acceptable, but in other examples such as those in (40),

only a covert possessor is acceptable.

(39) a. Zhangsan ai ta-de/zi ji-de /& (qizi -
Zhangsan love  his/self’s/d wife
‘Zhangsan loves his wife.’
b. Zhangsan xi-le ta-de/zi ji-de /S yifu -
Zhangsan wash-Asp  his/self’s/ cloth
‘Zhangsan wahsed his cloth.’
(40) a. Mali  changchéng lit  *ta-de/*ziji-de/D yanléi -
Mary often flow  his/self’s/& tears
‘Mary often let her tears flow.’
b. Mama  zai wéi  didi *tade/*ziji-de/D nai °
mother PROG feed brother her/self’s breast-milk

‘Mother is feeding her breast-milk to the younger brother.’

According to Dong, the choice of an overt or covert possessor is somehow governed by the
relation between the subject, the main verb and the embedded object. While one can love his

own wife or washes his own clothes, it’s also possible that he loves some other person’s wife
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or washes other people’s clothes. Therefore, when the possessive NP is ta-de ‘his’, the

meaning of the sentence is ambiguous. In contrast, for activities like tears flowing or

breast-milk feeding, our world knowledge tells us that the possessor of the object NP must be

the subject of the verb. The possessive relation in such examples is self-evident. Dong pointed

out that when the object NP of a verb is an inalienable part of the subject and the possessive

relation is self-evident, the possessor is normally expressed by a null NP. On the basis of this

observation, she concludes that the choice of an overt or covert possessor is determined by the

meaning relation between the subject, the verb and the object NP.

The upshot of the above discussion is that if Dong’s proposal is correct, the choice

between an overt or covert NPs in Chinese need not be grammatically determined altogether

but can be a semantic-pragmatic issue, because there doesn’t seem to be a strong reason to

assume that the noun phrase structure of the object NP in (40) differs from that in (39).

Arguably, the distinction between (36) and (37) can be likened to that between (39) and (40).

Just as the VPs liu yanlei ‘tears flow’ and weéi nai ‘feed breast-milk’ require that the embedded

possessor of the object NP be anaphoric to the subject, verbs like shéfa ‘try’ require that the

subject of its embedded clause be anaphoric to the matrix subject. So a null subject is used in

both cases. In contrast, verbs like shuo ‘say’ or gaosu ‘tell’ are like the verb ai ‘love’ or xi

‘wash’ in the sense that one can express a thought or statement about other individuals as

easily as he can about himself. If this parallel argument is valid, then the possibility of an
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overt or covert subject in clauses embedded to verbs like shefa ‘try’ or gaosu ‘tell’ is not

necessarily grammatically determined by finiteness or non-finiteness of the embedded clause.

In other words, in Chinese there might be no true distinction between finite vs. non-finite

clauses and subordination could be indicated by the position of the embedded verb alone. This,

I suppose, is a direct consequence of the lack of a syntactic tense head in Chinese.

4.2.4 Possible Lack of Case-related A-movement

Ritter and Wiltschko (forthcoming) have argued that one possible consequence of the lack of

the functional category T is the absence of case-motivated A-movement, because case might

be a direct consequence of Tense as Pesetsky and Torrego (2001) have argued. Though it is

beyond the scope of this reply to discuss case-related movement in Chinese, it is worth

discussing two types of constructions that have been claimed to involve case-motivated

movement, i.e., the passive and raising constructions.

The most recent analysis of Chinese passives, illustrated in (41) below, is presented in

Huang, Li and Li (2009).

(41) Zhangsan bei Lisi da-le -

Zhangsan PASS Lisi hit-Asp
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‘Zhangsan was hit by Lisi.’
(42) Zhangsan bei da-le -
Zhangsan PASS hit-Asp

‘Zhangsan was hit.’

They refer to constructions like (41) “long passives”, which have a passive morpheme bei
followed by an agent NP, and constructions like (42) “short passives”, which don’t have an
agent NP. They argue that there are many difficulties with deriving (41) from the traditional
case-motivated NP-movement because of the following properties: (i) the subject position is
not a non-thematic position, (i1) subject-oriented adverbs may modify the subject, (iii) bei +
NP does not form a constituent, (iv) long distance movement is allowed, (v) the construction
displays island sensitivity and a resumptive pronoun is possible. According to them, these
properties can be best accounted for if “long passives” involve A’-movement (null operator
movement) in a “tough movement” style rather than case-motivated A-movement as sketched

in (43), where the passive morpheme béi selects a clausal complement.

(43) [ Zhangsan ... [y béi [1p NOP; [1p Lisi da-le t; ]]]]
| | | |

Prediction movement

As for “short passives”, they argue against an Agent deletion analysis and proposed a
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“get-passive”-like analysis for them. On this analysis, bei, a deontic modal or light verb,

selects an Experiencer as its subject and a predicative VP as its complement. The patient of

the passive verb is itself an empty category, a PRO, which moves to the SPEC of VP and

controlled by the base-generated subject. This analysis accounts for, among many other

properties, obligatory null object, lack of resumptive pronouns, impossibility of long distance

movement and the absence of the particle suo.

If Huang, Li nd Li’s analysis of Chinese passives is correct, it implies that unlike English

passives, Chinese passives do not involve case-motivated movement. Even if the PRO

movement in “short passives” is claimed to be an A-movement, it is not case-motivated,

because PRO does not need Case and it cannot be governed.

As for raising constructions, consider (44) and (45).

(44) a. Haoxiang Zhangsan bu qu de-yangzi -

seem Zhangsan not go asif

‘It looks as if Zhangsan doesn’t want to go./It seems that Zhangsan doesn’t

want to go.’

b. Zhangsan hdoxiang bu qu de-yangzi °

Zhangsan seem not go asif

‘It looks as if Zhangsan doesn’t want to go./It seems that Zhangsan doesn’t
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want to go.’

(45) a. Kénéng Zhangsan bu qu

likely = Zhangsan not go

‘It’s likely that Zhangsan won’t go.’

b. Zhangsan kénéng ba qu

Zhangsan likely not go

‘Zhangsan is likely not to go.’

It’s difficult to argue that the seem-type constructions such as (44) involve NP-raising,

because the word haoxiang ‘seem’ is more like an adverb than a verb in that it cannot be

negated nor can it form an A-not-A question, a typical property associated with verbs in

Chinese. The word order variation in (44) can be easily accounted for as follows: a

sentence-level adverb is free to occur before or after the subject of the sentence.

In contrast, kénéng in (45) is indeed a predicate, because it can be negated and form an

A-not-A question. Even if this is the case, it is not clear that (45b) is derived from (45a) by

case-motivated NP movement, because (45a) is as fully-gramamtical as (45b). A

case-motivated movement analysis of (45b) would predict that (45a) involves an embedded

non-finite clause and the whole construction cannot be used independently without the

embedded subject being moved. Since this is not the case, I conclude that the contrast
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between (45a) and (45b) does not provide compelling evidence for case-motivated movement.

To sum up, the most typical evidence for case-motivated movement as we have seen in

English does not have a straightforward counterpart in Chinese. From here, of course, I dare

not conclude that Chinese completely lacks case-motivated movement, because the discussion

is limited. But they imply that Chinese might not have the kind of familiar case-motivated

movement associated with a tense feature. I take this to be suggestive evidence that Chinese

lacks a T node.

4.3 Conclusion

Before moving to the next section, let me note that there is a very good chance for a tenseless

analysis to unify the seemingly unrelated syntactic facts discussed in this section, namely,

they are all correlated with the absence of a T node in Chinese. In contrast, under a tensed

analysis of Chinese, these syntactic facts would look more like unrelated coincidences. This

consideration thus favors a tenseless analysis of Chinese over a tensed one.

The above conclusion, however, raises a very big issue about the Chinese syntax. Based

on data in Blackfoot, Ritter and Wiltschko (forthcoming) have argued that lack of a functional

tense head correlates with lack of structural case and case-motivated movement. A similar

conclusion is arrived at for Halkomelem in Wiltschko (2003). Given that Chinese displays

162



similar properties, an interesting question arises. Is Chinese like Blackfoot and Halkomelem

with respect to the absence of structural case due to absence of tense? If the answer is positive,

could Chinese be analyzed as caseless, too? I don’t think that I will be able to resolve this big

syntactic issue in this article. But a speculative answer can be given. As discussed in Lin

(20006), the role of tense in a tensed language such as English seems to be replaced by the role

of aspect in Chinese. Could it be the case that aspect, instead of tense, is related to Case, if

Case exists in Chinese? I will leave this question for future research.

5 A Brief Note on St’at’imcets

In connection with Chinese, it is worth discussing St’at’imcets (Lillooet Salish), a language

which has received the most detailed defense by Matthewson (2006) for a tensed analysis of a

superficially tenseless language in the literature. It is interesting to see whether her proposed

theory has reached her goal.

According to Matthewson, superficially tenseless sentences in St’at’imcets can be

interpreted as either present or past, as illustrated by the examples in (46).

(46) a. tayt-kan

hungry-1SG.SUBJ
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2

‘I was hungry/ I am hungry.

b. k’ac-an’-lhkan

dry-DIR-1SG.SUBJ

‘I dried it/ I am drying it.”

c. sdy’sez’-lhkan

play-1SG.SUBJ

‘I played / I am playing.’ (Matthewson 2006: 676)

Matthewson pointed out that the default temporal interpretations of superficially tenseless

sentences in St’at’imcets are greatly influenced by the aspectual class of the predicate. Stative

predicates strongly prefer present tense interpretations in out of the blue contexts, while

accomplishments by default have past tense interpretations. Achievements also strongly prefer

past interpretations. In contrast, activities can be freely intepreted either way. However,

beyond the default interpretations all superficially tenseless predicates may have either a

present or past interpretation regardless of their aspectual class.

Matthewson (2006) proposed a tensed analysis of St’at’imcets. According to her, all

superficially tenseless sentences in St’at’imcets contain a phonologically null tense morpheme,

TENSE, which introduces a variable over the reference time and whose value is contextually

determined by the assignment function. This tense morpheme introduces a presupposition
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restricting the reference time to a non-future interval. The denotation of this tense morpheme

XXXIX

is given in (47) and the temporal meaning of (48) is calculated in (49).

(47) [[TENSE]]*¢ is only defined if no part of g(i) is after tc. If defined,
[[TENSE]]®*C = g(i).

(48) matq [kw s-Mary]
walk [DET NOM-Mary]

‘Mary walked / Mary is walking.’

(49) a. TP
T AspP
TENSEI Asp VoiceP

/\

PERF matq kw sMary

b. [[(49a) ]]*° = Awde[walk(e)(w) & agent(Mary)(e)(w) & 1(e) < g(i)]
(where no part of g(i) follows t.).
c. There is an event e of Mary walking, whose running time t(e) is included

in the contextually salient non-future time g(i).

According to Matthewson (2006: 681), (49¢) predicts that (48) can be interpreted in the past

or in the present, depending upon whether the discourse has a past reference time or present
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reference time. On this analysis, the only difference between English and St’at’imcets is that

the TENSE morpheme in the latter is slightly less restrictive than English PAST.

The greatest difficulty with Matthewson's above analysis is the incompatibility between

the meaning of perfective aspect and the present interpretation. Following Bar-El's (2005)

study of Skwxwu7mesh, a Central (Coast) Salish, Matthewson has assumed that absence of

an overt imperfective marker in St’at’imcets indicates perfective aspect, which is an inclusion

relation of the event time within the reference time. However, normally, the inclusion relation

under discussion is understood in such a way that the whole maximal event including the

initial and final endpoints is included within the reference time (cf. Klein 1994, Kratzer 1998).

This means that any entire event denoted by a superficially tenseless sentence in St’at’imcets

must fall within an interval whose final endpoint is no later than the speech time. In other

words, St’at’imcets shouldn’t allow a superficially tenseless sentence to be interpreted in such

a way that the running time of the event extends to a point after the speech time. This,

however, is in contradiction to the present interpretation of the sentences in (46). This

problem implies either that the null tense analysis as proposed by Matthewson is still

inadequate or her assumption for perfective aspect needs to be revised. If the above remark is

correct, then even the most detailed tensed analysis of a (superficially) tenseless language in

the literature hasn’t been proved to be empirically adequate.

166



6. Concluding Remarks

This article has shown that Sybesma’s arguments for the existence of a syntactic T node in

Chinese still leave rooms for reconsideration. His evidence does not force us to conclude that

Chinese must have a T node. To the contrary, it was shown that a tensed analysis of Chinese

faces problems of over-generating unwanted readings. On the other hand, a tenseless

alternative was presented to account for the same range of data without encountering the same

problems. This tenseless analysis is further supported by syntactic evidence such as the ability

for a nominal predicate to serve as the main predicate, the impossibility of an expletive

subject, the lack of a clear distinction between finite and non-finite clauses and the possible

absence of case-related movement.

In addition to the above conclusions, it is worth emphasizing that functional categories

may vary from language to language and it is not necessarily true that all languages share the

same set of functional categories. It is under this assumption that a tenseless analysis of

Chinese should be preferred to a tensed analysis not only because of syntactic economy but

also because of Occam’s Razor, as my earlier works (Lin 2003b, 2006) have suggested. Of

course, by this short reply, I dare not hope to have settled the debate between a tensed and a

tenseless analysis of Chinese. However, I believe that the discussion and the empirical facts

reported here have made a significant contribution to this debate.
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' Reichenbach (1947) originally used the term ‘reference time’ rather than topic time.
According to Klein (1994), topic time is a time which the discourse is about. In some theories,
reference time or topic time is replaced by perspective time in that the reference time or topic
time can be the event time of the matrix clause to which a tense is embedded as in Japanese
(Ogihara 1996).

" Current theoretical proposals differ with respect to whether tense meanings are asserted (e.g.
Comrie 1985; Chung & Timberlake 1985; Dowty 1982; Hinrichs 1986) or whether they
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involve a presupposition about the reference time (e.g. Kratzer 1998)

""Not all languages utilize the three way tense distinction. English and German, for instance,
have been said to display a past/non-past distinction only (Comrie 1985, p.10).

" For some people, aspect is an eventuality description modifier, mapping eventuality
descriptions to eventuality descriptions (e.g. Mourelatos 1981; Moens & Steedman 1988).

" The abbreviations used in this chapter are as follows: ASP = aspectual

marker; BA = marker for preposed object NP; CL = classifer; DIR = directive transitivizer;
ERG = ergative; FCT = factual mood; IND = indicative mood; IV = intransitive verb; LOC =
locative; PAR = particle; PASS = passive marker; PROG = progressive marker; REL =

relative clause marker; SG = singular; SUBJ = indicative subject.

"' This is a much simplified formulation given by Roberts and Roussou in the beginning of
their paper. More accurately, they have employed the notion of tense dependence to account
for the facts.

" A caveat about this remark is that some tensed languages, or more precisely the pro-drop
languages, do allow a pronoun argument to be dropped.

" Huang, Li and Li (2009) also discussed what they call ‘short passives’ such as (i) below.

(i) Zhangsan bei da-le -
Zhangsan PASS hit-Asp

‘Zhangsan was hit .’

They argue that such constructions are more like ‘get-passives’ which involve a movement of
a PRO within VP. This PRO is controlled by the base-generated subject NP. Since PRO
cannot be governed and does not need case, short passives such as (i) do not support
case-motivated movement, either.

" The condition ‘tre, < to” in (44a) is not present in Lin’s (2003a) work, which relies more on
pragmatic reasoning to derive the same effect.

* When a sentence is embedded to another verb, the topic time or evaluation time can be
shifted to the event time of the matrix verb.

* Normally, it is stage one of a process that is involved.

*! Bittner (2008) assumes with Webber (1988) that event verbs update the topic time to the
result time of the verb rather than the time immediately after the event as in Partee (1984).

" Shaer’s (2003) examples discussed below are all credited to Fortescue (1980, 1984).

*¥ In addition to kelh, the aspectual auxiliary cuz’ ‘be going to’ and a small number of motion
verbs may also be used to describe future eventualities.

* According to Abusch (1985), the English surface forms will and would each contain WOLL
plus present and past tense, respectively.

! Matthewson has assumed that the tense morpheme introduces a variable over time intervals,
1.e., the symbole 7 in (60). The value of the variable i is determined by a contextually
determined assignment function g. The application of g to 7 is a reference interval denoted by
the null tense morpheme, which is restricted to a non-future interval.

" For a potential problem with the prediction, see Lin (2010) for discussion.

™ This remark should apply to both a tensed and a tenseless analysis.

** Unlike Matthewson’s assumption, we do not assume an event variable in the object
language. Instead, we assume that predicates have a time argument. The difference is not
crucial, however.

* Matthewson (2006, note 6) suggested that achievements such as 7 reach the top in
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St’at’imcets might be uttered at the moment of culmination. However, she is not sure that this
represents the true present tense reading. For such sentences, the culmination point might only
abut the moment of speech, giving rise to the illusion that it has a present reading. If this is
correct, no achievements have a present interpretation.

T would like to thank C. T. James Huang, Thomas Lee, Chen-Sheng Liu, Hao-Yi Tai,
Ting-Chi Wei, and two anonymous LI reviewers for very helpful discussions, suggestions,
comments and corrections. Thanks also to the FOSS 6 and IACL 17 audience for their
questions and comments. The research for this paper would not have been possible without
the support of a NSC Grant # 97-2410-H-009-039-MY 3 and a Fulbright senior research grant
for the 2009-2010 visiting scholar program. I am solely responsible for any remaining errors.
i See Lin (2003b, 2006) and Smith and Erbaugh (2005) for example.

xii However, in other contexts such as subordinate clauses, the same sentence is fine.

I Gerstner and Krifka (1993) and Krifka (1995) have suggested that bare nouns should be
able to name kinds in any language that allows bare nouns in the first place.

¥ There are many languages where singular reference to kinds is possible such as Hebrew,
Hindi and Russian (Doron 2003, Dayal 1999).

i Another approach is an ambiguity-approach according to which bare (plural) arguments
are ambiguous between a kind and a weak indefinite reading as in Wilkinson (1991) and
Diesing (1992).

il §ee Lin (2003b) for more discussions of such sentences.

il Note that it is impossible to claim that a past tense is incompatible with a stative situation,
because past states are possible when the sentence contains a temporal adverbial denoting a
past interval.

XX T ke Lin (2003b, 2006), Smith and Erbaugh’s (2005) theory of temporal interpretation in
Chinese and Bittner’s (2008) analysis of Kalallisut are also based upon the aspectual
properties of a sentence. Their accounts are very similar, though the details differ.

XXX

What type of aspect is involved is predicted by Bohnemeyer and Swift’s (2004) notion of
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Default Aspect.

X The condition “tTop < to’ is not present in Lin’s (2003b) work, which relies more on

pragmatic reasoning to derive the same effect.

it A previous discourse may also license a past interpretation for this type of sentence. For

example, speaker A’s utterance below licenses the past interpretation of speaker B’s reply.

(1) Speaker A:Ni qu nidn zhu zai nali ?
you last year live in where
‘Where did you live last year?’
Speaker B: Wo zhu =zai lutédan -
I live in Amsterdam

‘I lived in Amsterdam.’

In such cases, the temporal adverbial in speaker’s A utterance fills the value of the topic time
variable of Speaker’s B utterance, perhaps through discourse binding.

it A ccording to Sybesma (2007: 582), the co-occurrence restriction between a temporal
adverb and a past tense marker is relaxed in subordinate clauses in Dutch. Therefore, one
cannot stipulate that embedded relatives must have a temporal adverb in order to be
interpreted as being in the past.

¥V 1 assume that modal auxiliaries are under Infl, which does not contain any tense feature.
So the label ‘Infl’ does not have any sense associated with verbal inflection. It is used here
only for the sake of convenience and familiarity.

XXXV

The V2 requirement dictates that a declarative C which attracts the inflected verb in a V2

language must have a filled specifier
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XXXVi

This is a much simplified formulation given by Roberts and Roussou in the beginning of
their paper. More accurately, they have employed the notion of Tense dependence to account
for the facts. The reader is referred to their paper for further discussion.

XXX Vil

For a review of the notion of finiteness, see Nikolaeva (2007).
iy Pan and Xu (2001) also pointed out that the lexical subject position in constructions
like (38) can all be replaced by the anaphor ziji ‘self’. Also see Xu (2003) for the point that
ziji in such constructions can be a subject rather than an intensifying adverbial.

% A ccording to Matthewson (2006, note 4 and page 683), imperfective aspect is overtly

marked in St’at’imcets. Absence of the overt imperfective marker indicates the perfective

aspect. That’s why the aspect in (49) is perfective.
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The 19th Annual Conference of the International Association of Chinese Linguistics

Notification of Abstract Acceptance and Invitation Letter
BXRERTBHNESVUEIFER
March 10", Tianjin, China

Dear Colleague:

AR ]

We are pleased to inform you that the abstract of your paper has been accepted for presentation at
the 19" Annual Conference of the International Association of Chinese Linguistics (IACL-19), which
will be held at Nankai University in Tianjin, China, from Saturday, June 11 to Monday, June 13, 2011.

BATAE T w2 @ A TR R E S T X A W e O, IEIBIEE T 548
6 H 11~13 HEF I%/irﬁ%ﬁiaﬂéﬁﬁﬁ [ e [ 1 5 e 8B UE S (JACL-19) B,

Name  /MEHEE4: MEFE (Jo-wang Lin)
Affiliation/ T J@ L. [BRSZ AT KA
Paper title /1 SCRH :  REAH (FH4) 4548 B ke 2 5 A4H 11 ) v B RE

Each presentation will be allowed 20 minutes with additional 5-10 minutes for discussion. Please
fill out the attached Invitation Acceptance Form & Return-Slip (online registration will be available at
http://202.113.16.32/iacl-19/MeetingRegister.asp) and revise your abstract by following the
instructions given, then email them back to: IACL19papers@gmail.com or by April 10" 2011. If you
late change your mind after having accepted this invitation, please inform us at your earliest
convenience so that the program can be adjusted accordingly in time. Other information will be
placed on our homepage (http://202.113.16.32/iacl-19/index.asp), please check it regularly for
updates.

FAIR FE A 20 538 BOFR I T AT 5-10 F3 8 BRI (8] o 3 BORE AR b R 52 3R B ]
A IE LT i (W A] U AT 27 E M . hitp://202.113.16.32/iacl-19/MeetingRegister.asp) % [F& G
K8 SR T 2011 4 4 H 10 HAG A% %: 1ACL19papers@gmail.com. 154 7F 3252 I i%iE J5
THRIA AR, WA & m3AT, 5 TN BRI S VOE . HAh R B 2515 B
Bl 270 K 4= (http://202.113.16.32/iacl-19/index.asp) A A, 15545 57

Should you have any questions regarding this, please contact us at: IACL19questions@gmail.com.
We are looking forward to hosting you here at Nankai University in June!

WIRIEEAEMSE ], 15 M SR FE A RS IACL19questions@gmail.com, HZ&R& 4R T
PEN GO E IR T- 44 6 HOtImESTT!

Sincerely, BJajRS 3L !

9

Chair, IACL-19 Organizing Committee
Professor, College of Chinese languages and Literature/School of Literature, Nankai University




19™ Annual Conference of the International Association of Chinese Linguistics
(June 11-13, 2011)

Conference Program (preliminary)

Saturday June, 11, 2011

7:30-8:10 On-Site Registration

8:10-9:00 Welcome Room: Fd K27 B /NAL &

Session1 (9: 00—9: 50)

Session 1 Keynote Speech Chair: 5Kt B Room: F§FFRZ FHE/PFLE
9:00-9:50 On bei xiao-kang #%/NE and the putative birth of a new syntactic

4% (C.-T. James Huang)

construction

Break: 9: 50-10: 10

Session 2 (10: 10-12: 15)

Session 2 A Chair: A EM Room: — F# A401

10:10-10:30 P Semantic Interpretation of Determiner Quantifiers
10:30-10:50 Grant Xiaoguang Li Distributivity without Distributive Markers
10:50-11:10 | $ikk TS T TP 5 R
11:10-11:30 Ji S “HO LI T 2SI DR SR RE Sk
11:30-11:50 Discussion

Session 2 B

Chair: Z#1 3 (Y.-H.Audrey Li)

Room: — F#% A402

10:10-10:30 FHWT JEFH Feature Checking at the Right Periphery: A Case in Jingpo
10:30-10:50 Waltraud PAUL (fLAF]) Bridge verbs and the left periphery in Mandarin Chinese
10:50-11:10 Candice Chi-Hang Cheung The cartography of the low IP area in Mandarin

11:10-11:30 BRYER w TR s ATZh RS2 HIVL

11:30-11:50 % 5 Fgd Affectedness in Double Unaccusative and Adversity Causative
11:50-12:15 Discussion

Session 2 C

Chair: &% (Redouane Djamouri)

Room: — F#% A403

10:10-10:30 | #lhe#e Rl )R> 22 HR B S A IR B AT B

10:30-10:50 (&P “oe+ i) A AT

10:50-11:10 JE5) DUEAEE X R & 5 R0 A7

11:10-11:30 BRILE TRRUE 1 BRI A D fig

11:30-11:50 IS 434 B R0 DUTE: R IA 1) 50 BB 5 18 U A8 AR
11:50-12:15 Discussion




Session 2 D Chair: XS5 Room: — F 1% A404

10:10-10:30 | Invited Speaker 2=V {F TP 1) 57 7]

10:30-10:50 | AL Jt i ABCD HOIRASTE 2530 e AR AT

10:50-11:10 | ¥4 T2 (1 18 B 2 R T 253w 1) v A

11:10-11:30 Chen-Sheng Luther Lin (2| Reduplication of Chinese Adjectives: Rule-governed or Not?
JRHED

11:30-11:50 Discussion

Session 2 E Chair: #i [\ % Room: — F#% A406

10:10-10:30 | F XU JEAE sr-75 BEREALRAAE

10:30-10:50 | 4Rt MO AT A 2 R R B AR A R S

10:50-11:10 | 3 S T AR U Y AR 1O A

11:10-11:30 | AL EL 2SR

11:30-11:50 Discussion

Session 2 F Chair: A% Room: — F#% A407

10:10-10:30 | i35 ARG DU B 1] (1) A 28 AR AP BT

10:30-10:50 | B4k DUEXUE 40 Bhial Msh 44 3eSn 15 SO T (1 ERP HF5T

10:50-11:10 | s ;@gggiazﬁ“T”E@Wzﬁlrﬁ—%ﬂ@mm% (IMRD

11:10-11:30 Discussion

Session 2 G

Chair: KRETE

Room: —FE#% A409

10:10-10:30 | X A UEETE T KRR 2 A
10:30-10:50 | %% d/hibk RS & A R R T
10:50-11:10 | Jriffug TR 0w SIS
11:10-11:30 == 28 Neural Processing of Mandarin Tones
11:30-11:50 | Jefi #A4H Kb Wl 1 R IR

11:50-12:15 Discussion

Session 2 H Chair: £7* Room: — F#% A410

10:10-10:30 | Invited Speaker 3% 41 & IRARDLE H FH 1] 5 U

10:30-10:50 | AESCA] LRz 1) g1 (s %
10:50-11:10 | M4k CEIR Y A MREBe A i) 2% Bt 111
11:10-11:30 PURCEIN T a1 N '

11:30-11:50 Discussion

Session 2 1 Chair: ¥/ Room: —F#% A411

10:10-10:30 BHERAE, ZR0W . ZFEER Scope Acquisition at the Interfaces
10:30-10:50 ZREE . AOER L BEEE | DUGEA ISR IS
10:50-11:10 R, MAEE T S BRI 553 1) 2] A




The Production Preference for Chinese Object-extracted Relative

11:10-11:30 e A Clauses by Chinese Learners
11:30-11:50 Discussion
Session 2 J Chair: T Room: — & A412

10:10-10:30 Meisterernst, Barbara Expressions of Deontic Modality in Pre-Tang Chinese

10:30-10:50 | i dh “HH ST el AL

10:50-11:10 | #b% > DUTEHy 70 WAL i 3 (13522

11:10-11:30 BiARSE. ARE. AMEJL | AR SO DO 7 A2 AL

11:30-11:50 G W ERTE Pz AR R I FR AR A TR A RR L 2 AR OC R

11:50-12:15 Discussion

Session 2 K Chair: &7 Room: —F 1% A413

10:10-10:30 THA Is Lexicon Universal or Language-Specific?

10:30-10:50 Ruixi Ressy Ai Impossible Null Objects

10:50-11:10 | FHJHAHK D) BN E

11:10-11:30 Xin Zhaci GBJIK) Hye In Shin Obligatgry object-to-subject raising in the hao-V constructions in
(HHEAD) Mandarin

11:30-11:50 Discussion

Lunch (12: 15-13: 20)

Session 3 (13:20-15:00)

Session 3 A YSA Final Competition Chair: 247/ (Thomas Hun-tak Li) Room: — ¥k A401
13:20-13:55 | Y% DOEB B F A 21 2 AL

" Hemispheric lateralization is modulated by tone features:
13:55-14:30 ]

An ERP study on Cantonese

14:30-15:05 Vg Lateralization effect in reading single Chinese characters
15:05-15:40 | 5k 3 W AGDUE L IR
Session 3 B Chair: 3 Room: —F# A402
13:20-13:40 | BRZE D R ] (T A AR
13:40-14:00 R®ET M SCH)—SCHR A7 BE R AR AR 33 S A UG
14:00-14:20 | x| 55H¢ HERLFER
14:20-14:40 Discussion
Session 3 C Chair: T#FE Room: — F 1% A403

13:20-13:40 | Invited Speaker 7L 2% Ji w R S EA TS
13:40-14:00 | faf4li g R WS 35 AL B AL




14:00-14:20 | JLEiH R B P AL TS 5 AR S

14:20-14:40 e WE T BEH AR R b L5 R A AR
14:40-15:00 Discussion

Session 3 D Chair: ZEEFERS Room: — F 1% A404

13:20-13:40 I‘}gﬁ%;f‘;aker ChotKyuw-Bal | oot e bric ot 26 1

13:40-14:00 | Afh FHIAIUACRE MRS Tl g

14:00-14:20 | 5K %1 R R 5E AR B R SR T i
14:20-14:40 | BREH W3 LASK [ 9 5 5 Bhsliale b i SOAE
14:40-15:00 Discussion

Session 3 E Chair: F4¢ Room: — F#% A406

13:20-13:40 | Dk 675 75 T VGRS bR id R B BT s B T I AR
13:40-14:00 LN SRS T X )E

14:00-14:20 | £7% BT A8 A1 T

14:20-14:40 | #F40 T B R A 1 T A I < ig

14:40-15:00 Discussion

Session 3 F Chair: k44 Room: —F 1% A407

13:20-13:40 | 5KEIT LT ISR e

13:40-14:00 | #E#IIR AR AV IR S i LY e

14:00-14:20 | Jnghry SR A R] e i Ak Y A FL A e

14:20-14:40 | b MRIETE B X7 5 A AR I )< 2 PR SRt
14:40-15:00 Discussion

Session 3 G Chair: B# Room: —F#% A409

13:20-13:40 | £ & BT LB DR (K AR Y 0 A

13:40-14:00 | £ ARG R FT 92— B 5 5 5 A
14:00-14:20 Michael Opper, San Duanmu | BUARSGEER 1 HiEAE R Z8

14:20-14:40 | FEAL N M IR 1R A 2SR 23 iDL v P9 PR B9 R
14:40-15:00 Discussion

Session 3 H Chair: PMEY5 Room: —F 1% A410

13:20-13:40 | mHfES R SCERONPUE R ZR G 50

13:40-14:00 | EW]{E i) SO ] ZR 2R A s 1 5 g --- A T3fe | Ay
14:00-14:20 | Bt = HEGE AR B RN — LT, A Dzl
14:20-14:40 | fp ¢ it FE A U 1 R R SR —— A AR R 1Ak 4]
14:40-15:00 Discussion

Session 3 1

Chair: #MEJL

Room: — F# Ad411




13:20-13:40 | MHHE I AR (A Sk 5 I B R A 0 )70 1

13:40-14:00 | 3kt o5 CRFAR AR T 17T 27k

14:00-14:20 Shu-ing Shyu (43753 Aspect Selection and Sentence Final Particle DE
) ) . Revisit Aspectual Categories in Mandarin

14:20-14:40 Han Jing Chinese----Accomplishment and Achievement

14:40-15:00 Discussion

Session 3 J Chair: 41 & Room: — ¥ A412

T vs. Ji2: their origin, grammaticalization,and the replacement

13:20-13:4 -Im Ch
3:20-13:40 Jung-Im Chang process of the former by the latter
13:40-14:00 | ARk CERAET) “[F 5T
14:00-14:20 | {FCF R “BY HEAR TR T 0 S AR S R R R YA
14:20-14:40 PN CEREY “BANV?L “V EIN”L “NOR VIR EE o A
14:40-15:00 Discussion
Session 3 K Chair: {Z#:F)] Room: —F#% A413
. . Foong Ha YAP Winnie L s . .
13:20-13:40 0i-Wan CHOR Jiao WANG On the grammaticalization of ‘fear’ verbs in Chinese
13:40-14:00 | RIZ X “A Rz
‘Going back without physically returning’: On the
14:00-14:20 0Oi-Wan CHOR grammaticalization,subjectification, and intersubjectification of i
faanl ‘return’ in Cantonese
. . TR On Multiple Functions and Synchronic Grammaticalization of TSM
14:20-14:40 A Manner Adverb An2-ni: A Corpus-based Approach
14:40-15:00 Discussion

Session 3 L

Chair: fiF

Room: —F 1% A414

13:20-13:40 | o0 e FARMRS F3 5 0 AA BR B — W R L A
e LT fg

13:40-14:00 | SELFE PR DGR L)

14:00-14:20 | TSR, il BRI EBHIT ST

14:20-14:40 | AT KT Al eIl here I h)ik D g

14:40-15:00 Discussion

Session 3 M Chair: [ 8H Room: —F#% A314

13:20-13:40 | A75E ¥ 44V P R N A M B R A

13:40-14:00 Yang Jing The Nominal Nature of Disyllabic Activity Words in Mandarin

14:00-14:20 TRk 58 BRAARELE T (DE A TR T

1420-14:40 | T2 PP O M P 21

14:40-15:00 Discussion

15:00-15:20 Tea Break (20 minutes)




Session 4 (15:20-17:25)

Session 4 A Parasession on Generative Studies | Chair; 224748 #ytEH

of Chinese Grammar: The First .

Fifty Years Room: — 4k A401
16:00-18:00 | ¥R = #IFf# (C.-T. James Huang)  Z#i# (Y.-H. Audrey Li)

B3 VAR #i— (H.-Y. James Tai)
Session 4 B Chair: BES Room: — F#% A402
15:20-15:40 S L B R B LI I AR 5008 U7 5 A )R
15:40-16:00 IF5UE. ARk, A8 M AA I E oy VA ——38 5 75 BEP) S A0 BE
16:00-16:20 T HHER PP B Em o3 M R F 22 07 T
16:20-16:40 | #2004 (Hsin-yi, Peng) MEFE B RA B ZE S IR 1R kA
16:40-17:00 | &/} S I R A 5 7 BRI SR T 2 A AT
17:00-17:25 Discussion
Session 4 C Chair: FgZrHl Room: —F#% A403
15:20-15:40 PR “We —ih FH )5 € PRI AR IL
15:40-16:00 | BAHK PG AR LG
16:00-16:20 AT K AN A) 2 ORI IR T e
16:20-16:40 LR A AT TR HTE B D Re AL sl
16:40-17:00 AR A AT X
17:00-17:25 Discussion
Session 4 D Chair: BF Room: — F 1% A404
15:20-15:40 Invited Speaker #) 7 JT Ji G DT 45 ) R B ) R
15:40-16:00 RS2 Vive ) QTN eIV o2 (e
16:00-16:20 | iE2 55 DU AT S IR R
16:20-16: -Yi

6:20-16:40 Meiody Ya-Yin Chang (5K On “Sluicing’ in Lesu Yi

HEE)
16:40-17:00 Discussion
Session 4 E Chair: 3835 Room: — £ A406

ey M R T R s AARREAE B I REAE TR — 3 T [ AR A

15:20-15:40 YNGR o : .

PATRIG S HRAT TR0 2B

R4 18 14208 2720 SCR 2 A7 i TR ——k R

15:40-16:00 4 ~ .

R S HUESR
16:00-16:20 | 5Kk5i DUV T B A RS AN 0 T ) A= e EAE A L)
16:20-16:40 Gladys Tang (X% %) Schola

Lam Qun Li (Z4=#£). JiaLi
(Z=f£). Karen Cheung

Deaf and hard of hearing (D/hh) learners’ acquisition of Chinese
Ba-constructions




Chris Yiu (ZkEhE50)

17:00-17:25 Discussion

Session 4 F Chair: Bk3EHA Room: —F#% A407

15:20-15:40 EH AR HEY 55 AN R IR — e 2 IR I B3
15:40-16:00 S Eifi S sy Lk B 1 0 ) 380 b g 5 B g 2k
16:00-16:20 gk, sk4EfE: DO JEUE T VAR SRR &Y 7 A R IR O BT
16:20-16:40 TR AR HAERE M F B AR

16:40-17:00 Discussion

Session 4 G Chair: 8% Room: —F#% A409

15:20-15:40 | Invited Speaker 25 Hj H ] S AR TR AR AR
15:40-16:00 | Ji# Chirgin 75 H AR FE ) WOk H R
16:00-16:20 T+ e BN N4 S B35 38 SO i) 7t
16:20-16:40 | (45 VORI P 7 S T/ L 1 S 15 ) ) S I
16:40-17:00 | #1538 T2 (0 w2 PR
17:00-17:25 Discussion
Session 4 H Chair: #}%% Room: — F#% A410
15:20-15:40 | ARG VA 2 A U B £ A
15:40-16:00 | LA VG5 5 AT i F——eve i U il ) (4 g S i
16:00-16:20 | ARAETT . BhEEF VG DU /NPR IR S ]
16:20-16:40 | B3 K5 5 e R RE b
16:40-17:00 JOlEEE On the ‘VO %’ Construction In Northwestern Chinese Dialects
17:00-17:25 Discussion
Session 4 1 Chair: BT Room: — F# A411
Invited Speaker
15:20-15:40 Redouane Djamouri (%3t ) | 255 0] 2 1if ) JRE o3 g
Waltraud PAUL (f#E4])
15:40-16:00 | %W DU RV R RAR IR
16:00-16:20 | J3EE A 2835 T SR R R e B R R AR
16:20-16:40 | @ /H FNHH M L2 AT 5T
16:40-17:00 | BEF5% R IR SRVE”
17:00-17:25 Discussion
Session 4 J Chair: #g Room: —F#% A412
15:20-15:40 F&W (Jenny Wang) % Dy e B </ NRIR] R AR
15:40-16:00 | Z=5h5¢ Lt SRURLZ Ah: IR I RIS IR R X
16:00-16:20 | 2 IEARDGE R AR S AR TT 5 A
16:20-16:40 | XI*ERN TGS SRR AR H)SLAR 52
16:40-17:00 Discussion




Session 4 K Chair: &g Room: — F#% A413

15:20-15:40 A5 BLV% Focus intervention effects in Mandarin wh-questions

15:40-16:00 FRUEE R FE RS ) A U——DAGE WH 1] 4 41

16:00-16:20 | 5k4/F MR FE S R A bl i

16:20-16:40 AR ErF )R U ZAHIG I AR )

16:40-17:00 Discussion

Session 4 L Chair: F4jE Room: —F#% Ad414

15:20-15:40 W] HH % MO SR T T BRI D (R 15 Y W

15:40-16:00 | MiA % PO T RINENTE L A LD fE

16:00-16:20 #3555 (Jerry Packard) Memory and Structural Complexity in Mandarin Sentence Processing
16:20-16:40 AT Are We Facing toward the Future or Past in Chinese?

16:40-17:00 Discussion

Session4 M | Chair: %13 E Room: —F#% A314

15:20-15:40 | W1, BUEH. THS T LR PIRUR RE ) R I VRA

15:40-16:00 | Ei PUE )L SR A TR

16:00-16:20 LR (S:iill—grrétrvlaria—referenced Quick Repetition Test of Mandarin-speaking
16:20-16:40 ARHRES . W The Development of Category Levels in Mandarin Speaking Children
16:40-17:00 | #7/~3&. Py VR A R 0] 2 49— B DOTE 5 0 0 ) AR Bly ] 1) > 4310k 4
17:00-17:25 Discussion

Evening: Free

Sunday, June 12, 2011

8:00-8:30 Breakfast

Session 5 (8:30-10:10)

Session 5A Chair: ¥ &4 Room: —F#% A401

8:30-8:50 XS SR HRAT. AL B S DGR A)TE S
8:50-9:10 KT VA 45y, VdeA 4ith, AdeV 4ikyitih%n 7\
9:10-9:30 & “GEF IR RIS R 52

9:30-9:50 R PRAF: DUV HE 3 2440 B I 32 02 B 4 AN SRRk
9:50-10:10 Discussion

Session 5 B

Chair: %% (Jerry Packard)

Room: — F#% A402

8:30-8:50 Je it P IR R I AR 57 1) 3L HLAR 5K 1)
8:50-9:10 XIGENT Ve FAT A REATT I T T8 B} 2R 0 2% ¢
9:10-9:30 DRI IR MBS X BREA L R
9:30-9:50 bR PR WA+ XA I A% X

9:50-10:10 Discussion




Session 5 C

Chair: % B

Room: — F#% A403

8:30-8:50 w7 TLAE B4 3 V8 1 PRI 2 Sl T B (R 5 BB 2K

8:50-9:10 I 07 5 HRE S i 75 PR RS SR o R R

9:10-9:30 el PR T PO TE RIS 51 S IR T

9:30-9:50 EEGING Hhy S P RELE DO U AL IR R
9:50-10:10 Discussion

Session 5 D Chair: 2=t Room: — F1#% A404

8:30-8:50 gRUEB . KRS, PP KR | Pingyao Tone Sandhi

8:50-9:10 gk, XYL The Productivity of Tone Sandhi Patterns in Tianjin Chinese
9:10-9:30 Hui-Chuan Joyce Liu Tone Sandhi Errors in Taiwan Southern Min

9:30-9:50 Yan Dong Merger or not: a case of Dalian tones

9:50-10:10 Discussion

Session 5 E Chair: IEBEHES Room: —F#% A406

8:30-8:50 s, A s T A Sy ] B ) 0 ) e B R R T S R P AL I A
8:50-9:10 BeoRAR BN HEAL ST R F T

9:10-9:30 Mao-Chang Ku (751 E)) g):uttlﬁeerlie;\t/i[\ilg and Causative HOO Constructions in Taiwanese
9:30-9:50 BR84S GUHL TG 50 44 ] 4 1) SRS

9:50-10:10 Discussion

Session 5 F

Chair: Vincent J. van Heuven

Room: — F# A407

8:30-8:50 HNEE The Transition Sound of the Chinese Function Word a ‘i’
8:50-9:10 &R sl T RO ) 1 O PR AR PEE 0B - DA R O 2
9:10-9:30 SRS e 1 F AR 15 PR AT ST

9:30-9:50 EML AR A 38 1 IR ) TP T R

9:50-10:10 Discussion

Session 5 G

Chair: 34T

Room: — F#% A409

8:30-8:50 Invited Speaker i & 2~ AR
8:50-9:10 FTE PERR S IR L SRR B R
9:10-9:30 B B R AT IR AR
9:30-9:50 B b IR e B i 5
9:50-10:10 Discussion
Session 5 H Chair: Jen Ting (T 1) Room: — F# A410
8:30-8:50 G The comparison of Chinese bei passives and English get passives
8:50-9:10 KT The Mental Verb Usage of Bei in Mandarin Chinese
NiVRE Ry =X 13 1 iati=—g *\ljm;; b i 5 R (. i E'F\f_ e = \

F FE B o3 A il RBURN E B Bl 1) ik A )




9:30-9:50

(Al SRS

e FIRPIRTESR 7]

9:50-10:10

Discussion

Session 51

Chair: S1BH

Room: — F# A411

8:30-8:50 RSN By inl#8 VL) B HAH R ) 2URF R AG I 7
8:50-9:10 X7 MANFHLES - E 5 h)

9:10-9:30 S A735 B ) By i) 524 PR AR i

9:30-9:50 g [ S The Subjectivity of Verb-Copying Constructions in Chinese
9:50-10:10 Discussion

Session 5 J

Chair: Choi Kyu-Bal (Z£%k)

Room: —F#% A412

8:30-8:50 ELEI TR B UG URA b AR N 7 5 S — RLAF 40 A ] —

850910 | o g A RGOSR O — L B BB T )

9:10-9:30 a5 AL B HIEE IR X (GEICHRED) KL (Segi) ARt
S

9:30-9:50 BV (2R FEIRA T R RGE S R — LU 22 2l —

9:50-10:10 Discussion

Session 5 K Chair: XI|Xt® (Feng-hsi Liu) Room: —F#% A413

8:30-8:30 | AT S R I 35 L

8:50-9:10 LG ES AL T IDGEP+Vx+VP2 i

9:10-9:30 &3 i) MR BEZE 1] (A7 B934T 7 <R R I v Ji )

9:30-950 | EffLr T

9:50-10:10 Discussion

Session 5 L

Chair: X VHHHEE B4

Room: — F#% A414

8:30-8:50 Invited Speaker ¥k & IR RS SORTE M e . JEHE AL KSR
8:50-9:10 Paul Jen-kuei Li (£ T-%%) Linguistic Value of the Extinct Formosan Languages
9:10-9:30 XF5E P NAL AT (1) R

9:30-9:50 e I i (DR A PR R A R

9:50-10:10 Discussion

Tea Break (10:10-10:20)

Session 6 (10:20-12:00)

Session 6 A Chair: B4R Room: — F# A401

10:20-10:40 A ToAA R 248 4 S A m R

10:40-11:00 | £75 PARDLE S A0 (78 SCIFFT

11:00-11:20 e AR A R R 1 T S R S (T AL

10




il

11:220-11:40 | Frytyy PUE H /N R IC A 7 &

11:40-12:00 Discussion

Session 6 B Chair: 0 Room: — F1#% A402

10:20-10:40 | Invited Speaker 2T E[l DOE 31 TP 7 R 1) T8 XD REX R H IR

10:40-11:00 B R BT TR B0 (5) 44 S5 R PR PR NI A 1 23 i

11:00-11:20 | JA¥E RERBR BT T RIS A8 B
Ny §93 ;‘ =21 Li *\" ‘}5‘_} B E :;‘;»—ﬁ
DT 47:%

11:40-12:00 Discussion

Session 6 C Chair: D EFF Room: —F#% A403

Invi k
10:20-10:40 nvited Speaker Tone in Chinese and Southeast Asian Languages
Marlys Macken

10:40-11:00 VI B R R U 11 T R A

11:00-11:20 FFH SEE PR S S LR bl G20

11:20-11:40 Discussion

Session 6 D Chair: Z=T-%% Room: —F 1% A404

10:20-10:40 15 U — On the Problem of Distinction between bi [t and cong M

10:40-11:00 | Wihfie, A B S EL I B i 2

11:00-11:20 X R ZIWE P R RAE" S “IESR AT

11:20-11:40 Marco Caboara The parFlcle ye 1 in the Guodian manuscripts: a functional and
typological approach

11:40-12:00 Discussion

Session 6 E

Chair: Alain Peyraube (J1% 1)

Room: — F#% A406

10:20-10:40 | ¥pge, sLH [SRA%Z | A5 NE R R PR RE 2 R B )
10:40-11:00 MEAE R AR I el R LR S A A e B TR 1
11:00-11:20 HoER HEA R IEAL,

11:20-11:40 UiEiH OB I S A RAT—E 1R 5 BRI X))
11:40-12:00 Discussion

Session 6 F

Chair: A

Room: —FE#% A407

10:20-10:40 | 7T T TE I RENE A

10:40-11:00 Pl s UG5 AN FI R 1) D e A0

11:00-11:20 NGAI Sing Sing gir;)lrer:: :llislssﬁle; ;0 indefinite article : /]\[kaim] of the Shaowu
1:20-11:40 | S b TS 25 0 U A VR S B R R S I
11:40-12:00 Discussion

11




Session 6 G Chair: KR Room: —F 1% A409

10:20-10:40 | Invited Speaker #{17 PR P RERR

10:40-11:00 EESES (RETFED) NE R

11:00-11:20 o gﬁ;im\mymy[M@%%ﬁZ%ﬁ%E%ﬁE%$~
11:20-11:40 PASuE S FRl )< 2 ) B Y AR U

11:40-12:00 Discussion

Session 6 H Chair: AT Room: —F#% A410

10:20-10:40 Tk B E vh ] 2 A 38 T B V+Particle 1 +Particle2” 45 #4 (1) 15 100 i 7%
10:40-11:00 K WX 20 4F HSK (WIHh45) HAfE B4 50r

11:00-11:20 X R 22 A VPR 1) 2] 11 1 % 4%

11:20-11:40 ISR BEP SN 22 ST 5T s DATE R g St 1) 7 SR 2 (1) 20 T
11:40-12:00 Discussion

Session 6 I Chair: X§ B 5 Room: —F#% Ad11

Larry Hong-lin Li (Z=5 %)

Acceptability of Non-canonical Bei passives in Mandarin Chinese

10:20-10:40 JenTing ( J42) and its Implications for the Syntax of Bei passives
10:40-11:00 | WHIGHE 5 R TEYR DUBAC ) 5 G L R AR T
11:00-11:20 W % A HEAXX IR A B AR AL

11:20-11:40 R R Wk [0 ) DEATEY RS R
11:40-12:00 Discussion

Session 6 J Chair: XIJER Room: —F 1% A412

10:20-10:40 | 5Ky R R A 0 T ] 1 2 e B A

10:40-11:00 | F4 5 w22 BOE S 9

11:00-11:20 | sk T R R S I [ R S B S

11:20-11:40 kdn T DX S ) A KT 5

11:40-12:00 Discussion

Session 6 K Chair: THFE Room: —F 1% A413

10:20-10:40 | {EE#A MBI S AR A SO DU R« 55 4% T2 1)
10:40-11:00 | 555, m=él DU A A% Bl 1T SCRFAE 2B

11:00-11:20 VI8 25 A Purely Lexical Analysis of the Distribution of Null Objects
11:20-11:40 | Z=3Ci DUE T S SIZE I

11:40-12:00 Discussion

Session 6 L

Chair: £&7% (Jenny Wang)

Room: —F 1% A414

10:20-10:40 | 2435 3-6 % W 1)L A > A R P A ST 5T
10:40-11:00 | YL/ LD LEE PR S AL RS 5 2 B
11:00-11:20 Li Bin Liang Lei Language Experiences in Perception of Pitches

12




11:20-11:40

KA

£ 7 LE > A R AR B

11:40-12:00

Discussion

Lunch (12:00-13:20 )

Session 7 (13:20-14:35)

Session 7 A Chair: 4N Room: — F# A401

13:20-13:40 | PR S I A i) AN S AR T R BR R 2 1

13:40-14:00 Jesktz . o SE I AT VA A B L H P 52 )

14:00-14:20 Sho Fukuda Grammaticalization of Potential Complements in Mandarin
b Chinese:Frequency and the Layering of Meaning

14:20-14:35 Discussion

Session 7 B Chair: Z=.3E Room: — F1% A402

13:20-13:40 i X1 AR . N \
Invited Spc?ak.er XIJ R LK SR e A
(Feng-hsi Liw)
13:40-14:00 | AbIEJL. S “TEF SR AR ER G R S AEVERRAE
14:00-14:20 PRIETE Pronominal predicates in Mandarin Chinese: A light verb analysis
14:20-14:35 Discussion
Session 7 C Chair: 2 X% 7 Room: —F 1% A403
13:20-13:40 7 B PRBR PTG DU 7 AR (R R
13:40-14:00 | ¥R 55 R 1 D SR W
14:00-14:20 | o4 k75 5 R N B
14:20-14:35 Discussion
Session 7 D Chair: Meisterernst, Barbara Room: —F#% A404
13:20-13:40 Invited Speaker Federico o vy .
N << D » L S :H;
Masini ( 5788 e AU 1 1 R 3]
13:40-14:00 Tommaso Pellin The Revolutionaries of Chinese Grammar Studies and Henry Sweet
14:00-14:20 Huba Bartos Chmgse 1.1ngulst1<.:s 1n.C§:ntral and Eastern Europe, and its
contributions to linguistic theory
14:20-14:35 Discussion

Session 7 E

Chair: FifH

Room: — F#% A406

13:20-13:40

Asymmetry between nominalization and verbalization in Chinese:

: P Va U
Invited Speaker 5kis Distinction between syntax and pragmatics
13:40-14:00 | SR SITE AT AL ? DL 5 [T A% A5 D RE S A 5% 1]
14:00-14:20 | #EH & FL AR S OB EITEVELA T I g
14:20-14:35 Discussion
Session 7 F Chair: F4 & Room: —F#% A407

13




13:20-13:40

Li Thomas Hun-tak (Z=4T
f#). Zhuang Wu

A Corpus-based Analysis of the Subject Specificity Constraint in
Mandarin Chinese

13:40-14:00 g POE A T O3 IR RIE S A R iR A ML

14:00-14:20 | #8045 X T X B TR TR ) I DA A 3

14:20-14:35 Discussion

Session 7 G Chair: 5K 8 Room: —F 1% A409

13:20-13:40 | JifHs P T T 7

13:40-14:00 | |30 F5 Jilid AN R R SCRFIE R Ho R 3 U SCRT B

14:00-14:20 | k45 B — v — v

14:20-14:35 Discussion

Session 7 H Chair: S H:F) Room: —F 1% A410

13:20-13:40 g = Word-length Choices in Chinese and Syntactically Derived 2+1 of
[VN]

13:40-14:00 | JRIEM W5 5 VANPLo IR E F IR S 2 W

14:00-14:20 (EpRYL MRV HEEVE AR P L A T R TR IR

14:20-14:35 Discussion

Session 7 1

Chair: &7k

Room: —F#% Ad11

13:20-13:40 ) segp 2 RO ¢ i 12 DhRerE
13:40-14:00 TR HIPEIE 80452

14:00-14:20 | BH5 T4 a8 2%

14:20-14:35 Discussion

Tea Break (14:35-14:50)

Session 8 (14:50-16:30)

Session 8 A Chair: #EHE Room: — F#% A401

14:50-15:10 ill:étreei SLpi;aker A (YH. A Unifying Approach to Deletion?

15:10-15:30 | XIFHHE ] R A I B AR A A AT 5

15:30-15:50 | Jpor 5 gk YRDLTE S AR 15 A s )

15:50-16:10 | HER % RIETTE T ——DOE T IIA 1 5 ILRRIE

16:10-16:30 Discussion

Session 8 B Chair: &2 KB Room: - F#% A402

14:50-15:10 | 73k TNEATE AL S HAARGME—— LA R AT 4530 A 51
15:10-15:30 | X524 Fe TR PG I RN EIIT S ——LLex 3R 4430 4 ]
15:30-15:50 Yang Xiaodong Some Remarks on Chinese Localizers

15:50-16:10 | St DUVE B 1 18 I g R W ) AT

14




16:10-16:30

‘ Discussion

Session 8 C Chair: 575 Room: — 1% A403
14:50-15:10 Te-hsin Liu Template-induced Tone Sandhi in Northern Chinese Dialects - A
Top-down Approach
15:10-15:30 | Z=30)ik BRI (KR 5 B
15:30-15:50 | T DUEAR ] & R AW
15:50-16:10 | BREA F U7 5 Se A 2 I8 PRy 23 A
16:10-16:30 Discussion
Session 8 D Chair: Marlys Macken Room: — % A404
Invited Speaker Vincent J. van | A relative measure of Interlanguage Speech Intelligibility Benefit
14:50-15:10 .
Heuven at the language and dialect level
15:10-15:30 Caicai Zhang Gang Peng Effect of Inter-Talker Variations on Cantonese Tone Categorization
Perceptual Discretization during Speech Identification: A Study on
15:30-15:50 Guangting Mai Gang Peng Intelligibility of Locally Time-Reversed Speech in Mandarin and
Cantonese
15:50-16:10 FEEE OCP Effects in Chinese Tone Sandhi
16:10-16:30 Discussion

Session 8 E

Chair: Z=474& (Li Thomas Hun-tak)

Room: — F# A406

14:50-15:10 | th Wt L R TR IO YD 5

15:10-15:30 Fangyuan Yuan F}ffEe’CtS of Consciousness-Raising on Teaching Chinese Particle

15:30-15:50 sk ik, i DO ) LEE WA R IR K AN S 9T
Ideational, Interpersonal and Textual Positioning: Chinese Foreign

15:50-16:10 Ying Liu Qian Du Language (CFL) Learners’ Linguistic Construction of Self in
Writing

16:10-16:30 Discussion

Session 8 F Chair: FLE£H] Room: — % A407

14:50-15:10 Invited Speaker I 7* W5 PO IFHIE G R

15:10-15:30 AN B DB 7N SRR SRR TR LA 7]

15:30-15:50 | 2T CHras I g ALY BRI T

15:50-16:10 | fif 1Ly WIS B

16:10-16:30 Discussion

Session 8 G Chair: 5AK= Room: —F 1% A409

14:50-15:10 15 JPE R AR KBS 5 KB I LG DOE RS Y6e

15:10-1530 | /K SR TR R T R

15:30-15:50 | #7595 POEAREXUE AN T 21 (18 TC 4 R R 5

15:50-16:10 Discussion

Session 8 H Chair: F{Jik Room: —F % A410
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14:50-15:10 | 42 K] EERUHESART: VPR RER
15:10-15:30 | A& B PR R (KR SR 2T T
15:30-15:50 \v/\g 2}35 Xiaomei Hans Van de The linguistic landscape in Belgian and Dutch Chinatowns
15:50-16:10 | F5uk e 9 0% A M DU PR U AR P PR ) 22 57 T
16:10-16:30 Discussion
Session 8 1 Chair: Wynn Chao Room: —F# A411
14:50-15:10 | XE)1|Ak ARSI 45 R RPIR DTS
15:10-15:30 | 4% DUARDGE )45 A T 14
10:10-10:30 =Y Temporal/Aspectual Reference and the Syntax-Semantics Interface
15:50-16:10 Discussion
Session 8 J Chair: figZEF: Room: —F 1% A412
14:50-15:10 | K= MICIRFIE T TR BE ] SO G 3R
15:10-15:30 | fbsds 2 SCARBS IR TE XY AN & e I UL
15:30-15:50 | jk/D> o [7) Sl i) ] i PR PR
15:50-16:10 Shan Wang Chu-Ren HUANG | Event Classifiers and Their Selected Nouns
16:10-16:30 Discussion
Session 8 K Chair: Shyu Shu-Ing (#&¥#{35) Room: — F#% A413
14:50-15:10 gls(i):f—peng Luo Miao-Ling |y o Types of Measurement in Chinese

. . p Analyzing Chinese Dong-liang Expressions as Cognate Object
15:10-15:30 AR Constructions
15:30-15:50 | e DU LR 7Y T A1 G 1 R D RE % ¢

. . - po Between Thought and Speech: Grammaticalization of "Say" in
15:50-16:10 B Three Languages
16:10-16:30 Discussion
Session 8 L Chair: #7780, Room: — F#% A414

Semantic Deficiency of Contextual Coherence in People with
14:50-15:10 Ching-fen Hsu GZFEF45) Williams Syndrome:Evidence from Proposition Integration in
Chinese

. . - An Empirical Study on Language Learning Strategies Used by
15:10-15:30 1o English Majors
15:30-15:50 | R4 18 (A 55 U 1 i 7y 2K
15:50-16:10 | B+ DU B AR 5 BT 2 Wl
16:10-16:30 Discussion

Break (16:30-16:45)
Session 9 (16: 45-17: 25)

Session 9

Keynote Speech

Chair: IS — Room: To be announced

16




16:45-17:25

Alain Peyraube (U1 %' 1)

Typology, diachrony and cognition in Chinese

SESSION 10 (17:30-18:20) IACL BUSINESS MEETING

Session 10

TACL General Assembly

Chair: 22472 TACL President Room: To be announced

17:30-18:20

IACL& R K%, M KKS.

18:30-20:30 BANQUET, YSA/MJH COMPETITION ANNOUNCEMENT AND CEREMONY

Monday, June 13, 2011

7:30-8:10 Breakfast

Session 11(8:20-10:00)

Session 11 A | Chair: Federico Masini (Z7)E) Room: — F#% A204
8:20-8:40 Bk Simulating the Emergence of Biased Word Orders in Isolating
Languages

8:40-9:00 B A8 FHISCHEAJ7 A 505 (R 76 5 SRR

9:00-9:20 &St AR CRERIFIEI Y L8 )

9:20-9:40 Discussion

Session 11 B Chair: 223} Room: — F#% A304

8:20-8:40 Yuchau E. Hsiao Giff5%#) | Cophonologies in Jincheng Triplication

8:40-9:00 Lin, Lu-Chien (#R&EH) The Tonal Preservation in Syllable Contraction of Taiwan Mandarin|
) ) . . On Glottal Stop’s Co-occurrence with Rhymal High Vowels in

9:00-9:20 LI Bing and HE Junjie Checked Syllables

9:20-9:40 Discussion

Session 11 C | Chair: #F Room: —F#% A312

8:20-8:40 Ping Wang An OT Account of Chinese Coda Evolution

8:40-9:00 o W3 18 B R 25 7 2 T R W Jgy 5

9:00-9:20 Yasunori TAKAHASHI An acoustic study of Narrow Tone Sandhi in Shanghai Chinese

9:20-9:40 27 AE5CHE LG EMA SERHFST

9:40-10:00 Discussion

Session 11 D | Chair: XI|JR4E Room: — F#% A313

8:20-8:40 Chun-Jung Yang On the Multiple Applicatives in Taiwanese Southern Min
8:40-9:00 Lawrence Y. L. Cheung Wh-Placeholders in Chinese

9:00-9:20 Hongyuan SUN Temporally (in)dependent readings of relative clauses in Chinese
9:20-9:40 HE Operator Movement to C in Chinese A-not-A questions
9:40-10:00 Discussion

17



Session 11 E

Chair: Waltraud PAUL (4E5])

Room: — F#% A402

8:20-8:40 Invited Speaker Wynn Chao To be announced
8:40-9:00 Hui-Chin Joyce Tsai (#¢25#) | The Split-DP Hypothesis in Chinese
Rui-heng Ray Huang (3% | Justifying Conjunction Reduction: Evidence from Mandarin
9:00-9:20 .
18 Chinese
9:20-9:40 Hsiao-hung Iris Wu Mapping Spatial PPs in Mandarin Chinese
9:40-10: 00 Discussion
Session 11 F | Chair: 5§74 Room: — F#% A403
8:20-8:40 A, EM LGN i
2:40-9-00 Liu Jian Durational Properties of Grammatical and Lexical Stresses in
' ' uJiang Nanchang Chinese and their Implications for Tonal Contrasts
9:00-9:20 Ying-Shing Li (4:30) Ié;{ucal effects on incomplete nasal coda neutralization in Mandarin
inese
9:20-9:40 EikGs VR R E DG 75 P 2R P IS )
9:40-10: 00 Discussion
Session 11 G | Chair: /=& #{ Room: — F1% A404
8:20-8:40 PGV DUE T 5 IR ER 2 D FE L 2EAL
8:40-9:00 537 VU2 5 A B
9:00-9:20 R WINTT S TG FERE | &5 R M B it s
9:20-9:40 Discussion
Session 11 H | Chair: #JKE Room: —F 1% A214
N RIS By HE R S Fl| B
8:20-8:40 L {%n?éziﬁﬁnfﬁﬁ&ﬁ% Z?&F’cﬁm_ JEE S b FU) B VA5
T G S AR LU P I )
8:40-9:00 Bk DU T IS AR RE W A PR T30 Y
# (45 i A = IR A AT 9 e
9:00-9:20 i % %ﬁ)ﬁﬁ]éﬂﬁ/ﬁnniﬁa I Py R ST AT ST R R A
i O
Session 12 Keynote Speech Chair: #y5— (H.-Y. James Tai) Room: F§FF R E#E/PMLE
10:20-11:00 Wi 46 B A IRINFIRE X TEVE IR J LA 2 3R
11:20-12:00  Closing Ceremony and Farewell Room: B§FF K E#/MLE

18
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1. Introduction

Situation Types  (EiREEAY) -

activities THE]
states AREE
accomplishments 5Zfi¢
achievements e

Atelic situations (FEFEIR) - JHENEAR
IRNRETFIR
Telic situations (HFIUEAR) : TERCIEAR

e~
N2

[T =N




Telicity Tests

(1) a. John slept for 2 hours/*In 2 hours.

b. John was sick for two years/*Iin two
years.



Telicity Tests

(2) a. John built a cabin in three years/?for
three years.

b. John noticed the painting in a few
minutes/*for a few minutes.



Syntactic Position of for- and zn-Adverbials

In English both for-adverbials and in-
adverbials occur VP-finally. (For-adverbials
may also occur sentence-initially.)

The semantic interpretations are
differentiated by means of the preposition for
and in.



Chinese Durative and Completive Phrases

How does Chinese express durative and completive
times?

Chinese durative and completive adverbials are not
differentiated via a preposition but by means of their
word order.

Both durative and completive adverbials take the form of
a bare temporal NP.

Durative adverbials: postverbal position
Completive adverbials: preverbal position.



Postverbal Durative Phrases: Atelic

situations

FERERSR > 34 BT B4 -

(3) a. sR=H | F{E/NEF -
b. i = W& /N 1

1% HF B RA)4H i 2O S B B GIRRR I R RF R S




Postverbal Durative Phrases

= NV AR

(4) a. R=PFd I TF5T1EHE

b. 5 =FH I 5T 1EE

C. “ik—T4hd 5112

£+

!

. Atelic situations




Postverbal Durative Phrases: Telic
situations

IRF A & HAT AT A SRR EN R (L E. -

(5) a. sk =FTFHE P20

b. sR=FTHE F20778# I -

.ﬁtH FHRY 2 A 4H fi LR e 4 AR IR RE IR el S
4 E%Hﬁ%ﬁﬁ%ﬁﬁ’%ﬂﬁ :

O >¢t




‘ Postverbal Durative Phrases: Conclusions

dham - BRI E a4 H RE 2 ER RS
ik o




Preverbal Completive Phrases
B B4 B IS AT SRR
B B S TR A S S S R (B P A o
(6) . * i —/NEHE T -
b. *ft--4ERH T 3 FE s -
(7) a. 15358 (b)) BH4F—EHEHTEHS -
b fi—4E/%5 T A -

c. e DAL/ Ny (FE) TEZILLTA -



_%ﬁfﬁﬁﬁﬁﬁ%g

1AL
él:l R -

(1) Fragr = A Al EZEAE SR

(i) 5Epkir = H A {EEE FHHIR

IR %2 R R PR (R S R LB
Btk + SepE RO LA 7




il
Qi

VAN A

R I B 5 P B S R R
( polarity items ) -

Vo
yi=9

Rl ﬁ@zﬂf&% ga@ c-434 (c-
command ) ZKEZH] o

SEARF R R AH B e A s B T L EEHY — EX
MEE1% (Spec-head agreement relatlon)Eli
D/[_A\T




NPIRYEE AT 7 2\

fiﬁ%ﬁ_t NPle?l_?l_tuuT; El/jC Z}E/{:{AXDJDT °

| didn’t see anybody. vs.
*Anybody didn’'t see me.

Benmamoun (1997): NPIs in Moroccan
Arabic (MA) must be licensed overtly and can
be licensed either when it is c-commanded by
negation or is in Spec-head relation with it.



Licensing of NPI's Crosslinguistically

In MA, sentential negation is usually
expressed by two morphemes: ma, which is a

prefix on the lexical verb or auxiliary and s,
which occurs as a suffix.

(9) ma-ktab-S
ma-wrote.3MS-S
‘He didn’t write.’



Licensing of NPI’s Crosslinguistically

Benmamoun (1997): in some Arabic dialects such as Sudanese
and Syrian, sentential negation is expressed by ma only.

(10) Sudanese
m 3 -fihim
neg-understood.3MP
‘He didn’t understand.” (Benmamoun 1997, 265)

ma is the head of a negative projection located between TP and
VP and S is a specifier or adjunct of a lower projection.

The verb moves from V to T, carrying ma with it along its way up
and S cliticizes to the verbal complex.



Licensing of NPI’s Crosslinguistically

In MA, NPIs such as zatta + NP (any NP) are in complementary
distribution with S but ma is obligatory when an NP1 occurs.

(11) a. ma-grit  hotta ktab
neg-read.1S even book
‘| didn’t read any book.’
b. *ma-qrit-S hotta ktab
neg-read.1S even book
‘I didn’t read any book.” (Benmamoun 1997, p. 269)

In (11a), the NPI zoatta ktab ‘any book’ is c-commanded by the
negation contained within the verbal complex in T or by the trace
In the head of NegP.



Licensing of NPI's Crosslingusitically

The same NPI in MA may also occur in preverbal
position as subject, as shown below.

(12) hotta wahod ma-za
even one neg-came.3MS

‘Anyone didn’t come.’
(Benmamoun 1997, p. 272)

If the subject NPI satta wasad ‘anyone’ is assumed
to occupy the SpecTP as shown in (13), it is not c-
commanded by negation contained in the verbal
complex or its trace.



(13) TP
/\
Spec T
| /\

hotta wahod T NegP
| T

[ma-za], Spec Neg

Neg VP

| N

t. Spec V

{



Licensing NPI’s Cross-linguistically

Benmamoun thus suggests that Spec-head
agreement may also license an NPl in MA as

given below:

(14) An NPI is licensed if:
(@) It Is c-commanded by Neg or
(b) 1t Is In Spec-head agreement with Neg
or an element containing Neg.



Licensing NPI’s Crosslinguistically

Ouali (2005) has a similar proposal for Berber
dialects.

While NPI's like no one and nothing in
Berber are licensed via c-command, NP
adverbs like never are licensed via Spec-
head relation.



Licensing NPI’s Cross-linguistically

According to Quali, NPI's like agidge ‘no one’ in Tamazight are
licensed in situ when c-commanded by Neg as in (17).

(17) ur iddi agidge
Neg go-perf-3s no one
‘No one left.’

Ouali follows the standard assumption that the negation marker

ur heads its own maximal projection and is higher than IP/TP in
Berber.



Licensing NPI’s Cross-linguistically

NPI adverbs like urdgin and ursar ‘never’ are licensed by Spec-

head relation.
They can only occur in a position preceding Neg and the verb as
shown by the contrast between (19a) and (19b).

(19) a. ursar ur t-ughex
Never neg it-buy.Per.1s
‘I will never buy it.’
b. *ur t-ughex usar
neg go.perf.1s never
‘I will never buy it.’



Chinese NPI's

The most well-known NP1 in Chinese is renhe NP
‘any NP’, which can only be licensed by virtue of
being c-commanded by its licensor.

(21) a. Tz BEUTASA
b. *(EArT 2472 HEIFK




Chinese NPI's

Not every NPI in Chinese Is c-commanded by its
licensor.

Conglail ‘ever’ can only occur right before a
negation word.

(22) e 2kREH

(23) a. fifekA G
b. *HLA e AT



NPI Adverb: Sihao

(24) a. fisrZ A bl 5 CHYBE
b. *filsr = ki B CHJ B




NPI Adverb: Zenme

Not every degree NPI adverb occurs before a negation
word.

zenme ‘how’ when interpreted as a degree word Is an
NPI and it must follow the negation word.

(25) a. firA EFEASAL
b. *{ EFEA g HE
C. * EJERgHE



Chinese NPI's: Summary

RSB NP I I BT DL A 75 A S AT
RIS -

CUERE 5 SEAIINPL - HAEHEA S R
ZHEC-Grast ] o

I //\/\

g FHAIHINPIH ge IR S EsE A 25
F‘JSpec headfVREE KA

AL > IRIBAEIAINPHREE » LA W
=EIANPIAY) TES o

1l

W a A iR




3. Durative and Completive NPs as Polarity Items

5 G4 T DU BB (SEREs ) Sl
e (FrElF=) -

By R S AR SRR TR P L
15 R T DL R (AP

atelic polarity items )

ST =R dH S REZEE SRR - FTLASERK
R A LI R E Rl RRIRH (TPI—telic

polarity items )




APITAI TPIAYEE ] ;=

API FITPIh INGHPERIHEARHE » (H 2 A [FHY T 2R
i H] o

APIFT T IETEE E& TEAT g PEER - BN EE
HC-t G 2K e H

TPIFI "1é5K 4 & V4%, ChifR > 2ESpec-
head relationz&z7 0] o



4. Structuring (A)Telicity

To execute the licensing of ATI's and TPI's, | will
adopt Borer’s (2005) analysis of (a)telicity.

Borer (2005): telicity is expressed in terms of the
syntactic projection AspQmax, which is
responsible for telic interpretation.

The DP In the specifier position of AspQmax Is
the “subject-of-structured change”. AspQ and its
VP complement constitute a quantity (telic)
predicate.



Structuring Telicity

(26) AspQmax
Spec?2 AsPQ2
DP /\
AspQ?2 VP

copying by Spec-Head
agreement

Subject of quantity Quantity Predicate



Telicity Assignment

Borer (2005: 75): English verbal stems are inherently without
guantity and thus in the absence of quantity structure are atelic.

They are embedded within a quantity phrase, labeled AspQmax
as shown in (26), which is headed by an open value [AspQ <e>#]
In need of telicity assignment.

Telicity assignment to [AspQ <e>#] can be mediated through
Spec-head agreement between a quantity DP in the specifier of
AspQmax and its head AspQ,.

If the DP In the specifier of AspQmax is a quantity DP, the
guantity property can be copied onto [AspQ <e>#], forming a
well-formed [[Spec AspP DP] [AspQ]] and making the AspQ and
Its c-command domain of a quantitiy or telic predicate.

In the presence of direct telicity assignment such as the verbal
prefix in Slavic languages, AspQ could be well-formed without a
gquantity DPinits specifier.



Atelic Structures

The node occupied by AspQ might be semantically vacuous,
perhaps having only case-assigning properties. Borer uses
F.P, headed by F, to represent such a projection.

The merger of F, blocks a telic interpretation, forcing a
transitive derivation with a direct object marked as patrtitive in
languages such as Finnish.

Object arguments in such structures are assigned a default
participant interpretation.

The atelic interpretation is the result of the absence of a
dedicated structure, namely, AspQ and there is no atelic
structure as such.

English verbs undergo overt short movement to a position
higher than AspQ and movement of the object is also overt as
In Runner’s (1995) extensive discussion.



5. APIHYEE A 7 =

Tang (1990, 1994).
(27) [gp F [\p Duration [, Object [\, V Duration]]]
Lin (2008):

Durative phrases can only adjoin to a homogeneous
projection and the verb is moved to a higher
functional head.

Let us assume that a treatment of durative phrase
along this line is correct. Furthermore, let us also
assume that the verb moves overtly to AspQ/Fs or
higher.



Explaining the Word Order

Assumptions to make:

(28) A. As an adverbial, a durative phrase is subject to adjunct
licensing in the sense of Travis (1988) according to which
adverbials are licensed by the designated feature of a head.

B. Durative phrases can only be adjoined to a homogeneous
projection as in Lin (2008) and licensed by the head of that
homogeneous projection.

C. Durative phrases are atelic polarity items and hence must be
licensed by an atelic licensor by virtue of being
c-commanded by it.

D. It follows from the above three assumptions that a durative
phrase must be licensed by the atelic head of the maximal
projection to which it is adjoined.



Explaining (3): o2 — T W[/ \NHF

(3) Is an intransitive activity sentence. There Is
no DP in Spec of AspQmax that may Spec-head
agree with the head AspQ, giving the latter a
range assignment.

Therefore, the verb must not move to AspQ but
to some other functional projection above VP
from which it c-commands the durative phrase
which adjoins to VP. The durative phrase in (3)
Is thus properly licensed as an API.



Explaining (4):

Lh

(4)5E =58 T 10212 E/5E =FF T s M2 E10x

The object argument in (4) receives a default
participant interpretation and Is not a quantity
DP.

Therefore, the position to which the verb
moves should not be AspQ, but F, from
which it c-commands the durative phrase. So,
the durative phrases in (4) are licit API’s.



Explaining (6)

(6) a. *ftf.—/NKpiiEE 1
b. *l10FFH I 5HFEE -

Logically, there are two possible positions for the
durative phrases in (6a) and (6b). They are adjoined to
either VP or some functional projection FP dominating
VP.

In either case, the verb or the functional head F to which
the verb moves does not c-command the durative
phrase. Therefore, the durative phrases in (6) are not
properly licensed as an API.



Postverbal Duratives in Telic Eventuality

Postverbal durative phrases are also
compatible with telic sentences.

But in such cases, the durative phrase
measures the time length of the result state
sub-eventuality rather than the process sub-
eventuality or the whole event.

How are such durative phrases licensed?



Postverbal Duratives in Telic Eventuality

von Stechow (1995, 1996), Ramchand (2008), Lin (2008): telic
verbs are decomposed into subcomponents overtly in syntax and
hence those sub-eventualities are accessible to syntactic
modification and semantic composition.

Ramchand (2008): there are three sub-event projections for a
lexical expression that entails a result state, namely vP, VP and RP.

VP is the projection that introduces the causation event and
licensing different types of external argument; VP specifies the
change or process sub-event and licenses the entity undergoing
change or process; RP gives the telos or result state of the event
and licenses the entity that holds the result state.
TreeDecomposition.doc




Explaining (5a)

(5a)5&k —=FTFdE F 207735

Lin (2008): the durative phrase in a telic
sentence such as (5a) Is adjoined to RP, the
only homogeneous projection in the structure.

Therefore, semantically, the durative phrase in
(5a) measures the time length of the result state
rather than the time length of the whole event.



Explaining (5a)

The head of the result phrase must move
overtly to the higher AspQ.

The combination of the verb and the result
head presumably would give AspQ a direct
telicity assignment, making the interpretation
telic.

(29) ...[...[aspo A&l + KaJ]; ... [yp---[V tisi] [rp
ershi fenzhong [RP...[R t]...]]]]



Explaining (5a)

Now the crucial question is how the durative phrase
ershi fenzhong ‘twenty minutes’ in (29) is properly
licensed.

To be licensed as an API, it must be c-commanded
by the result head kai ‘open’ whose maximal
projection it adjoins to.

Although the combination of an activity verb with a
result verb gives rise to a telic verb, arguably both
the index of the activity verb and the index of the
resultative verb percolate.



6. Licensing TPI's

As noted, some NPI adverbs such as conglai ‘ever’
and sihao ‘a bit’ are only licensed by virtue of being
In a spec-head relation within the NegP projection
but not by a c-command relation.

Preverbal completive a-time phrases are licensed
as TPI's in a similar manner.

As a TPI, a completive phrase must be licensed by a
telic head. So a TPI is adjoined to AspQmax under
our theoretical assumptions.



Explaining (7a)

()10 R 4 —EHE

(30) ...[AspQmax shi fenzhong [AspQMax ...[AspQ
xie-hao,; [VP ...t...

As a TPI, a completive phrase must be licensed by a
telic head. So a TPI is adjoined to AspQmax under our
theoretical assumptions.



Explaining (7a)

Strictly speaking, the completive phrase shi
fenzhong ‘ten minutes’ in (30) is not the
SpecAspQmayx, as this position might be
occupied by a DP agreeing with AspQ In
terms of quantity property.



Explaining (7a)

It iIs a well-known fact that adjuncts such as
attributive adjectives may bear agreement
relations with a noun they modify as in the
following German example.

(31) Reisengrol3e Eisbaren
huge.PL polar.bears
(Svenonius 1994, example (8b))



Explaining (7a)

The inflection on attributive adjectives is sometimes referred to
as ‘concord’ rather than agreement as in Pollard & Sag (1993),
who argued that the feature by which an AP ‘selects’ the NP
which it modifies is also the feature relevant to concord.

| would like to adopt a looser definition of specifiers according to
which multiple specifiers are allowed.

More precisely, a phrase XP m-commanded by a head a is a
specifier of a if XP is in an agreement or concord relation with .

On this assumption, the durative phrase in (30) is licensed as a
TPI by virtue of being in a specifier-head relation with the head

AspQ.



7. Apparent Counterexamples
(32) Yy =RAEEIL » (TURLEHIT)

The function of the preverbal time phrases is not
to measure the time length of an atelic
eventuality but to serve as the topic or reference
time of the sentence.



Explaining the Counterexample

The semantics of (32) is completely identical to (33).

(33) &y — BRI = RFHESIL » WRERTT




Explaining the Counterexample

For (32) and (33) to be true, it actually
doesn’t have to be the case that John must
stay in Taipel for exactly 72 hours and In
Hsinchu for exactly 96 hours.

Imagine the following scenario. John’s home
IS In Hsichu but he has to work Iin Taipel three
days a week. So he commutes to work In
Taipel every Monday morning but comes
home at late night on Wednesday.



Explaining the Counterexample

The above analysis may also provide a light into the question
why examples like (32) always need two contrastive a-time
phrases to make the discourse coherent.

A topic or reference time is usually a definite time interval. Thus,
an indefinite time phrase normally may not serve as the topic or
reference time of the sentence.

However, if the context has another contrasting indefinite time
phrase, the intervals denoted by the two contrastive indefinite
noun phrases will become more salient, thus licensing them to
serve as a topic or reference time.



Explaining the Counterexample

In other words, the function of the preverbal a-time
phrases in (32) and (33) are similar to the definite topic
or reference time mingtian ‘tomorrow’ and houtian ‘the

day after tomorrow’ in (34).
(34) Qs EHI—FHESIL - BHI(HERTT -

For (34) to be true, John’s stay in Taipei does not have
to be exactly the 24 hours of Monday; nor is it required
that he must be in Hsinchu for the whole 24 hours of

Tuesday.



8. Conclusion

Completive phrases can only occur preverbally, whereas durative
phrases can only occur postverbally.

The different word orders of completive and durative phrases
may follow from the assumption that they are TPI's and API’s.

TPI's and API's are subject to different licensing mechanisms.
Namely, TPI's are licensed by virtue of being in a specifier-head
agreement relation with a telic head whereas API's are licensed
by virtue of being c-commanded by an atelic licensor whose
maximal projection it adjoins to.

Some preverbal duratives are not real durative phrases but topic
or reference time phrases during or within which an eventuality
occurs.
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