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Summary & Conclusions - This paper assesses two categories 
of partition techniques for computing terminal-pair reliability (path- 
based and cut-based algorithms) by experimenting on published 
benchmarks; the criteria are the number of subproblems and the 
computation time. The cut-based algorithm is superior to the path- 
based algorithm with respect to the computation time for most 
benchmarks. A refinement of the cut-based algorithm (using net- 
work reduction) profoundly outperforms the path-based algorithm 
(with reduction) for all benchmarks. 

1. INTRODUCTION 

Acronyms 

D&G 
CB, PB [cut, path] based 
CBR, PBR [CB, PB] algorithm with reduction 
R&P 
RKP 
R-CB 

Dotson & Gobien algorithm [4] 

Deo & Medidi algorithm [3] 
Rai, Kumar, Prasad - CB partition algorithm [lo] 
refined cut-based algorithm (presented in this paper). 

The analysis of network reliability has been given con- 
siderable attention. In particular, terminal-pair reliability [ 1 - 
6, 8 - 141 deals with the determination of the reliability between 
two nodes (source and sink) of a network, given failure prob- 
abilities of all links. Existing terminal-pair reliability algorithms, 
based on the partition technique, fall into two categories: PB 
or CB. In the PB technique, D&G, the most efficient PB 
algorithm [ 141 , used a partition algorithm based on the shortest 
path from the source to the sink. R&P further combined D&G 
with network-reduction [8] and improved performance even 
more. On the other hand, RKP performed the partition by a 
source-cut - separating the source from the remaining network 
nodes. 

This paper assesses the PB and CB partition algorithms 
in terms of the number of subproblems and computation time, 
by experimenting on published benchmarks. In both D&G and 
R&P, the numbers of subproblems generated by partitioning 
are locally minimized at the expense of executing the path- 
searching algorithm for finding the partition basis in each 
subproblem [3]. On the other hand, RKP makes no attempt to 

'The singular & plural of an acronym are always spelled the same. 

Terminal-Pair Reliability 

minimize locally the number of subproblems, but greatly reduces 
the computation time for the partitioning of each subproblem. 
Our experimental results show the superiority of the CB 
algorithm over the PB algorithm with respect to the computa- 
tion time for most benchmarks. This paper also refines the CB 
algorithm using network reduction. R-CB profoundly outper- 
forms the PB algorithm (with reduction) for all benchmarks. 

Section 2 gives an overview of the D&G, R&P, and RKP, 
and presents R-CB. Section 3 compares the performance be- 
tween the PB and CB algorithms. 

2. OVERVIEW OF PB & CB ALGORITHMS 

Four algorithms are summarized: 

D&G - PB algorithm, 
R&P - PBR algorithm, 
RKP - CB algorithm, 
R-CB - CBR algorithm. 

Notation 

Rel(G) terminal-pair reliability of network G 
s, t source, sink 
ei set of links, i = l ,  ..., Z 
p i ,  qi [success, failure] probability of ei; p i  + qi = 1 
* -  [contracting, deleting] operation of links. 

Assumptions (for these algorithms) 

1. The network is modeled as directed graph. 
2a. The pi, qi, i =  l , . .  . ,I are known for the links. 
2b. Nodes are perfect (do not fail). 
3. All failure events are mutually statistically independent. 

2.1 PB Algorithm - D&G 

D&G computes Rel( G) from s to t in G by Boolean 
algebra. Given a set of links {el,ez, ... ,el> constituting an s-t 
path (a path from s to t) , and based on the factoring theorem [8] : 

Rel(G) = ql.Rel(G-el) + p1.q2.Rel(G*el-e2) + ... + 

[ @ pi ]  ql. Re1 ( G*el *e2*. . . * el-l-el) 

r 1  i 

+ 1 g p i ]  .Rel(G*el*e2*...*el). 

To minimize the number of subproblems generated by parti- 
tioning, the shortest s-t path is chosen as the basis for the parti- 
tion. The subproblems are recursively processed until the source 
& sink are contracted or disconnected. 
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2.2 PBR Algorithm - R&P 

To gain better performance, R&P combined D&G with 
network reduction. The network is simplified by using network 
reduction. R&P used 6 reduction rules [SI, including remov- 
ing valueless links (such as entering the source) and series- 
parallel link reduction. The PB partition is in turn performed 
based on a shortest s-t path. Each generated subproblem is recur- 
sively processed by reduction & partition until the source & 
sink are contracted or disconnected. 

2.3 CB Algorithm - RKP 

Instead of partitioning based on the shortest s-t path, the 
CB partition uses the source-cut consisting of all links emanating 
from the source. Given source-cut (el, e2, . . . , el>, then Rai 
et al, recursively factor Rel(G) analogous to D&G until the 
source & sink are contracted or disconnected. 

2.4 CBR Algorithm - R-CB 
A CB algorithm can incur more generated subproblems 

owing to the consideration of valueless links during the parti- 
tion. This difficulty can be eliminated by using network reduc- 
tion. In CBR, network reduction is always performed prior to 
the partition of each subproblem. 

adjacency matrix representing the connections in an input net- 
work with n nodes, the worst-case computation time to find a 
shortest s-t path by a breadth-first search [7] is O(n2).  By con- 
trast, the computation time to determine the source-cut is only 
O(n) .  To justify this, we implemented the 4 algorithms (see 
section 2 )  in the C language and executed them in IBM RISC 
System/6000 using a collection of input-network benchmarks 
[3, 4, 8, 11 - 141, as shown in figure 1. Each input network 
with n nodes is represented by an nxn  adjacency matrix 
denoting the connections in the network. 

The performance of PB & CB are compared in terms of 
the number of subproblems and computation time. Figure 2 
shows that the number of subproblems generated by PB is un- 
surprisingly less than that generated by CB for most of the 
benchmarks. As for the computation time, however, CB outper- 
forms PB in most of the benchmarks, as shown in Figure 3. 
Figures 2 & 3 also compare performance of PBR & CBR for 
published benchmarks. Figure 2 shows that the numbers of 
subproblems generated by CBR have been greatly reduced, and 
become comparable to those of PBR. As for the computation 
time shown in Figure 3,  CBR outperforms PBR for all 
benchmarks. 

3. PERFORMANCE COMPARISOlNS 

The CB algorithm results in lower complexity of deter- 
mining the partition basis than the PB algorithm. Given an nxn 

- -  

I -  

(24) NSFNET 

A complete network 
with 10 nodes 

Figure 1. Benchmarks 
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Figure 2. Number of Subproblems for the Benchmarks 

Figure 3. Computation Time for the Benchmarks 
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