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Abstract

Bluetooth Location Network (BLN) is a Bluetooth radio network that is composed of some mobile Bluetooth devices
and static Bluetooth units, and is established at the system initialization to form a spontaneous network topology. In a
BLN, a multicast service is defined as the periodical delivering of messages from a Service Server to a set of mobile devices
which are the multicast members predefined by the Service Server. Several multicast protocols have been proposed for the
Ad-Hoc networks, but they create an inefficient multicast tree for the BLN due to the existing differences in the radio char-
acteristics between Ad-Hoc and Bluetooth radio networks. The present paper analyzes these differences and proposes a
novel multicasting protocol for constructing an efficient multicast tree in a BLN. The proposed protocol constructs a mul-
ticast tree with good features which include the shortest path, a higher degree of path sharing, and fewer forwarding nodes.
Simulation results reveal that the proposed multicast protocol outperforms the existing multicast protocols in the BLN.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Bluetooth is a low-cost, low-power and short-range communication technology. To avoid the co-channel
interference, the radio frequency (RF) module hops over 79 channels at a speed of 1600 times per second.
The designs of the short packet and the fast hopping increase the communication reliability. A piconet com-
prises up to eight active Bluetooth devices and includes one master and up to seven active slaves. The master of
a piconet manages the schedule of data transmission of its slaves [2].

To support inter-piconet communication, a scatternet is a network that consists of more than one piconet.
A mobile device that participates in two or more piconets is defined as a bridge. The S/S (or Slave/Slave)
bridge simultaneously participates in more than one piconet and alternatively plays the role of slave in the
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participated piconets. The M/S (or Master/Slave) bridge is a device that plays a master role in one piconet and
a slave role in at least one piconet. A bridge can deliver messages from one piconet to another so that the data
transmission service can be provided over a scatternet.

In the literature, a number of papers [7,9,12,19,20,22] have developed routing protocols for 802.11 Ad-Hoc
networks based on the principle of on-demand route discovery. Routes to a destination are sought only if the
node has data to send to that destination. Packet flooding is extensively used to establish a routing path from
the source host to the destination. Most of the routing approaches flood the network with a broadcast query
when the route is desired. The node receives and then replies to this query if it is a destination host or else, it
simply forwards the broadcast query. By considering all of the possible paths linking the source and the des-
tination, the source host can ascertain the shortest communication path.

Based on the flooding scheme, a Routing Vector Method (RVM) [1] was proposed to construct a routing
path for a pair of Bluetooth devices. Similar to the on-demand routing protocols proposed for Ad-hoc net-
works, RVM floods a search request over the scatternet to find the destination device. Afterwards, the desti-
nation device replies to this query and constructs the route. Another routing protocol, called BlueRing [15,17],
was developed to construct a ring structure for a scatternet. Although routing on the BlueRing scatternet is
stateless, the lengths of the routes are long and thus, result into inefficient communication. BlueMesh [18] was
introduced to establish a connected mesh scatternet which is characterized by a small network diameter, dis-
joint paths between any pair of devices, and easier routing and scheduling. However, the routing is developed
on a special topology of the scatternet which is unlike the usual scatternet constructed in most of the previous
researches. Hence, existing routing mechanisms developed for the Bluetooth scatternet cannot be applied to
provide multicast service in Bluetooth radio networks.

In a Bluetooth scatternet, the multicast service provides data transmission from the source Bluetooth device
to multiple multicast member devices which may belong to different piconets. A multicast protocol requires
the construction of efficient communication paths over a scatternet from a source to all the destinations.
One simple way of constructing a multicast tree is to repeatedly apply the existing routing protocol in order
to construct a route from the same source to each destination. However, it will not only create a large amount
of control packets but also an inefficient multicast tree. On the other hand, an efficient multicast tree minimizes
the end-to-end delay and reduces the power and bandwidth consumption. Thus, the constructed multicast tree
should have properties such as having the shortest path, few forwarding nodes and common link sharing.

A number of multicast protocols [3,4,8] have been proposed for wireless Ad-Hoc networks based on 802.11
radio characteristics. Previous studies [3,4,8] proposed a shared tree scheme to reduce the bandwidth con-
sumption. However, the radio characteristics between 802.11 and Bluetooth radios are different. In the
802.11-based Ad-Hoc network, two devices can communicate directly with each other if their distance is smal-
ler than the radio communication range. On the other hand, two Bluetooth devices belonging to different pic-
onets cannot communicate with each other even if their distance is smaller than the radio communication
range, since their channel hopping sequences are different. Hence, applying the existing multicast protocols
on the Bluetooth scatternet cannot create an efficient multicast tree.

The present paper aims at developing an efficient multicast protocol for providing multicast service in a
BLN. With the assumption that the BLN is aware of the location of each mobile device, we proposed an effi-
cient multicast protocol with good features such as the shortest route, a higher degree of path sharing, and
fewer forwarding nodes. The remainder of the present paper is organized as follows. Section 2 presents the
background which includes the Bluetooth link construction procedure and the Bluetooth Location Networks.
The basic concept of the proposed relative coordinates-based multicasting protocol (or RCMP for short) is
also proposed. Section 3 describes in detail the proposed RCMP, while Section 4 investigates the performance
study of the proposed RCMP. Section 5 concludes the paper.

2. Backgrounds and basic concepts

The multicast protocol proposed in the present paper was developed based on the environment of the Blue-
tooth Location Networks (BLNs). This section introduces the link construction and the radio characteristics
of the Bluetooth networks, and then followed by an introduction to the Bluetooth Location Networks. The
network model and the investigated problem are also presented.
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2.1. Link construction and scatternet formation

Bluetooth radio networks adopt frequency hopping to avoid possible interferences which exist in the
2.4 GHz ISM band. In a piconet, the master and its slaves adopt the common hopping sequence which can
be derived from the information of the Master’s 48-bit Bluetooth address and its clock. The link construction
protocol defines how the slaves can obtain the master’s Bluetooth address and clock information. When a
master intends to connect with one or more slave devices, it initially remains in the Inquiry state and tries
to obtain the information of Bluetooth address and clock of each slave. A slave device would stay in the
Inquiry-Scan state and try to send its Bluetooth address and clock information to the master. Afterwards,
the slave device switches to the Page-Scan state using its own Bluetooth address and clock to derive the hop-
ping sequence that will be used in that state. When the master device intends to connect with a slave in a Page
Scan state, it changes to the Page state and switches to the channel that was previously derived from the slave’s
Bluetooth address and clock. In the Page state, the master sends to its slave an FHS packet containing its own
Bluetooth address and clock information, plus a 3-bit active member address (or AM_ADDR in short). The
master’s Bluetooth address and clock would help the slave to derive the hopping sequence, while the active
member address is used for the slave’s identification. Afterwards, the link is constructed.

A time slot defined as 625 ps is a time period derived by partitioning one second into 1600 fragments. In a
piconet, the channel is shared using a slotted time division duplex (TDD) mechanism where the master starts
its transmission in the even-numbered time slots (master-to-slave), and the slave that receives the packet from
the master in the even-numbered slot will be allowed to start its transmission in the odd-numbered time slots
(slave-to-master). To save on power consumption, Bluetooth specifications define three types of power saving
modes namely, Park, Hold, and Sniff modes. According to the master’s 48-bit Bluetooth address, a unique
hopping sequence is generated for its piconet. In a piconet, the master and its slaves apply the same hopping
sequence to select the channel for communication. Since the Bluetooth address of the masters in different pic-
onets are different, different piconets adopt different frequency hopping sequences to prevent co-channel inter-
ferences during data transmission.

2.2. Bluetooth Location Networks

Gonzalez-Castano and Garcia-Reinoso [6] proposed a Bluetooth Location Network (BLN) to provide
Bluetooth mobile devices with a location-aware service. The BLN consists of some mobile Bluetooth devices
and static Bluetooth units which are established during system initialization to cover the whole target area.
Herein, the Bluetooth Stations (BSs) refer to the Static Bluetooth units. In a BLN, users carry either a Blue-
tooth-enabled handheld or any mobile data terminal with a Bluetooth badge. A Service Server (or several
Service Servers) in the BLN collects the user’s location information in real-time and enables it to send the
context-aware information to the users’ handheld devices via the BLN. The location information is transmit-
ted automatically in the BLN without the user’s participation.

Fig. 1a shows the configuration of a BLN. The target area is partitioned into several equally-sized hexagon
zones called cells and a BS is arranged in the center of each cell. The distance between any two BSs is 10 m to
ensure their direct communication in a wireless manner. A Service Server is a BS which acts as an interface
between the BLN and the outside network. All BSs perform Inquiry and Inquiry Scan procedures alternately
and periodically in order to scan their surroundings and to publish their existence individually. If BS i receives
a Bluetooth address and clock information from BS j, and j is not its slave, i must execute the Page procedure
to establish the connection with j. As a result, each BS can become the master of its six surrounding slave BSs
and a slave of its six neighboring BSs. On the other hand, all mobile badges perform the Inquiry Scan process
to publish their existence. It was observed that the mobile badges do not try to establish connections with the
BSs. They simply answer inquiries with the FHS packet which do not violate the seven-slave constraint of the
Bluetooth specification. Then the BSs report the sensing information about the mobile badge to the Service
Server which, in turn, uses the concepts of overlapped ranges and sensing information to determine the loca-
tion of each mobile badge.

Fig. 1b shows how the BLN obtains the location information of each mobile device. As a mobile device
appears in the BLN, stations BS,, BS;7, and BSg detect its existence and acquire its Bluetooth address and
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Fig. 1. Bluetooth Location Network architecture: (a) Bluetooth Stations and Service Server in a BLN, (b) example of obtaining location
information of a Bluetooth mobile device in BLNS.

clock information. Then the three stations report their location information and the mobile device’s Bluetooth
address back to the Service Server. Upon receiving the report message, the Service Server measures the over-
lapped area and estimates the possible location of the mobile device so that it can provide the location-aware
services in the BLN.

In a BLN, the present paper investigates how the multicast service can be provided to the multicast mem-
bers that are mobile devices predefined by the Service Server. Let H-BS denote the BS that contains at least
one mobile device in its radio transmission range. A simple but inefficient way of constructing a multicast tree
is to apply the existing unicast protocol repeatedly to construct the shortest path from Service Server to each
H-BS. Fig. 2 shows the constructed multicast tree where eight BSs, namely BS,, BSs, BS;, BS15, BS13, BS14,
BS,s, and BSy¢, and eight H-BSs, namely BS,, BSs, BSs, BS1o, BS11, BS17, BS1s, and BS)9, participate in the
constructed tree.

To reduce the number of forwarding BSs, the developed protocol called RCMP, tries to find a forwarding
BS from the neighboring BS(s) which can deliver multicast packets to the largest number of members. The
basic concept of the RCMP is described below. Initially, the Service Server chooses the H-BS according to
the number of mobile devices located in its transmission range. Based on the relative coordinates, the Service
Server selects the optimal forwarding BS(s) to forward the multicast packets to each H-BS. For example, in
Fig. 3 the BSs is the selected H-BS which is responsible for forwarding packets to member 11, and m3, and the
BS, is selected to forward packets to BSs. Furthermore, the BS, is also responsible for forwarding packets to
BS)o and BS;;. The same process, which is used to select the optimal forwarding BS(s) by the Service Server,

B Service Server

Service
Server O Bluetooth Station (BS)

® Home Bluetooth Station (H-BS)
A Multicast Member

Fig. 2. A constructed multicast tree obtained by executing the existing unicast protocol repeatedly.
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Fig. 3. A constructed multicast tree obtained by applying the proposed multicasting protocol.

will also be applied by each forwarding BS in a distributed manner. As a result, the multicast tree with a char-
acteristic path sharing is constructed.

By comparing the multicast tree of Fig. 2 with that of Fig. 3, the RCMP reduces 8 forwarding BSs, thus
saving on power and bandwidth consumption. The multicast tree which was constructed by applying the pro-
posed RCMP has good features which include the shortest route between each source—destination pair, a
higher degree of path sharing, and fewer forwarding nodes which reduce the end-to-end transmission delay
and the power and bandwidth consumption. The next Section will formally present the RCMP in detail.

3. Related coordinates-based multicasting protocol

This section introduces the network model and the problem statement of the present paper and afterwards,
a multicast tree construction protocol is proposed.

3.1. Network model and problem statement

The BLN architecture supports the location-aware services in environments such as malls and shops where
the Service Server is able to transmit some real-time information to specific mobile users. The present paper
develops a multicast routing protocol that utilizes the location information of each multicast member in order
to construct an efficient multicast tree for the Bluetooth Location Network. We assume that a Service Server
and a number of Bluetooth Stations have been deployed so that the target area is fully covered. Some users are
equipped with Bluetooth handheld devices and the Service Server is aware of the location of each mobile
device. The multicast members are mobile and intend to receive the multicast message from the Service Server.

To provide the multicast service efficiently, an efficient multicast routing protocol is required. In the liter-
ature, no multicast routing protocol is proposed for the BLN. The multicast routing protocols [4,10,13,16,21]
designed for 802.11-based Ad-Hoc networks have been widely investigated in the past. However, they con-
struct an inefficient multicast tree for Bluetooth radio networks due to the existing differences in the radio
characteristics between the Bluetooth and the 802.11-based Ad-Hoc networks. Also found in the literature
are some routing protocols such as RVM [1], BlueRing [14,17], and Scatternet-Route [15] which have been
proposed for Bluetooth radio networks. However, none of them investigated the multicast routing problem.

The present paper aims at developing an efficient multicasting protocol to establish the multicast forward-
ing routes without using excess control packets. The constructed multicast tree has several good features which
includes the shortest path between each source—destination pair, a higher degree of path sharing, fewer for-
warding nodes, and a low control overhead for route maintenance.
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3.2. The RCMP mechanism
We now define the following terminologies that will be used in describing the RCMP.

e Candidate Home Bluetooth Station (CH-BS)
In the BLN, a mobile Bluetooth device may be detected by several BSs. The BS which detects a multicast
member and has the minimal number of hops from it to the Service Server is referred to as the CH-BS.

e Home Bluetooth Station (H-BS)
Home Bluetooth Station (or H-BS in short) is the BS which is responsible for forwarding packets to mobile
Bluetooth devices (also referred to as multicast members) within its transmission range.

¢ Direction (d)
The packet forwarding from each cell to a neighboring cell has six possible directions d,, where 1 < n < 6.

e Multicast routing table
A multicast routing table is created on demand and maintained by each of the BS which participates in the
multicast tree. The multicast table mainly records the three fields namely, the Group ID, the Next Hop BS
ID, and the Destination H-BSs. The Group ID denotes the multicast group. The Next Hop records the
neighboring BS to which a received multicast data packet should be forwarded. The Destination H-BS field
records the destination BSs which serve as the multicast members.

o Multicast request packet
A multicast request packet will be initiated from the Service Server for constructing a multicast tree. There
are five fields in this packet namely, the Group ID, the Sender ID, the Receiver BS 1D, the Destination H-
BS ID and Coordinate, and the Responsible Members. The Group ID denotes the multicast group. The
Sender ID denotes the BS who sends this packet. The Receiver BS ID is the neighboring BS which should
receive this packet. The Destination H-BS ID and Coordinate record the destination H-BS and its coordi-
nates, respectively. The Responsible Members denote those multicast members that should be served by the
corresponding H-BS.

Fig. 4a shows the six directions along which each BS may forward the received multicast data packets to its
neighbors. The BLN has a coordinate system as shown in Fig. 4b. Depending on the coordinates of the H-BS,
each BS can evaluate the direction for packet forwarding so that the minimal number of hops from the current
BS to the H-BS can be achieved.

As shown in Fig. 5, BS5 is a CH-BS since the multicast members m, and mj3 exist within its transmission
range. The BSs also acts as the H-BS since it has the minimal number of hops from the Service Server to itself.
Here, we assume that the coordinates of the Service Server is (0,0) and the coordinates of BS;, BS,, and BSj3
are (0,2), (1,1), and (1,—1), respectively.

direction 1

(dv)
direction 6 . direction 2
(ds) ‘ “ (d2)

direction 5 ' ’ direction 3
(ds) ‘ (d3)

direction 4
(ds)

Fig. 4. The possible directions and relative coordinates of each cell: (a) six possible directions for packet forwarding, (b) relative
coordinates in BLN.
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f B Service Server

Service

Server O Bluetooth Station (BS)

® Home Bluetooth Station (H-BS)

A Multicast Member

Fig. 5. The multicast tree constructed by applying the MRC phase of RCMP.

3.2.1. Candidate Direction Calculation procedure

This subsection proposes a Candidate Direction Calculation (CDC) procedure which calculates the optimal
packet forwarding direction for each H-BS, and describes in detail the RCMP. Upon receiving the multicast
request packet, each forwarding BS should apply this procedure to calculate which neighboring BS will be the
next hop receiver according to the H-BS indicated in the packet. The “optimal direction” refers to “the route
established in this direction with the shortest distance between the current BS and the destination H-BS
node.” Fig. 6 illustrates the concepts of this algorithm.

In Fig. 6a, the four shortest routes between nodes S and D are S-a-c-f-D, S-b-c-f-D, S-b-e-f-D, and S-b-e-g-
D. All of these routes are 4 hops and can be established by traveling through the gray cells. We can observe
that if node S intends to transmit the packet to node D, the shortest routes can be achieved by sending packets
from node S in the two directions. The two directions are defined as the “optimal directions”. The shortest
route between nodes S and D can be achieved by forwarding the received packet along the optimal directions.

Let the target area in a specific direction d of a source cell S refer to the set of cells which can be reached by
traveling the shortest path from cell S’, where S’ is the neighboring cell of S in direction d. Fig. 6b and ¢ show
the target areas in directions 1 and 2 of node S, respectively. In other words, if there is a cell included in the
target area in the direction d of source S, there exists the shortest path from source S to this cell and that the
transmission direction from source S to its neighboring cell follows the direction d. Notice that node D is

Fig. 6. The concepts of the Candidate Direction Calculation: (a) the shortest routes between S and D, (b) the target area of direction 1, (c)
the target area of direction 2.
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located in the target area in both directions 1 and 2 of cell S, as shown in Fig. 6b and c. This means that the
shortest route between nodes S and D can be achieved by forwarding the packet from source node S to direc-
tions 1 or 2.

The proposed Candidate Direction Calculation (CDC in short) procedure introduced in this section is used
to calculate the possible directions in which the multicast packets can be forwarded from the current cell to its
neighboring cell so that the packets can arrive to each H-BS via the shortest path. These directions are called
candidate directions. The following procedure derives the candidate direction for a given H-BS.

Candidate Direction Calculation procedure

Input: The relative coordinates of the H-BS
Output: The candidate directions

1. if (x # 0and y # 0)
2. {
3. if (y >2and y e {|x|+2klkeZ)
4. {
5. if (x>1andye {—x+2klkeZ"})
6. return (direction 1 and direction 2);
7. else if (x < —1 and y € {x+2klk e Z™})
8. return (direction 1 and direction 6);
9. else
10. return (direction 1);
11. }
12. else if (y < —2 and y € {—|x| — 2klk € ZT})
13. {
14. if (x>1andye {x—2klkeZ"})
15. return (direction 4 and direction 3);
16. elseif (x< —1land y € {—x —2klkc Z"})
17. return (direction 4 and direction 5);
18. else
19. return (direction 4);
20. }
21. else if (x = 1)
22. {
23. if (ye{-x+2k—kecZ}andyec {x—2klkecZ})
24, return (direction 2 and direction 3);
25. elseif (y € {—x+2klke Z™})
26. return (direction 2);
27. else
28 return (direction 3);

Y
o ¢

else

W W
— O
—

32. if (ye{-x—2klkeZ"}and y € {x+2klkeZ"})
33, return (direction 5 and direction 6);

34. else if (y € {—x — 2klk € ZT})

35. return (direction 5);

36. else

37. return (direction 6);

38. }

w
o
—_
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Fig. 6b is used as an example to illustrate the CDC procedure. As shown in Fig. 6b, the relative coordinates
of cell D to cell S is (3,5). According to the calculation rules of the CDC procedure, y =522 and
y=5=(x+2x1)e{57,9,11,...}, which imply that cell D is located in the direction 1’s target area of cell
S (line 3 of CDC procedure). Cell D is also located in the direction 2’s target area of cell S because x =3 > 1
and y=5=((—x)+2x4)e {—-1,1,3,5,...} (line 5 of CDC procedure). Therefore, the candidate directions
for cell S to transmit packets to cell D are directions 1 and 2 (line 6 of CDC procedure).

The candidate direction derived in this procedure will be adopted in the Multicast Routes Construction
(MRC) phase of the RCMP and is detailed in the next subsection. It is used to construct the shortest routes
for each pair of BS and H-BS.

3.2.2. Multicast Routes Construction phase

The Related Coordinates-based Multicasting Protocol (RCMP) is initiated by the Service Server in order to
construct an efficient multicast tree. The first phase of RCMP is the Multicast Routes Construction (MRC)
which is executed by the Service Server and each forwarding BS. In the MRC phase, the Service Server initially
identifies the H-BSs. Then the Service Server executes the CDC procedure to select the optimal forwarding
direction that can deliver the multicast packets to the largest number of H-BSs, and transmits the multicast
request packet to the neighboring BS in this direction. Upon receiving the multicast request packet, the for-
warding BS executes the CDC procedure according to the received request packet, and then selects the next
forwarding BS and constructs the routes of the multicast tree in a distributed manner. When the H-BS receives
the request packet, it executes the Role Assignment (RA) phase which is the second phase of the RCMP. In the
RA phase, H-BS establishes the connections with its responsible members in order to complete the construc-
tion of the multicast tree. Finally, the RCMP employs the role switching and the time-slot leasing mechanisms
to further reduce the transmission delay and power consumption. Thus, the constructed multicast tree has
good features which include the shortest route between each source—destination pair, a higher degree of path
sharing, fewer forwarding nodes, and smaller transmission delay and power consumption.

In the following paragraphs, the MRC phase is discussed in detail. Note that in the BLN environments, a
member may be detected by several BSs and the detected information will be sent to the Service Server in a
multi-hop manner. Hence, the Service Server will collect all of the members’ information which will be used
to calculate the location of each member device. When the Service Server intends to provide the multicast service
and transmits the data packets to the members, it executes the following MR C operations to initiate the RCMP:

Step 1: H-BS selection. The Service Server selects the H-BS from the CH-BS for each multicast member based
on two criteria: (1) the selected CH-BS detects the maximum number of members, and (2) the number
of hops from the Service Server to the selected CH-BS is minimal. In case that there are more than one
CH-BS detecting the same number of members, the Service Server will arbitrarily select one from these
candidates to play the H-BS role. The selected H-BS will be the last forwarding BS that will forward
the multicast data packets to the members located within its transmission range.

Step 2: Candidate Direction Calculation. The Service Server or current forwarding BS computes the relative
coordinates of each H-BS. The relative coordinates of the H-BS; to the Service Server or current
BS;is Ri(x,y) = C{x,y) — C{x,y), where C{(x,y) and Cjx,y) stand for the coordinates of the current
BS; and H-BS), respectively. Substituting these relative coordinates as the input parameters of the
CDC procedure, the Service Server or current BS can derive the target area and the candidate direction
for each H-BS.

Step 3: Multicast routing table creation. The Service Server or current BS executes the following operations to
create its multicast routing table.

(1) Record the Group ID in the multicast routing table.

(2) Select a direction dy, such that Sy gs(di)| = max|Sy.ps(d,)|, for 1 £ n < 6. The notation Syps(d,,)
is a set of H-BSs where d, is the candidate direction of these H-BSs.

(3) Record dj, all H-BSs of Sy_ps(di) and their coordinates in the multicast routing table.

(4) Remove d; and all H-BSs of Sy_ps(dy) from the direction set and H-BS set in the received multi-
cast request packet.

(5) Repeat operations (1)—(4), until all the H-BSs have been recorded in the multicast routing table.
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Step 4: Request packet construction and transmission. For each direction dj, create a new multicast request
packet. The Sender ID is the ID of the current BS and the Receiver ID is the ID of the neighboring
BS in the direction d). The set of H-BS should be Sy_ps(dy).

Upon receiving the multicast request packet, the forwarding BS executes Steps 2, 3, and 4 and the H-BS
selection Step is only implemented by the Service Server. Consider the BLN as shown in Fig. 5. When the Ser-
vice Server intends to provide the members with the multicast service, the MCRP is initiated by the Service
Server to construct a multicast tree. In this example, there are eight member devices in the BLN. The Service
Server initially identifies the H-BSs of all the members (H-BS selection Step) according to the location of the
member devices. In this step, BS;, BSs, BS1g, and BS;; will be identified to play the H-BS role and they are
responsible for forwarding the multicast messages to the sets of mobile devices {m}, {m,,ms}, {mg, m7,mg}
and {my,ms}, respectively. In Step 2, the Service Server executes the CDC procedure and determines the can-
didate directions for these H-BSs

SH—BS(dl) = {H-BS],H-BS5},SH_BS(d2) = {]‘[—BS5,I‘I-BS](),]‘[—BS”}7 and SH—BS(dS) = {H-BS”}.

Afterwards, in the Multicast Routing Table creation Step, the Service Server selects direction d; to forward
the multicast packets for destination H-BS|, and also selects direction > to forward the multicast packets for
destinations H-BSs5, H-BS), and H-BS|;. Finally, the Service Server records these two directions and the cor-
responding H-BSs in the routing table, and then the multicast tree is constructed in the Service Server. The last
step of the MCRP which is executed by the Service Server is the Request packet construction and transmission
Step. In this step, the Service Server creates two multicast request packets, and one of them is sent to BS;. This
packet, containing H-BS; and its responsible members, indicates that the neighbor BS; is the H-BS. Another
packet will be sent to BS,. This packet, containing the destinations H-BS5, H-BS(, and H-BS/, indicates that
BS, should further construct a shared path to the three destinations. The Multicast Routing Table constructed
in the Service Server as well as the two initiated multicast request packets are shown in Tables 1-3, respec-
tively. Upon receiving the multicast request packet, all forwarding BSs execute the above-mentioned steps
and hence, an efficient multicast tree is constructed.

Table 1
The Multicast Routing Table maintained in the Service Server
Group ID Next hop (BS,) Destination H-BS (H-BS))
1 BS; H-BS,(0,2)
1 BS, H-BS5(1,2)

H-BS0(4,4)

H-BS1,(4,0)
Table 2
The multicast request packet sent from the Service Server to BS)
Group ID Source ID (BS,,) Destination ID (BS,,) Destination H-BS (H-BS)) Responsible member (1)
1 BS, BS; H-BS1(0,2) m
Table 3
The multicast request packet sent from Service Server to BS,
Group ID Source ID (BS,,) Destination ID (BS,) Destination H-BS (H-BS)) Responsible member (1)
1 BS() BSZ H—BS5(1,2) my, ms

H—BSlo(4,4) Mme, My, Ng

H-BS11(4,0) my, ms
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Notice that the multicast tree construction process is executed when the Service Server transmits or when
the BS receives the multicast request packet. Each forwarding BS needs only to forward the subsequent data
packets to the downstream BSs according to the multicast routing table.

3.2.3. Role Assignment phase

The MRC phase of the RCMP aims at constructing an efficient multicast tree from the Service Server to
each H-BS. In the Role Assignment (RA) phase, the links between each H-BS and its responsible members
are further established. These links will form part of the constructed multicast tree.

In the BLN environment, each BS not only plays the master role to control six surrounding slave BSs, but
also plays the slave role which is controlled by the six neighboring master BSs. The Bluetooth standard spec-
ifies that the maximum number of active slaves connected with the master node is seven. Since each BS in the
BLN has already six neighboring BSs, only one connection remains for each BS in order to sense the sur-
rounding mobile Bluetooth devices (members). Thus, the following limitations exist in the BLN.

Limitation 1: The trade-off between sensing function and member connection. There is only one available con-
nection for each BS which it can use for detecting mobile devices in the BLN. If the BS decides to establish
the connection with the member, it would loss the function of detecting mobile devices.

Limitation 2: The limitation in the number of connected members. The BS cannot establish connections with
more than one member since the number of slaves connected to each master cannot exceed seven.

To provide a multicast service under the above-mentioned constraints and reduce the transmission delay
and power consumption for multicast services, the present paper adapted the Role Switching [2,5] (RS) and
Time-Slot Leasing [5,23,24] (T'SL) mechanisms in the proposed RA phase. The RS mechanism is a technique
to exchange the roles of master and slave, while the TSL mechanism for slaves was proposed to temporarily
borrow some slots from their master for slave-to-slave communication.

In the RA phase, the main goal is to establish the connections between each H-BS and its responsible mem-
bers. When the H-BS receives the multicast request packet, it executes the R4 phase to complete the multicast
tree construction. The following steps detail the operations in the RA phase.

Step 1: Main connection selection. The H-BS executes the page procedure to establish the link with a respon-
sible member j (rm; in short). At this point, H-BS and rm;, play the master and slave role, respectively.
If there is only one rm, the H-BS goes to Step 3; otherwise the H-BS executes the next step.

Step 2: Member-to-member connection request. The H-BS sends the mmpeg_req(S,,(H-BS)-{rm;}) packet to
rm;, where S,,,(H-BS) denotes a set of H-BS’s rms. This packet includes the BD_ADDRs and clock
information of all rms except for rm;, and intends to request the rm; to connect with other unconnected
rms.

Step 3: Role switching execution. The H-BS executes the Role Switching procedure to exchange its role with
rm;. After executing this step, the member rm; plays the master role while the H-BS plays the slave role.

Step 4: Member-to-member connection. The rm; attempts to establish connection with each unconnected rm
when it receives the mmpeg_req(S,,(H-BS)-{rm;}) packet. Once the rm; successfully establishes the
connection with a responsible member rmy, it removes rmy from set S,,,(H-BS). Finally, rm; replies
with the mmpeg_rep(S,,(H-BS)) packet to H-BS to report the results of the member-to-member
connection.

Step 5: Time-slot leasing execution. The H-BS initiates the TSL process to lease time slots from rm;. Through-
out the duration of leasing the slots, the H-BS is the temp-master and the other connected rms are the
temp-slaves in the new piconet.

Step 6: RA phase completion checking. The H-BS checks the connection results from the received mmpe-
g rep(S,,(H-BS)) packet. If there is still some unconnected rms, the H-BS goes back to Step 1; other-
wise the RA phase is completed.

The Step 3 in the RA phase resolves the problem of limitation 1. Since the H-BS changes role from master
to slave, the number of available connections existing in its piconet is six. Step 5 employs the TSL technology
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H-BS; rm; rmy rmy

Step 1: Main connection selection
(establishes the connection with rm;)

If (1S,(H-BS)|=1) goto Step 3

Step 2: Member-to-member connection request mimpeg_req(Sn(H-BSy)-{r ml}L
(transmits request packet to rm;) o
Step 3: Role switching execution
(exchanges role with rm;)
slave master

Step 4: Member-to-member connection
(rm; establishes the connection with rmy but cannot establish the connection with rm;) slave

mmpeg_rep(Sy(H-BS;))

rmyj replies the connection results to H-BS; &

Step 5: Time-slot leasing execution
(leads time slots from rm;)

temp-slave sla@

Step 6: RA phase completion checking
(If (1S,(H-BS;)1>0) go back to Step 1
else complete RA phase)

Fig. 7. Message flow in the Role Assignment phase.

to resolve the problem of limitation 2. Fig. 7 shows the message flow of the RA phase. In the slot-leasing dura-
tion, the H-BS leases slots from the rm in order to transmit the multicast data packets to the rms at the same
time. Moreover, the TSL technology was employed to change the authority of data transmission but not to
change the devices’ roles. Hence, the H-BS still plays the slave role although it has the authority to transmit
the multicast data packets without waiting for the rm’s polling. In this way, the data transmission delay can be
reduced significantly.

4. Performance study

To evaluate the performance of the proposed RCMP, we implemented it using the BlueHoc simulator [11]
which is an ns2 [18]-based simulator released by IBM. Our simulation arranges a Bluetooth Location Network
with 114 deployed Bluetooth Stations and 30 mobile multicast members in a 100 x 100 m? square area. The
radio propagation range of each Bluetooth device is 10 m, and the nominal channel capacity is set at 1 Mbps.
All members are randomly generated and move at random in one of the six directions at a speed ranging from
0 to 9 m/s. The simulation time is 100 s. Constant bit rate (CBR) traffic with a rate of 10 data packets per
second is used to generate traffic from the Service Server. The DHS5 (containing 2870 bits per packet) and
DHI1 (containing 366 bits per packet) packets are used for data and control packet types, respectively.

In the simulation experiments, four transmission mechanisms namely, Flooding mechanism, Multiple Uni-
cast Routing mechanism, Traditional Multicast Routing mechanism, and the proposed Relative Coordinates-
based Multicasting mechanism are compared in terms of the average multicast degree, the control overhead,
the average delay, the throughput, and the multicast service cost. In the Flooding mechanism, each multicast
packet is broadcasted over the BLN. The Multiple Unicast Routing mechanism applies the Unicast routing
Protocol to construct a route from the source to each member individually.

4.1. Average multicast degree

In the wireless channel, the multicast protocol can take advantage of the MAC layer broadcast. A packet
transmitted by a Bluetooth Station can be received by all neighbors at the same time if a broadcast operation is
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utilized. An efficient wireless multicast protocol can make good use of the MAC layer broadcast facility. Thus,
it is appropriate to evaluate and compare the efficiency of multicast schemes by measuring the “Average Mul-
ticast Degree” (or AMD in short) which is defined as the ratio of the “total number of data packets received at
the nodes on the tree” to the “total number of data packets transmitted.” If AMD < 1, it means that some of
the nodes which do not participate in the multicast tree still receive the data packets. Note that the unicast
mechanism with a possible retransmission will yield an 4 MD which is less than or equal to 1.

Fig. 8 compares the average multicast degree of the four schemes. The Flooding mechanism has the lowest
degree of multicast because all of the BSs participate in the packet forwarding, and the significant redundant
transmissions result to a smaller value of AMD. The proposed RCMP outperforms the other three schemes
because the RCMP considers path sharing and reduces the number of forwarding nodes in the constructed
multicast tree. On the other hand, the Traditional Multicast Routing protocol only considers the shortest
routes between the source and each destination without considering the benefit of path sharing. Thus, the
number of redundant transmissions which occurred in the traditional multicast routing protocol is larger than
those of the RCMP.

4.2. Control overhead

The “Control Overhead” stands for the total number of packets used for constructing and maintaining the
routing paths. The on-demand routing protocols used the route request (RREQ) packets and the route reply
(RREP) packets to construct the routing paths. The route reconstruction (RREC) packets and their corre-
sponding reconstruction acknowledgment (ACK) packets are used in the maintenance section to handle the
route disconnection problems. The “Control Overhead” consists of the four types of packets mentioned
above. The costs of route construction and maintenance increase with the control overhead.

Fig. 9 shows the control overhead of the compared schemes. The simulation result shows that the control
overhead of the Multiple Unicast is higher than the other three schemes. In the Multiple Unicast scheme, the
Service Server constructs the route to each member individually. Hence, the number of flooding of RREQ
packets increases with the number of multicast members. The Traditional Multicast scheme floods RREQ
packets to construct the routing paths between the Service Server and all destination members. The proposed
RCMP does not use the RREQ and RREP packets to construct the routing path. Upon receiving the multi-
cast request, BS dynamically determines the direction of the next forwarding nodes and automatically con-
structs the efficient multicast tree. Therefore, when all the members are static, the control overhead of
RCMP is zero. The control overhead of RCMP increases with mobility. This is because RCMP creates the
RRES and the corresponding ACK packets which are required to handle the disconnection problems raised
by mobility. By comparison, the proposed RCMP outperforms the other three schemes in control overhead.
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Fig. 8. Comparison of average multicast degrees.
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Fig. 9. Comparison of control overheads when considering mobility.

4.3. Average delay

Average delay is measured at each multicast member. Each data packet carries the time stamp set by the
Service Server. The total delay is accumulated and averaged over the entire simulation run. The delay consists
of the transmission delay and queuing delay. The transmission delay and queuing delay refer to the duration of
data packet transmission from sender to receiver and the duration of keeping the data packet in the buffer of a
forwarding node, respectively.

Fig. 10 shows the average delay of the compared schemes. As the mobility increases, the average delays of
all the schemes increase except for the Flooding scheme. This is because all of the schemes, except for the
Flooding scheme, required the repair of the disconnected routes due to mobility. The Multiple Unicast scheme
needs a longer period of time to reconnect the routing path as compared to the Traditional Multicast scheme.
Hence, the average delay of the Multiple Unicast scheme is higher. Similarly, the average delay of the Tradi-
tional Multicast scheme is higher than that of the RCMP.

4.4. Throughput

To evaluate the multicast performance, we measured the throughput at the receivers. The “Throughput™
refers to the total number of data packets per second received by all the members excluding the duplicated
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Fig. 10. Comparison of average delay versus mobility curves.
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Fig. 11. Comparison of throughput versus mobility curves.

packets. In the network layer, the throughput performance is affected by the temporary loss of multicast pack-
ets due to mobility.

Fig. 11 compares the throughput of Flooding, Multiple Unicast, Traditional Multicast and RCMP. For a
static network (without considering mobility), all schemes achieve the same throughput. However, the
throughputs of all the schemes decrease with mobility. The Multiple Unicast and Traditional Multicast
schemes yield lower throughputs due to the impacts of route reconstruction. Both of them need a period of
time to repair the disconnected routes, especially in the case of the Multiple Unicast scheme. The Flooding
scheme always keeps the highest throughput because it does not need to create specific routes to all the mem-
bers. The Flooding scheme sends packets via all possible routes and thus, outperforms the other three schemes
in terms of the throughput.

4.5. Multicast Service Cost

The “Multicast Service Cost” (also denoted by MSC) refers to the total number of transmitted data packets
during the simulation time. A good multicast tree will deliver the multicast data packets to all the members at
a lower service cost. The number of forwarding nodes and their forwarded data packets determine the cost of
the multicast service. The energy and bandwidth consumptions increase with the number of forwarding nodes.
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Fig. 12. Comparison of multicast service costs with variant in multicast group size.
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The size of the multicast group was varied, ranging from 10 to 50, in order to investigate the relation
between MSC and the number of members. Fig. 12 shows the comparison of the multicast service costs of
the four schemes with variant sizes of multicast group. The Flooding scheme keeps a constant MSC even
though the group size is varied because all the Bluetooth Stations are forwarding nodes regardless of the num-
ber of members. The Multiple Unicast scheme transmits individual data packets to each member. Hence, as
the multicast group size increases, the MSC of the Multiple Unicast scheme increases significantly. The Tra-
ditional Multicast scheme and the proposed RCMP have lower MSC than the other two schemes because the
shortest path factor was taken into consideration. Since the Traditional Multicast scheme does not consider
the path sharing feature, RCMP has a lower MSC than the Traditional Multicast scheme.

5. Conclusions

The present paper proposed a novel Relative Coordinates-based Multicasting Protocol (RCMP) for Blue-
tooth Location Networks. Depending on the location of each mobile device, the Service Server and BS coop-
erate to construct an efficient multicast tree that shares the common link for reducing the number of
forwarding nodes and lowering the power and bandwidth consumptions. The relative coordinate concept is
used for each BS to calculate the relative direction of the destination BS and then to construct the shortest
and the shared path for packets forwarding. Finally, the role switching and time leasing mechanisms are
applied to efficiently construct the link connections from the H-BS to their responsible multicast members.
The multicast tree constructed by the proposed RCMP has several good features which include the shortest
route between each source—destination pair, a high degree of path sharing, fewer forwarding nodes, and
low control overhead for route maintenance. Four multicast mechanisms namely, Flooding, Multiple Unicast
Routing mechanism, Traditional Multicast Routing mechanism, and the proposed RCMP were compared in
the simulation study. Simulation results show that the proposed RCMP scheme outperforms the other three
mechanisms in terms of the average multicast degree, control overhead, and multicast service cost.
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