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DYNAMIC CALIBRATION METHOD FOR
SINGLE AND MULTIPLE VIDEO CAPTURE
DEVICES

RELATED APPLICATIONS

[0001] This application is a Divisional patent application of
co-pending application Ser. No. 12/100,386, filed on 9 Apr.
2008, now pending. The entire disclosure of the prior appli-
cation, Ser. No. 12/100,386, from which an oath or declara-
tion is supplied, is considered a part of the disclosure of the
accompanying Divisional application and is hereby incorpo-
rated by reference.

BACKGROUND OF THE INVENTION

[0002] 1.Field of the Invention

[0003] Theinvention relatesto a video surveillance system,
and more particularly, to a dynamic calibration method for a
single and multiple video capture devices.

[0004] 2. Description of the Related Art

[0005] For a surveillance system with a plurality of pan-
tilt-zoom (PTZ) cameras, cameras may pan, tilt, or zoom
from time to time to acquire different views of the monitored
scene. However, when a camera pans or tilts, its extrinsic
parameters change accordingly. For this type of surveillance
systems, how to accurately and efficiently recalibrate the
extrinsic parameters of a plurality of PTZ cameras has
become an important issue.

[0006] Up to now, various kinds of approaches have been
developed to calibrate static camera’s intrinsic and extrinsic
parameters. For example, an off-line method has been pro-
posed to find the relationship between the realized rotation
angle and the requested angle so that they could control a PTZ
camera to keep tracking moving objects in the monitored
scene. (A. Jain, D. Kopell, K. Kakligian, and Y-F Wang,
“Using stationary-dynamic camera assemblies for wide-area
video surveillance and selective attention,” Proceedings of
IEEE Conf. Computer Vision and Pattern Recognition, vol. 1,
pp. 537-544, June 2006). Even though the error is corrected
via the off-line training for each rotation request, yet it is still
difficult to estimate the camera pose for each camera. Further,
this method only demonstrated the dynamic calibration of a
single PTZ camera, but not the calibration among a plurality
of PTZ cameras. Another method utilized the marks and
width of parallel lanes to calibrate PTZ cameras. (K.-T. Song
and J.-C. Tai, “Dynamic calibration of pan-tilt-zoom cameras
for traffic monitoring,” Proceedings of IEEE Transactions on
Systems, Man and Cybernetics, Part B, vol. 36, Issue 5, pp.
1091-1103, Oct. 2006). Although this method is practical for
traffic monitoring, it is not generally enough for other types of
surveillance systems.

[0007] Moreover, a dynamic camera calibration method
with narrow-range coverage has been proposed. (C. T. Huang
and O. R. Mitchell, “Dynamic camera calibration,” Proceed-
ings of Proc. Int. Symposium on Computer Vision, pp. 169-
174, Nov. 1995). For a pair of cameras, this method per-
formed the correspondence of feature points on the image
pair and used coplanar geometry for camera calibration. Still
another method utilized plane-based homography to deter-
mine the relative pose between a calibrating camera and a
projector. (B. Zhang, “Self-recalibration of a structured light
system via plane-based homography”, Proceedings of Pattern
Recognition, vol.40, Issue 4, pp. 1168-1377, Apr. 2007). Nev-
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ertheless, this method requires a corresponding feature point
and a structured light system to generate plane-based calibra-
tion patterns.

[0008] The aforementioned methods required correspond-
ing feature points and/or special calibration patterns. How-
ever, to dynamically calibrate a plurality of PTZ cameras,
calibration patterns and landmarks are not always applicable
since they may get occluded or even move out of the captured
scenes when cameras pan or tilt. On the other hand, if using
the correspondence of feature points, we need to keep updat-
ing the correspondence of feature points when cameras rotate.
For a wide-range surveillance system with many PTZ cam-
eras, the correspondence of feature points cannot be easily
solved.

[0009] Therefore, to solve the aforementioned problems,
the present invention proposes a novel dynamic calibration
method to improve the efficiency and feasibility for the cali-
bration of video capture devices.

SUMMARY OF THE INVENTION

[0010] Tt is therefore one of the many objectives of the
claimed invention to provide a dynamic calibration method
for the video capture device. The present invention can
acquire the variations of the pan angle and tilt angle of a single
video capture device according to the displacement of feature
points. For a plurality of video capture devices, the present
invention additionally considers the epipolar-plane constraint
among a plurality of video capture devices to achieve the goal
of dynamical calibration. The calibration method in the
present invention does not require specific calibration pat-
terns or complicated correspondence of feature points, and
can be applied to surveillance systems with wide-range cov-
erage.

[0011] Another objective of the claimed invention is to
provide a dynamic calibration method for the video capture
device, which allows the presence of moving objects in the
captured scenes while performing calibration. The calibra-
tion method in the present invention discards the feature
points related to a moving object to increase the accuracy of
calibration, and is very useful for applications related to
active video surveillance.

[0012] A dynamic calibration method for the video capture
device is disclosed. The calibration method comprises: pro-
viding at least one video capture device for capturing at least
one initial image; panning or tilting the video capture device
for capturing at least one successive image with different
angles; extracting at least one initial feature point from the
initial image, and extracting at least one feature point from
said successive image, wherein the feature point is corre-
sponding to the initial feature point; and acquiring the varia-
tions of a pan angle and a tilt angle of the video capture device
according to the displacement between the initial feature
point and the feature point. When the initial feature point or
the feature point comes from a moving object, discard this
initial feature point and the feature point.

[0013] Another dynamic calibration method for multiple
video capture devices is disclosed. The calibration method
comprises: providing a plurality of video capture devices;
capturing at least one initial image for each video capture
device, extracting at least one initial feature point from the
initial image, and forming epipolar planes according to the
projection centers of a video capture device pair and the initial
feature points on the images of this pair of video capture
devices; and panning or tilting the video capture device(s) for
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capturing at least one successive image with different angles,
extracting at least one feature point from the successive
image, wherein the feature point is corresponding to the ini-
tial feature point and located on the corresponding epipolar
plane; and acquiring the variations of a pan angle and a tilt
angle of each video capture device according to the epipolar-
plane constraint and the displacement between the initial
feature point and the feature point.

[0014] Below, the embodiments of the present invention are
described in detail in cooperation with the attached drawings
1o make easily understood the objectives, technical contents,
characteristics and accomplishments of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] FIG. 11is a flowchart illustrating a dynamic calibra-
tion method for a single video capture device according to an
embodiment of the present invention;

[0016] FIG.2 is adiagram schematically illustrating a cali-
bration system for a video capture device according to an
embodiment of the present invention;

[0017] FIG.3isadiagram schematically illustrating a basic
modeling of a video capture device setup of the present inven-
tion;

[0018] FIG. 4 is a diagram schematically illustrating two
successive images I, and I, captured by the video capture
device of the present invention;

[0019] FIG. 5 is a diagram schematically illustrating the
feature point extraction from the initial image I,_, and the
image I, of the present invention;

[0020] FIG. 6 is a diagram schematically illustrating a
pseudo plane according to an embodiment of the present
mvention;

[0021] FIG. 7is adiagram schematically illustrating a mov-
ing object appears in the image according to an embodiment
of the present invention;

[0022] FIG. 8 shows aflowchart describing a dynamic cali-
bration method for a plurality of video capture devices
according another exemplary embodiment of the present
invention;

[0023] FIG.9is a diagram schematically illustrating a cali-
bration system of a plurality of video capture devices accord-
ing to another embodiment of the present invention;

[0024] FIG. 10 is a diagram schematically illustrating an
epipolar plane formed by a pair of video capture devices; and
[0025] FIG. 11 is a diagram schematically illustrating the
images captured by a video capture device pair at different
timing, and the three corresponding epipolar lines.

DETAILED DESCRIPTION OF THE INVENTION

[0026] Please refer to FIG. 1. FIG. 11s a flowchart illustrat-
ing a dynamic calibration method of a single video capture
device according to an embodiment of the present invention.
Provided that substantially the same result is achieved, the
steps of the flowchart shown in FIG. 1 need not be in the exact
order shown and need not be contiguous, that is, other steps
can be intermediate. As shown in step S1, a video capture
device is provided to capture the initial image, wherein the
initial pose of the video capture device is defined. Then pro-
ceed to step S2. The video capture device pans or tilts in order
to capture the successive images with different angles. In step
S3, the video capture device can extract a plurality of initial
feature points from the initial image based on KLT (Kanade-
Lucas-Tomasi) algorithm, and extract the feature points cor-
responding to the initial feature points from the successive
image. Please note that, the Kanade-Lucas-Tomasi algorithm
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is considered well known in the pertinent art and only an
example of extracting feature points, and is not meant to be
taken as limitations. That is, as will be easily observed by a
personal of ordinary skill in the art, other embodiments of the
present disclosure utilizing different algorithms are also pos-
sible. As shown in step S4, if the initial feature points in the
initial image and the feature points in the successive image
coming from moving objects, these feature points should be
discarded in order to increase the accuracy of calibration.
Lastly, proceed to step S5. The variations of a pan angle and
a tilt angle of the video capture device can be acquired by the
displacement between the initial feature points and the fea-
ture points.

[0027] The further detailed dynamic calibration method for
a single video capture device is described as follows.

[0028] Please refer to FIG. 2. FIG. 2 is a diagram schemati-
cally illustrating a calibration system for a video capture
device according to an embodiment of the present invention.
As shown in FIG. 2, the calibration system in the present
invention includes a video capture device 10 in an environ-
ment and a computer system 12 which connects to the video
capture device 10. Please note that, the video capture device
10 can be a pan-tilt-zoom (PTZ) camera, or other video
devices. In this embodiment, the video capture device 10 can
be set on or near the ceiling. However, in other embodiments,
the setup position can be assigned by different conditions
depending on design requirements.

[0029] Please refer to FIG. 3. FIG. 3 is a diagram schemati-
cally illustrating a basic modeling of a video capture device
according to the present invention. This model has been used
in the video capture device of the present embodiment and the
video capture devices in the following embodiments. Here,
assume that the video capture device 10 is held above a
horizontal plane IT with a height h. The rotation center of the
video capture device 10 is denoted as Oy and the projection
center of the video capture device 10 denoted as O, which is
away from O, with a distance r. For the video capture device
10, its “rectified” pose is defined to be the case when the
optical axis of the video capture device is parallel to the
horizon. It is said that when the video capture device 10 is
rectified, its tilt angle is zero degrees. With respect to this
rectified pose, a “rectified world coordinate system” is
defined, where the projection center O, is defined as the
origin, the Z-axis is along the optical axis, and the X- and
Y-axis are parallel to the x- and y-axis of the projected image
plane, respectively. When the video capture device 10 has a
tilt angle ¢ and a pan angle 6 with respect to its rectified pose,
the projection center moves to a new position O. The back
projection function Z#-%%) coyld be deduced from the
image coordinates p=(x, y) on a tilted and panned video
capture device 10, under the constraint that the observed 3-D
point is lying on a horizontal plane with Y=-h. The back
projection finction) #®2##) can be expressed as follows:

PrCy(rSy — h) + aySy(r — hSs) — affhCySy 1
X a(yCy - B5)
Y = _h =
zZ PxSs(h—1Sg) + ayCy(r — hSg) — afhCyCy
a(yCy - BSs)
B(p,o,¢,h )

[0030] Here, Cq, Se, Cy, and S, represent cos(), sin(6),
cos(¢), and sin(¢) respectively. Q2 represents the set of intrin-
sic parameters of the video capture device.



US 2011/0285858 Al

[0031] At first, at time instant t-1, the video capture device
10 has a tilt angle ¢, , and a pan angle 8,_,, with a height h.
The video capture device 10 captures an initial imageI, |, as
shown in FIG. 4. Then the video capture device 10 starts to
pan or tilt at time instant t, and captures a successive image I,
with different pan and tilt angles, as shown in FIG. 4. Please
refer to FIG. 5 as well as FIG. 4. the computer system 12
extracts a plurality of initial feature points from the books on
the table in the initial image I, |, and then extracts a plurality
of feature points corresponding to the initial feature points
from the books of the successive image I,. Here, the computer
system 12 could use the KLT method to extract and track
these feature points in the successive image, and all extracted
feature points are corresponding to some unknown static
points in the 3-D space.

[0032] Assume that the rotation radius r of the video cap-
ture device 10 is far smaller than the distances between these
3-D feature points and the video capture device 10. Also
assume the variations of pan angle and tilt angle are very
small during the capturing of two successive images. With
these two assumptions, the projection center O, can be
thought to be fixed with respect to the 3-D feature points
while the video capture device 10 is panning or tilting, as
illustrated in FIG. 6. Moreover, assume there are three 3-D
spatial points P,. P, and P in the scene. Three projection
lines are formed respectively by connecting the projection
center O, and P, P; and P... These three lines intersect the
image plane of the video capture device 10 on the initial
feature points p,, ps and p., respectively. Along with the
three projection lines, the initial feature points p 4, pz and p
could be back projected onto a pseudo plane IT', which forms
three pseudo points ™4, 72 , and ¢ Wherein the coordinates of
the pseudo plane IT' is (0,0,Z). In other words, the three 3-D
points P,, P, and P can be replaced by the three pseudo
points 4, P2 and f¢ on their projection lines. There is no
influence on the projected points in the image plane as long as
the projection center of the device 10 is thought to be fixed.
Additionally, if these 3-D points P, P; and P stay static
during the capture of images, the corresponding feature
points in image I, can also be back-projected onto the same
pseudo points 74, ©5, and ©< on the pseudo plane IT". That is, if
the video capture device 10 has the pan angle 0,_, and the tilt
angle ¢, , while capturing the initial image I,_,, and has the
pan angle %1% and the tilt angle **? while capturing the
image [, the computer system 12 can find the optimal ** and
A% that minimize the following formula:

. . (2)
[B(hes 61 + 86, 6,1 + 80— Bipes 01, ¢ )|

1=

D=

P
i

1

[0033] In the equation (2), ® represents the back projection
function of an image feature point onto the pseudo plane IT'.
p, denotes an initial feature point in the initial image I, ;, and
# denotes the feature point in the successive image I, corre-
sponding to the initial feature point. K is the total number of
image feature points for calibration. Please note that, the
altitude parameter h can be ignored if the Z coordinate is
fixed. The intrinsic parameter €2 can also be ignored since it is
not changed when the video capture device 10 pans and tilts.
Therefore, based on the equation (2), the computer system 12
can determine the variation of pan angle % and the variation
of tile angle % according to the displacement between the
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initial feature points and the feature points, and then derive
the pan angle **% and the tilt angle ®**® while capturing
the image I..

[0034] Moreover, the aforementioned method has assumed
that all the feature points utilized for calibration correspond to
some static 3-D points in the scene. However, in real appli-
cations, such as object tracking or positioning, some moving
objects may be present. To guarantee accurate calibration, the
feature points related to moving objects should be removed.
As shown in FIG. 7, a moving object (e.g. a human being 14)
exists in the initial image I, ,. Thus, the initial feature points
corresponding to the human being 14 should be removed and
discarded in order to assure the accuracy of calibration. The
same, any feature points related to the moving object appear-
ing in the image I, should be removed as well.

[0035] The dynamic calibration operation of determining
whether the initial feature points and the feature points come
from moving objects is detailed as follows. Because the initial
image and the successive image are captured with different
angles, displacements exist between the initial feature points
and the corresponding feature points. Therefore, in the
present invention, the computer system 12 first makes the
video capture device rotate under different angles in the static
scene (i.e. the scene without any moving object) to calculate
the displacements between all initial feature points and the
corresponding feature points, and then derives the median
from these displacements for each different rotation angle.
Next, the computer system 12 calculates the standard devia-
tion of the displacements based on each median, and plots the
relationship between the standard deviations and the corre-
sponding medians. In practice, the feature point displace-
ments in the static scene have a similar statistical behavior.
However, the statistical behavior for the feature point dis-
placements which come from moving objects will be much
different. Thus, when the displacement of a feature point is
away from the median by three standard deviations, that
feature point is treated as an undesired feature point and
discarded.

[0036] Please refer to FIG. 8. FIG. 8 shows a flowchart
describing a dynamic calibration method for a plurality of
video capture devices according another exemplary embodi-
ment of the present invention. Provided that substantially the
same result is achieved, the steps of the flowchart shown in
FIG. 8 need not be in the exact order shown and need not be
contiguous, that is, other steps can be intermediate. As shown
in step S1, a plurality of video capture devices are provided to
capture the initial images, wherein the initial pose and related
3-D position of each video capture device are defined. Then
proceed to step S2. The video capture devices start to pan or
tilt to capture the successive images with different angles. In
step S3, for the multiple video capture devices, the computer
system 12 extracts a plurality of initial feature points from the
initial images based on the KLT algorithm, and extracts the
feature points corresponding to the initial feature points from
the successive images. As shown in step S4, if the initial
feature points in the initial images and the feature points in the
successive images come from moving objects, these feature
points should be discarded in order to increase the accuracy of
calibration. Then proceed to step S5 and step S6. Every two
video capture devices can form some epipolar planes based
on their initial related positions. That is, for two video capture
devices, their projection centers, together with one initial
feature point in the initial image of any one capture device,
determine an epipolar plane. The epipolar plane will be fixed
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as long as these two projection centers can be thought to be
fixed, and the observed point remains static in the space.
Hence, the feature point in the successive image will still lie
on the corresponding epipolar plane. Then, for each video
capture device, the computer system 12 can acquire the varia-
tions of pan angle and tilt angle according to the epipolar-
plane constraint and the displacements between the initial
feature points in the initial image and the feature points in the
successive image, as shown in step S7.

[0037] The dynamic calibration operation of a plurality of
video capture devices for determining whether the initial
feature points and the feature points come from moving
objects is detailed as follows. Because the initial image and
the successive image are captured with different angles, dis-
placements exist between the initial feature points and the
corresponding feature points. Therefore, in the present inven-
tion, the computer system 12 first makes each video capture
devicerotate under different angles in the static scene (i.e. the
scene without any moving object) to calculate the displace-
ments between all initial feature points and the corresponding
feature points, and then derives the median from these dis-
placements for each different rotation angle. Next, the com-
puter system 12 calculates the standard deviation of these
displacements based on each median, and plots the relation-
ship between the standard deviations and the corresponding
medians. In practice, for each video capture device, the fea-
ture point displacements in the static scene have a similar
statistical behavior. However, the statistical behavior for the
feature point displacements which come from moving objects
will be much different. Thus, when the displacement of a
feature point is away from the median by three standard
deviations, that feature point is treated as an undesired feature
point and discarded.

[0038] Moreover, the extracted feature points on the same
epipolar plane in the images captured from different video
capture devices are not limited to exactly come from the same
3-D points. That is, the feature points on the corresponding
epipolar lines in the images of a video capture device pair may
not be point-wise matched. However, their back-projected
points in the 3-D space must be “somewhere” on the corre-
sponding epipolar planes.

[0039] The further dynamic calibration method for a plu-
rality of video capture devices is detailed as follows.

[0040] Please referto FIG. 9. FIG. 9 is a diagram schemati-
cally illustrating a calibration system for a plurality of video
capture devices according to another embodiment of the
present invention. As shown in FIG. 9, the calibration system
for the video capture device in the present invention includes
a plurality of video capture devices 10, 16, 18, and 20 in an
environment. Please note that, the video capture devices 10,
16, 18, and 20 can be pan-tilt-zoom (PTZ) cameras, or other
video devices. To further increase the accuracy of calibration,
the 3-D spatial relationship among video capture devices
should be taken into concern in addition to the aforemen-
tioned displacement information between feature points in
the temporal domain. Here, the dynamic calibration in the
present invention is achieved by adding the epipolar-plane
constraint among a plurality of video capture devices.
[0041] In specific, the epipolar-plane constraint is com-
posed of a pair of video capture devices and a feature point on
the image of one video capture device. Here, take the video
capture devices 10 and 16 for instance. As shown in FIG. 10,
assume that the projection centers of the video capture
devices 10 and 16 are O, and O, respectively. There is one
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point, namely P, in the 3-D space. The projection centers
O, and O,.,, together with the 3-D point P, determine an
epipolar plane I1. This epipolar plane IT intersects the image
plane 21 of the video capture device 10 to form the initial
epipolar line1,, and intersects the image plane 22 of the video
capture device 16 to form the initial epipolarlinel,. Ifp,* and
p.;> are the projected points of the 3-D point P, on the image
planes 21 and 22, they must lie on 1, and 1,, respectively.
Hence, p,,', p..%, Oy, and O, are coplanar. Moreover, other
points in the 3-D space are also projected onto the initial
epipolar lines 1, and 1. For example, p;' and p,' are located
on the initial epipolar line 1,, and p,," and p,;' are located on
the initial epipolar line 1,. The epipolar plane II can be
expressed as follows:

1(0c1,.00.04" 0" $1)=0,001x0¢ B(p4".6".0") 3
[0042] or
1(0c1,.00.04° 0° 49)=00 0c>x0¢ B(p.*,0°.47). 4

[0043] Wherein® (PAl’el,“’l) and ® @Az’ez,“’z) are the functions
defined in the equation (1).
[0044] Inthe exemplary embodiment of the present inven-
tion, at first, the video capture devices 10 and 16 have been
calibrated at the time instant t— 5 1.The pan and tiltangles of the
video capture device 10 are ®,_, and ®,_|, Whlle the pan and
tilt angles of the video capture device 16 are ¥, and ¥,_,
The video capture device 10 captures the initial image It_ 1
while the video capture device 16 captures the initial image
I?, ;. At the time instant t, the video capture device 19 rotates
to a new pan angle ®,_ **?, and a new tilt angle *, **¥
Whlle the video capture device 1 26 rotates to a new pan angle
™%, and a new tilt angle ¥, 1+A¢ The video capture
device 10 captures the successive image I',, while the video
capture device 16 captures the successive image I%,. Next, the
computer system 12 extracts an initial feature point p_,* from
the initial image I', ,, and extracts a corresponding feature
point”# from the image I',. That is, at the time instant t, the
initial feature point p,* moves to the feature point #4* in the
image I',. Similarly, the video capture device 16 extracts an
initial feature point p,* from the initial image I°,_,, and
extracts a corresponding feature point #4* from the image I*,.
That is, at the time instant t, the initial feature point p ,* moves
to the feature point #+* in the image I,

[0045] Next, to address the issue in more detail, please refer
to the calibration method for the video capture device 10 first.
Asmentioned above, at the time instant t—1, the initial feature
points p ' andp ., and the projection centers O, and O, are
located on the same epipolar plane IT, as shown in FIG. 10. At
the time instant t, since the 3-D lpomt P, is static, the pan angle
9 "%, and the tilt angle ® +A¢ , of the video capture
device 10 can be found such that the feature point 7! in the
image I is still located on the same epipolar plane. That s,
A% and 4%, can be found such that:

B(

B0, A0 0t 420 VMO0 Ot i N0 5)
[0046]  Similarly, for p;" and p.' which share the same
epipolar line with p*, 2%, and 2, can be found as follows:

B(

f’Blretfl1+Aet17¢t711+A¢tl)'n(OClroCZ:pAl’et—llzq)z—l 1):0 (6)

B(

Bl Bt +A0, 9, +A9 1Oy O 0,1 9oy )0 )



US 2011/0285858 Al

[0047] In order to increase the accuracy of calibration, the

dynamic calibration method in the present invention can

extract a plurality of epipolar lines. Assume that m epipolar

lines have been extracted from the initial image I',_, . On the

jth epipolar line, where j=1,2, , m, n, feature points

ot ol 2 havebeenextractedonlmagel 1. Thesen,
1

L
ol ol i
fleature pomts move to feature points " 2° "} onimage
Iy
[0048] Based on the epipolar-plane constraint, the optimal
291 and 2%! can be estimated by minimizing the following

equation:

Gl = 8

& 2
> > UB(p, 0 + A6, 61y +A6})-w(Oc1. Oca. ph Oy, 91

[0049] Furthermore, under the construction ofa plurality of
video capture devices, the variations of the pan angle and tilt
angle of the video capture device 10 can be taken into account
with the displacement of all feature points and the epipolar-
plane constraint. That is, by integrating the equations (2) and
(8),2% and *® ! can be estimated by minimizing the follow-
ing equation:

=
=

|IB (PJ 0L+ 001 g1 +AGL ) - Bl 0. oL 1'”
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IB(p 611 + A0} 81y +Ady)-7(Ocy. Oca. ph O
=

.
I

[0050] Since the video capture device 16 has the same
calibration method and operation with the video capture
device 10, detailed description is omitted for the sake of
brevity. Similarly, the variations of pan angle “%* and tilt
angle %2 of the video capture device 16 can be estimated by
minimizing the following equation:

= (10)

=

CANARCE
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J
> D IB(p 61 + 887 61 + M) m(Ocr. Oca. p} - 620
i=1

M;
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[0051] Here, A is a parameter to weight the contributions of
the displacement of feature points and the epipolar plane
constraint.

[0052] As shown in FIG. 11, the video capture devices 10
and 16 capture the initial image I',_, and I?,_, respectively at
the time instant t-1. There are three initial epipolar lines Al,
A2, and A3 in the image I',_,. There are three initial epipolar
lines B1, B2, and B3 corresponding to the initial epipolar
lines A1, A2, and A3 in the image I?,_,. These initial epipolar
lines A1, A2, A3, B1, B2, and B3 form three epipolar planes.
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Next, the video capture devices 10 and 16 capture the image
I', and %, respectively at the time instant t. There are three
epipolar lines Al', A2', and A3', corresponding to the initial
epipolar lines A1, A2, and A3, in the image I',. There are three
epipolar lines B1', B2', and B3', corresponding to the initial
epipolar lines B1, B2, and B3, in the image I?,. Therefore, the
computer system 12 can calculate the variations of the pan
angle and tilt angle of the video capture devices 10 and 16
according to the epipolar-plane constraint at the time instant
t-1 and the displacement between the feature points. That is,
at the time instant t, the new pan angle®,_ **% andftilt angle
¢ 1+A¢ of the video capture 2df:Vlce 10, and the new pan
angle ° . and tilt angle ¥,_*2%", of the video capture
device 16 can be derived based on the equations (9) and (10).
[0053] Furthermore, the extracted feature points on the
same epipolar plane in the images captured from different
video capture devices are not limited to exactly come from the
same 3-D points. Moreover, the dynamic calibration method
in the present invention utilizes the epipolar-plane constraint
rather than the complicated point-wise correspondence of
feature points in the related art. Therefore, the calibration
method in the present invention allows different numbers of
feature points located on the corresponding epipolar lines in
the image pair captured by the devices 10 and 16. As shown in
FIG. 11, there are three feature points on the initial corre-
sponding epipolar lines, Al in the image I',_, and B1 in the
image I?,_; however, there are only two feature points on the
epipolar line A1' in the image I',. Nevertheless, the epipolar
lines A1' and B1', together with the initial epipolar lines A1
and B1, are still located on the same epipolar plane.

[0054] Actually, in practice, as long as an initial feature
point in the initial image is within the predefined distance
from an initial epipolar line, that initial feature point is treated
as on the initial epipolar line. Similarly, as long as a feature
point in the successive imageis within the predefined distance
from the epipolar line, that feature point is treated as on the
epipolar line. In this embodiment, the predefined distance is
three pixels. However, the predefined distance is not limited
to the above definition. That is, in other embodiments, the
predefined distance can be assigned by different conditions
depending on design requirements.

[0055] Incontrastto the related dynamic calibration opera-
tion art, the calibration method of the present invention uti-
lizes the epipolar-plane constraint and the displacement of
feature points to calibrate the pan angle and tilt angle of each
video capture device. That is, the dynamic calibration method
of the present invention provides an easier and more efficient
process to acquire the variations of the panangle and tilt angle
of the video capture device without any specific calibration
pattern, indicator, or a complicated correspondence of feature
points. The dynamic calibration method of the present inven-
tion can be applied to a wide-range surveillance system with
aplurality of video capture devices. Moreover, the calibration
method of the present invention also allows the presence of
moving objects in the captured scenes while performing cali-
bration. Hence, the dynamic calibration method of the present
invention can be very useful for applications related to active
video surveillance.

[0056] Those described above are only the preferred
embodiments to exemplify the present invention but not to
limit the scope of the present invention. Any equivalent modi-
fication or variation according to the shapes, structures, fea-
tures and spirit disclosed in the specification is to be also
included within the scope of the present invention.
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What is claimed is:
1. A dynamic calibration method for video capture device,
comprising:
providing at least one video capture device for capturing at
least one initial image;
panning or tilting said video capture device for capturing at
least one successive image with different angles;
extracting at least one initial feature point from said initial
image, and extracting at least one feature point from said
successive image, wherein said feature point is corre-
sponding to said initial feature point; and
acquiring variations of a pan angle and a tilt angle of said
video capture device according to the displacement
between said initial feature point and said feature point.
2. The calibration method of claim 1, wherein when said
initial feature point comes from a moving object, discard said
initial feature point.
3. The calibration method of claim 1, wherein when said
feature point comes from a moving object, discard said fea-
ture point.
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4. The calibration method of claim 1, wherein the rotation
radius of said video capture device is far smaller than the
distance between said video capture device and the observed
3-D spatial point from which said initial feature point comes.
5. The calibration method of claim 1, wherein the varia-
tions of said pan angle and said tilt angle of said video capture
device are minute.
6. The calibration method of claim 1, wherein the step of
acquiring the variations of said pan angle and said tilt angle of
said video capture device further comprises:
back-projecting said initial feature point onto a pseudo
plane to form a corresponding pseudo point; and

searching a pose of said video capture device so as to back
project said feature point to said pseudo point on said
pseudo plane.

7. The calibration method of claim 1, wherein said video
capture device is a video camera.
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