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Abstract—This study proposes a new approach to video-based traf-
fic surveillance using a fuzzy hybrid information inference mechanism
(FHIIM). The three major contributions of the proposed approach are
background updating, vehicle detection with block-based segmentation,
and vehicle tracking with error compensation. During background updat-
ing, small-range updating is adopted to overcome environmental changes
under congested conditions. During vehicle detection, the proposed ap-
proach detects the vehicle candidates from the foreground image, and
it resolves problems such as headlight effects. The tracking technique is
employed to track vehicles in consecutive frames. First, the method detects
edge features in congested scenes. Next, FHIIM is employed to determine
the tracked vehicles. Finally, a method that compensates for error cases
under congested conditions is applied to refine the tracking qualities. In
our experiments, we tested scenarios both inside and outside the tunnel
with three lanes. The results showed that the proposed system exhibits good
performance under congested conditions.

Index Terms—Congested condition, traffic surveillance, vehicle detec-
tion, vehicle tracking.

I. INTRODUCTION

The use of vehicles for transport is rapidly increasing with improve-
ment in our quality of life. However, such an increase in the use of
vehicles compounds traffic problems. Therefore, intelligent transporta-
tion systems have become very popular research fields. To monitor
traffic, vision-based traffic surveillance is one of the most popular
methods, and comprehensive and up-to-date surveys are provided in
[1] and [2].

Although many surveillance methods have been presented, two
problems still need to be solved in congested situations, especially in-
side tunnels. First, the low angle of the camera means that vehicles are
easily connected visually in images. Therefore, occluded vehicles need
to be separated to achieve detection accuracy. Second, the background
updating in congestion is important because of the cover of vehicles.
In this brief, we propose three methods for resolving these prob-
lems. First, a modified background-updating procedure is proposed
to smoothly update a background image during congestion. Second,
occluded vehicles are segmented based on their interinformation.
Third, tracking verification is performed by our proposed fuzzy hybrid
information inference mechanism (FHIIM), where compensation is
invoked when the comparison result is dissimilar.

This brief is organized as follows: Section II describes related
works. Section III describes the background extraction and updat-
ing procedure. Vehicle extraction and vehicle tracking are addressed
in Sections IV and V. The experimental results are presented in
Section VI, and finally, our conclusions are stated in Section VII.
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II. RELATED WORKS

Several researchers developed great systems for traffic surveillance
over the past few decades. Kanhere and Birchfield [3] presented a
taxonomy for roadside camera calibration. Wang [4] presented an
overview of the background, concepts, basic methods, major issues,
and current applications of parallel transportation management sys-
tems. Tsai et al. [5] presented a novel vehicle detection approach
for detecting vehicles based on static images that used color and
edges. This method introduced a new color transform model for
finding important “vehicle colors” to quickly locate possible vehicle
candidates. Kanhere and Birchfield [6] provided a method for seg-
menting and tracking vehicles on highways using a camera that was
of relatively low level. Wang [7] proposed a joint random field model
for moving vehicle detection in video sequences. The proposed method
could handle moving shadows, lights, and various weather conditions.
Melo et al. [8] described a low-level object-tracking system that pro-
duced accurate vehicle motion trajectories, which could be further ana-
lyzed to detect lane centers and classify lane types. Mosabbeb et al. [9]
used shadows as a feature of vehicles, and a background model verified
the detection of shadows. In addition to daytime traffic monitoring,
tracking and pairing of vehicle headlight was also addressed in [10]
and [11]. A self-diagnosing intelligent surveillance system is designed
for monitoring both daytime and nighttime scenes [12]. Background
modeling is used in the following video surveillance systems. How-
ever, the update in congested flow is less addressed. Self-adaptive
background subtraction was proposed to refine the background [13].
Kumar et al. [14] segmented the vehicles from the background and
classified the vehicle using Bayesian network. Hsieh et al. [15] identi-
fied lane locations and their corresponding lane widths, and then, line-
based shadow elimination was performed to separate the occlusion
caused by shadows. Pang et al. [16] proposed a generalized deformable
model for segmenting the occlusion blobs in the foreground image.

III. BACKGROUND EXTRACTION AND UPDATING

Background model is one of the most useful methods for change
detection. Therefore, many background-modeling methods were used
in previous studies, such as sigma–delta estimation (SDE) [17] and the
Gaussian Mixture Model.

Generally speaking, the color intensities gradually change in
the monitored environment, and the background image should be
smoothly updated to overcome luminance changes. Therefore, a nor-
mal updating using the SDE method can successfully adjust the colors
of the reference background image in stable traffic flows. However,
under congested conditions, many vehicles cover the background
pixels for a long period. The updating problems become difficult,
because the background image needs to be accurately updated and
it also needs to simultaneously detect moving objects. Therefore, the
occupancy (K) in (1) is computed to distinguish whether the flow is
free or forced. If the traffic flow is free, a normal updating flow is
performed. Otherwise, our proposed small range updating is applied
to update the background image

K =
Ni

N
× 100% (1)

where N is the number of frames in a period, and Ni is the number of
frames where the lane is occupied by vehicles. An occupancy example
is shown in Fig. 1.

Under the congested conditions shown in Fig. 2, SDE may lead to
false updates of nonbackground information in the background model.
As a result, an approach that can be applied to solve this serious
problem is proposed here. In congestion, the background intensities
are assumed to change within a certain small range. The gray levels

Fig. 1. Example of occupancy.

Fig. 2. Experimental results after applying the method to congested flows.
(Top) Input image. (Middle) Updated background image using SDE method.
(Bottom) Updated background image using the small-range update.

between 0 and 255 are equally divided into N small ranges, where N
denotes the number of ranges. The histogram statistics for each pixel
then only count the number in each small range. The statistic value
Sn(m) of the mth pixel in the nth small range is calculated using (2),
shown below, whereas the average gray value μn(m) in the nth small
range is calculated using (3), also shown below,

Sn(m) =

{
Sn(m) + 1, if I(m) ∈

[
n×256

N
, (n+1)×256

N

)
,

Sn(m), otherwise
(2)

μn(m) =
1

Sn(m)

Sn(m)−1∑
i=0

Ii(m) (3)

where the intensity of the mth pixel in the current frame is I(m), and
Ii(m) is the ith intensity in the nth range.

After computing the average value μn in each small range, the
background model can be determined as updated or not. To avoid up-
dating the foreground object into the background image, the updating
should be very carefully performed in a small range. After the absolute
difference value of the background intensity and the average value
μn in each range is obtained, the background intensity is updated if
the difference is smaller than the range. Otherwise, this background
pixel is not updated. By evaluating different scenarios and analyzing
different experimental results, the value of N is 16, whereas the period
for accumulating the number of frames in the nth range is 150 frames.
If the occupied frame number is more than 90, the small range update is
performed for the congested condition. Fig. 2 shows the experimental
results after applying the method under congested conditions. Com-
pared with updating using the traditional SDE method, the side effects
of moving vehicles in congestion are significantly better removed by
applying the proposed updating method.

IV. VEHICLE EXTRACTION

In this section, we introduce a method for separating moving objects
from an input image. First, foreground segmentation and moving-edge



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 14, NO. 1, MARCH 2013 487

Fig. 3. Example of moving-edge detection. The noise edges generated by
road marks and lane marks are greatly reduced. (a) Original Sobel edge.
(b) Moving edge.

extraction are used to obtain the moving features of vehicles. Then,
connected component labeling is used to identify the shapes of objects.
Finally, each labeled object is verified based on its visual features.
Block-based foreground segmentation is adopted here to decrease the
noise of pixels, and it also reduces the computation loading by ap-
plying connected component labeling. We suppose that the size of the
input image is M ×N , and the size of a designated block is D ×D.
The input image can then be separated into MB ×NB blocks. For
each block, the sum of the absolute difference (SAD) is calculated be-
tween each input image and the background image to confirm whether
each block is foreground or not. Connected component labeling is then
applied to identify the shapes of the moving blocks. To resolve the
problem of visually connected vehicles, the information from lanes is
used to mask the segmentation images, so false-merged objects can
be successfully separated. Although tall vehicle may segment into two
vehicles, the edge and tracking is applied to verify. After connected
component labeling, the rectangle information is obtained. However,
even the block-based segmentation is performed, some tiny objects
generated by noises whose visual widths is less than half the lane
width should be removed. In addition to the foreground, the moving
edge is an important feature of the proposed system. The advantage of
applying edge is their stability under different luminance conditions.
Moreover, the moving edge can vertically separate two vehicles. Edge
features are obtained by applying a Sobel operator to the image.
However, the edges produced by lane marks and road marks may
have an impact on the shapes of vehicle edges. Thus, the edges of a
background image are taken into consideration to reduce the noise.
Therefore, the edge generated by the background, lane marks and road
marks can be removed using the edge in the background image. The
comparison results are shown in Fig. 3.

V. VEHICLE TRACKING

A tracking procedure is required by the surveillance system to
identify the same vehicle in consecutive frames. Objects may be
strongly connected into one large rectangle after connected component
labeling. Therefore, measurements in the current frame should con-
sider the information from the previous frame, and the tracked object
should be masked to avoid effects on the new tracking. A Kalman
filter has been successfully used for moving object tracking. However,
the measurement noise for width and height of vehicles in different
positions is hard to measure. In this brief, a new procedure was
developed for simultaneously tracking multiple vehicles, particularly
under congested conditions. First, the new positions of the tracked
objects are measured using a feature-searching method. Second, the
FHIIM method is used to verify the tracking results and to decide
whether to compensate for the errors. When the result needs to be
compensated, a prediction is used to refine the result. Finally, masks
are used to remove the tracked objects from the foreground images.

Fig. 4. Vehicle edge vertical projection under congested conditions.

Fig. 5. Diagram of the ROI extension for a moving-edge image.

A. Searching for the Tracked Vehicles

Under congested conditions, incorrect vehicle boundaries may be
detected due to the visually connected vehicles in the foreground
image. To resolve this problem, the moving edge is used to determine
the top and bottom boundaries of vehicles. The moving-edge feature is
the most robust feature of vehicles, and they have few distortions under
congested conditions. Fig. 4 shows the edge image in the middle lane
and the corresponding vertical projection under congested conditions.
In this figure, the edges still maintain their properties of a local
maximum in the vertical projection. This means that the edges can be
used to identify vehicle boundaries under congested conditions. The
detailed steps of boundary searching are described here.

Step 1: Set the extension. The movement is not significant between
two continuous frames, so the region of interest (ROI) at time
t is determined according to the rectangle at time t− 1. If the
positions of vehicles are higher in the image, the movements
will become smaller. As a result, the extension is dynamically
determined in Fig. 5, where (XTL, YTL) and (XBR, YBR) are the
corresponding top-left and bottom-right positions of the rectangle
in the previous frame. (X ′

TL, Y
′
TL) and (X ′

BR, Y
′
BR) are the

positions of the extended region. The extension size λ has a value
that ranges from one block size to three block sizes, depending on
the position of the vehicle. The search is performed by vertically
scanning on the moving-edge histogram. To reduce noise effect,
the edge histogram is smoothly modified using a low-pass filter
with a size that is equal to one block size. First, the top position
is searched to find the maximum edge density from the central
side to the top side in the ROI. Similarly, the bottom boundary is
also determined by density scanning. Other than the end-scanning
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Fig. 6. Diagram of the ROI extension.

Fig. 7. Diagram of side scanning. (a) Left-side scanning. (b) Right-side
scanning.

conditions, the height is determined based on the top and bottom
boundaries, which should be less than or equal to the original
height. This is because the appearance sizes of vehicles decrease
as they leave the detection zone.

Step 2: After obtaining the top and bottom boundaries of the tracked
objects, the next step is to search the left and right boundaries.
Because of the ambiguous left and right boundaries of moving
edges, the left and right boundaries are searched by reference to
the foreground image. However, the foreground image needs to
be compensated before beginning the search for the boundaries
of the right and left sides. Object positions are determined based
on the densities of the foreground image, so the search result is
sensitive to a broken foreground image. Thus, the broken regions
must be filled to achieve better search results. The search of the
ROI is further extended in Fig. 6. (XTL, YTL), and (XBR, YBR)
are the corresponding top-left and bottom-right positions of the
region in the previous frame. (X ′

TL, Y
′
TL) and (X ′

BR, Y
′
BR) are

the positions of the extended region. Left- and right-side scanning
from the middle to the two sides determines the density of the
rectangle where size Lw is equal to the block size. The scanning-
end conditions are also determined based on the density and the
boundaries of the ROI rectangle. Left- and right-side scanning
are shown in Fig. 7. After applying scanning procedures, the
boundaries are determined for the tracked objects.

B. Verifying the Results of Tracking by FHIIM

To verify the tracking results in the current and previous frame,
we used an FHIIM. Two features are utilized in FHIIM, i.e., the
color similarity and the area consistency. The color intensity distri-
bution is typically used to assess the tracking results. The proposed
method compares the color intensity distribution histograms, because
histogram comparison considers all colors in the tracked regions.
Higher scores will be obtained if the search results match the previous
tracking results. The orders of colors need to be initially reduced, be-
cause more colors may be a greater waste of computational resources.
In our proposed system, the gray level of each color channel is reduced
from 256 to 32. To reduce computational resource consumption, the
color similarity measurement δ is derived using (4), where HA is the

Fig. 8. Membership functions of color comparisons.

histogram of the search results at time t, and HB is the histogram of
the tracking result at time t− 1. The maximum 1 occurs when the two
distributions are the same, whereas the minimum 0 occurs when the
two distributions are different.

δ =

32767∑
i=0

Min
(
ĤA(i), ĤB(i)

)
32767∑
i=0

Max
(
ĤA(i), ĤB(i)

) , 0 ≤ δ ≤ 1. (4)

The movements of the objects must be continuous if the frame rate
is sufficiently high. Thus, the correct tracking result must contain the
relationships for time t, t− 1, and t− 2. The search and tracking
regions will overlap if the search is successful. A1 is assumed to be
the searched region at time t. A2 and A3 are tracking regions at time
t− 1 and t− 2, respectively. In the following, the overlap ratio R is
the ratio of the search and tracking results:

R =
AA1∩A3

AA1∩A2

. (5)

Although information is obtained from the color comparison and
area comparison, any direct comparisons are not reliable. Therefore,
fuzzy theory, which is denoted as FHIIM, is used to make the compar-
ison more reliable. Three linguistic variables, i.e., “low,” “medium,”
and “high,” are defined as the degrees of the color and the area
comparisons, which were used as the inputs of the fuzzy inference
system. The membership functions of these two inputs are shown in
Figs. 8 and 9. The fuzzy logic output variable contains five mem-
bership functions, and these five membership functions represent the
correctness of tracking. The five membership functions in the output
and their linguistic variables are defined as “different,” “unlike,”
“normal,” “like,” and “same.” The membership functions of the output
are shown in Fig. 10. The fuzzy logic inference engine is responsible
for decision making within the conceptual framework of fuzzy logic
and approximate reasoning. The rule base of the relationships between
the inputs and outputs is an important part of the fuzzy logic system.
Because there are three membership functions in each input variable,
there are nine state evaluation fuzzy rules in the rule base of the fuzzy-
based behavior decision system, which are shown in Table I.

The output degree is formulated using the fuzzy sets and fuzzy rules.
Thus, the coordination of different reactive behaviors can be read-
ily performed using fuzzy reasoning. The process of defuzzification
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Fig. 9. Membership functions of position comparisons.

Fig. 10. Output membership function.

TABLE I
RULE TABLE FOR FUZZY INFERENCE

converts fuzzy information into a crisp result, and the aim of the
defuzzification strategy is to make the crisp result perfectly repre-
sent the possibility distribution of the inferred fuzzy output. One of
the defuzzification methods, i.e., the center-of-area (COA) method
provided in

Z∗
COA =

n∑
i=1

μC(zi)× zi

n∑
i=1

μC(zi)

(6)

where zi represents the amount of the output at the quantization level
i, and μC(zi) represents its membership value, is used here.

Fig. 11. Diagram showing the prediction for error compensation. (a) Updating
to the position with the minimal SAD value. (b) Original pattern.

C. Tracking Compensation and Masking the Tracked Vehicles

In general, the tracking procedure does not easily lose its target
under noncongested conditions. Although FHIIM is used, some unpre-
dictable conditions still occur, where the inference results may differ
under congested conditions. We propose a mechanism to prevent these
situations, which compensates for this uncertainty. First, the ROI with
a blue rectangle is extended, as shown in Fig. 11. Then, the SAD for
each position in the ROI is computed to determine the difference from
the original pattern at time t− 1. Tracking is then updated for the
position where the SAD value is minimal. Finally, the mask is used
to eliminate the tracked objects from the foreground image when the
tracked rectangle is determined. If the tracked objects are eliminated
from the foreground image, the untracked objects will be correctly
labeled by connected component labeling.

VI. EXPERIMENTAL EVALUATION

In this section, the performance of the proposed system was evalu-
ated using traffic surveillance videos. This analysis and the comparison
are discussed in detail. Two scenarios were tested in the experimental
evaluation, i.e., Chien-Kuo Bridge in Taipei City in the daytime
and nighttime using camera 19 and Mu-Cha Tunnel on Highway 3
using camera 27. There were many challenges in both scenarios. The
cameras were very old, and the resolution was not very clear in either
scenario. In particular, the camera build was not high enough to cope
with the tunnel’s limitations. As a result, the overlapping of vehicles
was a serious problem in the images. These scenarios were all tested
using a Windows XP platform with an Intel Core 2 2.14-GHz central
processing unit and 2-GB random access memory. The size of image
was 320 × 240, the sampling rate of the sequence was 30 frame/s, and
the processing time ranged from 17 to 23 ms. Experimental evaluations
were conducted in six environmental situations. In the quantitative
evaluations of the proposed system, the Recall and Precision given in

Recall =Tp/(Tp + Fn) (7)

Precision =Tp/(Tp + Fp) (8)

where Tp (true positives), Fp (false positives), and Fn (false
negatives) represent the number of correctly detected vehicles, the
number of falsely detected vehicles, and the number of missing
vehicles, respectively, were used to evaluate the information retrieval
performance [18].

A. Analysis of Congested/Noncongested Situations

The experimental results are shown in Table II.

B. Analysis of Results Inside and Outside the Tunnel

The Recall and Precision were both worse inside the tunnel under
congested conditions than outside the tunnel, because the height of



490 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 14, NO. 1, MARCH 2013

TABLE II
EXPERIMENTAL RESULTS FOR THE SIX SCENARIOS

the camera was much lower, and occlusion problems were serious.
However, under noncongested conditions, although the performance
inside the tunnel is poor in the day, there is no significant difference
between the performance inside the tunnel and the performance at
night.

C. Analysis of Daytime, Nighttime, and Tunnel Situations

Under noncongested conditions, the performance in the daytime
was better than during the nighttime and inside the tunnel, because the
image was much clearer, and there was better contrast in the daytime.
Therefore, the Recall and Precision were better in the daytime than
the nighttime. The Precision in the daytime was also higher than the
nighttime and inside the tunnel. Finally, the Recall and Precision were
almost the best in the daytime in all scenarios.

D. Analysis of Three Lanes

Under congestion, the Recall was higher in the right lane than the
other two lanes. Under noncongested conditions, the Precision was
worse in the left lane than the other lanes, because the vehicle in
the left lane was further from the camera. However, the situation was
more complex under congested conditions, and there was no obvious
disadvantage in the left lane.

E. Comparisons With Citilog and Method [9]

First, our proposed approach was compared to Citilog, which is an
international company focused on traffic surveillance. Media tunnel
is their most advanced video-based monitoring and surveillance prod-
uct, which allows traffic, security, and safety management operators
to identify incidents in real time rather than the traditional passive
solutions that are used to verify an incident after it has happened.
However, it is difficult to obtain result images for analyzing false
positives and false negatives; therefore, we assessed the performance
based on the balance of deficient counting and additional counting. For

TABLE III
EXPERIMENTAL RESULTS WHEN COMPARING PROPOSED METHOD

WITH CITILOG IN A CONGESTED INSIDE-TUNNEL SCENARIO

1 h of testing, the error was updated every 5 min, and the average error
(AE) was determined as defined using

AE =
1
N

N∑
i=1

∣∣∣ E
M

∣∣∣ × 100% (9)

where E is the error difference between system counting and manual
counting, M is the value for manual counting, and N is the data
number. In Table III, E1 is the error with our system, whereas E2

is the error using Citilog. Table III clearly shows that the AE with the
proposed approach was less than 8%, whereas the AE with Citilog was
greater than 16% under these strict conditions.

The experimental results of Mosabbeb [9] under congested daytime
conditions outside the tunnel are listed in Table IV. The Precision
was very high, whereas the Recall performance was lower than 77%.
Because [9] applied shadows as a feature, this was a faster and simpler
approach than the proposed method. In contrast, method [9] had a
lower Recall in the outside tunnel scenario because the image was too
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TABLE IV
COMPARISONS OF THE RESULTS

Fig. 12. Results using method [9]. (a) Connected shadow. (b) Shadow feature
ineffective due to high brightness.

Fig. 13. Comparison of results. (a) Proposed FHIIM. (b) Mosabbeb [9].

bright to detect shadow features and two vehicles were recognized as
one vehicle due to their connected shadows, as shown in Fig. 12.

Table IV shows the comparison results. In general, the Recall
was higher with the proposed FHIIM than that of [9], whereas the
Precision of [9] was higher than that of the proposed FHIIM. This
was because the number of detected vehicles (true positives) was much
less than FHIIM, resulting in a lower likelihood of falsely detecting
vehicles. Therefore, a third performance index was used to make a
fair comparison, i.e., the Accuracy using (10). Definitions Tp (true
positives), Fp (false positives), and Fn (false negatives) are the same as
the definitions previously mentioned. As shown in Table IV, the Recall
of FHIIM is greater than 93%, whereas the Accuracy was greater
than 87%. However, the Recall of [9] was less than 77%, whereas the
Accuracy was less than 77%. Some comparative results are shown in
Fig. 13. With method [9], the two vehicles in the left lane and the
center lane were recognized as one vehicle because they were visually
connected by a shadow

Accuracy = TP /(Tp + Fp + Fn). (10)

VII. CONCLUSION

We have proposed a new approach for a traffic monitor system
that overcame the problems of congested conditions by using FHIIM.
Many challenges have been resolved in the experimental scenarios.
First, the background has been smoothly updated using SDE, whereas
a small range update has been used under congested conditions.
Second, block-based segmentation has been used to replace the tra-
ditional pixel-based method. Next, the headlights of vehicles may
heavily affect the detection ability in the extracted foreground images.

Thus, an edge feature method has been used to eliminate the effects of
headlights. FHIIM has also been used to compare the final decisions
for tracked vehicles. Finally, when tracking errors did appear, error
compensation has been used to improve the tracking quality. Based
on the experimental results, it has been clear that our proposed
approach worked well under normal congested conditions, and it has
also provided good performance under congested conditions within a
tunnel. Detection within the tunnel has presented many problems. The
surveillance equipment was outdated, and the quality of the captured
images was very poor. Furthermore, the setting height of the camera
was very low, which resulted in bad viewing angles and difficulty
in detection. As compared with other methods, the experimental
results have shown that the proposed approach had many outstanding
performances in terms of detection and tracking.
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