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This paper presents a detailed analysis on the impacts of various gate-oxide breakdown (BD) paths in
column-based header- and footer-gated SRAMs. It is shown that with gate-oxide BD, the read static
noise margin (RSNM) and write margin (WM) degrade in general. Pass-transistor gate-oxide BD
between WL and BL is shown to degrade read/write margin and performance, and to affect other
healthy cells along the same column as well. The effects of gate-to-source BD of cell transistors are
shown to confine to the individual cells, while multiple cells suffering cell transistor drain-to-drain BD
in a column could cumulatively affect VVDD (header structure) or VVSS (footer structure), thus
influencing other cells in the same column. In particular, we show that the gate-oxide BD of the power-
switches has severe and even detrimental effects on the margin, stability, and performance of the SRAM
array. Several techniques to mitigate the power-switch gate-oxide BD have been evaluated, including
adding a gate series resistance to the power-switch, dual threshold voltage power-switch, thick
gate-oxide power-switch, and dual gate-oxide thickness (dual-Tox) power-switch. It is shown that the
dual-Tox power-switch improves the time-to-dielectric-breakdown (Tgp) of the power-switch while

maintaining the performance without side effect.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

With technology scaling, the gate-oxide breakdown (BD) has
become a major concern in CMOS circuit designs. It is particularly
important to understand the impacts of gate-oxide BD on SRAMs
as SRAMs occupy most area of a chip and the probability of gate-
oxide BD is significantly higher than the logic circuits. Moreover,
the margin and stability of SRAM cell deteriorate with technology
scaling due to serious threshold voltage (V1) scatter caused by
process variation, random dopant fluctuation (RDF), and micro-
scopic effects such as line edge roughness (LER). When gate-oxide
BD happens, a leakage path appears between the gate and source,
gate and drain, or gate and channel. The leakage from gate-oxide
BD exasperates the already poor margin and stability of scaled
SRAM cells, leading to functional failure and yield loss.

In addition, most state-of-the-art SRAMs are designed with
power-gating structures to reduce leakage in standby or sleep
mode [1-4]. In active mode, the power-switches turn on to
provide sufficient current to the cell array to maintain data access
performance. The power-switches turn off to reduce standby
leakage when SRAM is idle. Unfortunately, the power-switches
can suffer gate-oxide BD as well and the function of power-gating
structure would be affected.
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Previous papers on gate-oxide BD [5,6] focused only on a single
cell in a normal SRAM architecture. In this paper, we present a
detailed analysis on the impacts of gate-oxide BD on power-gated
SRAMs. We show that the gate-oxide breakdown of the power-
switches have severe and even detrimental effects on the margin,
stability, and performance of the SRAM array. As such, we
evaluate several techniques to mitigate the gate-oxide BD, and
propose a dual oxide thickness (dual-Tpx) power-gating structure
to extend the lifetime of power-switches and to mitigate the
negative impacts induced by power-switch gate-oxide BD. In the
following sections, we first describe the details of our simulation
model in PTM CMOS 32 nm technology. The read static noise
margin (RSNM) and write margin (WM) of cells in a power-gated
SRAM under various gate-oxide BD paths are examined. We then
analyze the impacts of different gate-oxide BD paths on SRAM
read/write delay, followed by the impacts of gate-oxide BD on
virtual supply lines in standby or sleep mode, and the virtual
supply bounce during wake-up transition. Furthermore, several
techniques to mitigate the power-switch gate-oxide BD to extend
the lifetime of power-gated SRAM are evaluated. Based on the
evaluation results, a dual gate-oxide thickness power-gating
structure is proposed and recommended.

2. Power-gated SRAM models

This section presents the details of the transistor gate-oxide BD
model and SRAM power-gating structures used in our analyses.
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2.1. Gate-oxide BD model

The post-BD characteristics of an NMOS can be explained by
the location of a constant-size breakdown path and modeled as a
narrow inclusion of highly-doped n-type silicon well with the
equivalent circuit shown in Fig. 1 [7]. Under normal operating
conditions, the model reduces to simple equivalent resistance
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Fig. 1. (a) Equivalent gate-oxide HBD circuit model. This model can be simplified
to (b) with gate-oxide HBD in drain and (c) with gate-oxide HBD in source [7].
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Fig. 2. Effective post-BD resistance vs. BD position [8].

Table 1

Possible gate-oxide breakdown path summary.

Acronym Description

CPS BD Cell PMOS gate-to-source breakdown

CDD BD Cell drain-to-drain breakdown

CNS BD Cell NMOS gate-to-source breakdown

CPG BD Cell pass-gate breakdown

PHS BD Header power switch gate-to-source breakdown
PHD BD Header power switch gate-to-drain breakdown

PFS BD Footer power switch gate-to-source breakdown
PFD BD Footer power switch gate-to-drain breakdown

paths between the gate and source/drain. The gate leakage
current after oxide hard BD can be modeled as I=(1/R)V; where
V is the voltage across the gate-oxide and R is the equivalent post-
BD resistance depending on the BD spot area and its position.

The equivalent post-BD resistance becomes smaller when the
gate-oxide BD spot position is close to drain or source of a
MOSFET (Fig. 2) [8]. Consequently, post-BD gate-to-drain and
gate-to-source leakages affect SRAM most significantly. Thus, our
analysis focuses on various gate-to-drain and gate-to-source post-
BD current paths in the cell and the header/footer power-switches
(Table 1).

2.2. SRAM power-gating structures

SRAM power-gating structures can be classified into header-
and footer-gating structures. Fig. 3(a) shows a column-based
header-gated SRAM structure, wherein PH1 is the header power-
switch and MH1 is the clamping device to bias virtual supply
(VVDD) for data retention in standby/sleep mode. Fig. 3(b) shows
a column-based footer-gated SRAM structure. MF1 is the footer
power-switch, and PF1 is the clamping device to bias virtual
ground (VVSS) for data retention in standby/sleep mode. The
power-switch (sleep transistor) can be implemented using a
single lumped large or distributed small sleep transistors. The
smaller area transistor has lower gate-oxide BD probability.
However, with the total area of the distributed sleep transistors
equal to the area of the lumped sleep transistor, TBD and fail rate
of the lumped sleep transistor and the distributed sleep
transistors are the same [9-11]. Moreover, package model [12]
is also included in our analysis, and parasitic capacitance,
inductance and resistance of the package are 5.32 pF, 8.18 nH,
and 0.217 Q, respectively. Fig. 4 shows the standard 6T SRAM cells
with post-BD leakage paths in our analysis. The SRAM array block
size is 128 x 128 cells. The SRAM supply voltage is 0.9 V, and the
analysis temperature is 125 °C. The detailed simulation results
based on BSIM Predictive Model PTM 32 nm [13]. In order to
compare impacts of various gate-oxide BD paths, only one gate-
oxide BD location/path is considered in each simulation. Table 1
summarizes these gate-oxide BD locations in our analysis.
Moreover, the gate-oxide BD is assumed to happen only in one
SRAM cell per column in each simulation.

3. Read/write operation

RSNM is defined as the minimum voltage difference between
the SRAM inverter trip voltage and the read disturb voltage
induced by voltage divider effect between the pass-transistor and
the cell pull-down NMOS during read cycles. As shown in Fig. 5(a),
RSNM of a header-gated SRAM degrades most when PHD (header
power-switch gate-to-drain) BD happens. In contrast, the impact
of PHS (header power-switch gate-to-source) BD on RSNM is
negligible. The reason is as following: HPG (gate signal of header
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. “ . . Fig. 5. RSNM vs. post-BD equivalent resistance (a) in a header-gated SRAM and
power-switch) should be “low” to turn on power-switches to (b) in a footer-gated SRAM.

provide sufficient current for the SRAM array during access cycles.

Thus, VVDD decreases seriously when PHD BD happens as it when PHS BD happens, its post-BD resistive path shunts the gate-
provides a resistive leakage path between the VVDD and the source of the power switch, and VVDD is not significantly affected
“low” HPG node, leading to RSNM degradation. On the other hand, until the post-BD resistance becomes very small. Additionally,
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RSNM degradation induced by cell drain-to-drain (CDD) BD is
worse than that induced by Cell PMOS gate-to-source (CPS) BD
and Cell NMOS gate-to-source (CNS) BD. This is because the SRAM
inverter trip voltage decreases and the read disturb voltage
increases at the same time when CDD BD happens. On the other
hand, only read disturb voltage increases when CPS BD happens,
while only trip voltage decreases when CNS BD happens. Similar
RSNM behavior can also be found in a footer-gated SRAM
(Fig. 5(b)). The difference is that the post-BD leakage path of a
cell plays more important roles than the corresponding cases for
header-switches. Also, the NMOS footer-switch is stronger than
the PMOS header-switch in our simulation model; hence, the
“same” resistive leakage path in NMOS footer would have less
effect compared with PMOS header.

In advanced process technology, the random dopant fluctua-
tion (RDF) and line edge roughness (LER) induce V7y mismatch
among SRAM cell transistors, leading to SRAM RSNM and write
margin degradation. Gate-oxide BD increases gate leakage
currents, thus aggravating the already poor stability and margin
and leading to SRAM reliability failure after long time of usage.
Fig. 6(a) compares the impacts of Vyy mismatch and CDD BD on
RSNM. The RSNM can be seen to degrade almost linearly with
increased Vyy mismatch. On the other hand, the RSNM remains
relatively constant as long as the post-BD resistance is larger than
108 Q. The RSNM starts to degrade as the post-BD resistance
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Fig. 6. (a) RSNM vs. post-BD equivalent resistance and Vyy mismatch, and (b)
RSNM fail rate under the combined impact of CDD BD and Vyy mismatch using
Monte-Carlo simulations (sample size=50000).

becomes smaller than 108 Q, and the degradation becomes very
significant (the slope of deterioration becomes very steep) when
the post-BD resistance is smaller than 10° Q. Fig. 6(b) shows the
combined impact of gate-oxide BD and Vry mismatch (of 30, 40,
and 50 mV) on RSNM fail rate using Monte-Carlo analysis with
50,000 samples. As can be seen, when the post-BD resistance is
larger than 10° Q, fail rates of these three cases approach zero.
Once post-BD resistance becomes smaller than 10° Q, fail rates
start to increase sharply. Furthermore, when post-BD resistance is
larger than about 1.2 x 10° Q, the case with higher Vi mismatch
has higher fail rate. However, when post-BD resistance is smaller
than about 1.2 x 10° Q, the differences in the fail rates for the
three cases become less significant. This implies that the Viy
mismatch dominates the RSNM fail rate when the post-BD
resistance is moderate to high, and gate-oxide BD dominates the
RSNM fail rate when post-BD resistance is low ( < 1.2 x 10° Q in
our case).

Impacts of gate-oxide BD on SRAM read performance are also
analyzed. Recently, due to increased process variation in scaled
technologies, large signal sensing structures have been widely
used. Assuming an inverter is used to sense the bit-line (BL)
signal, it is proper to define BL delay as the time from WL rises to
half-VDD to the time BL discharges to half-VDD (for read “0”).
Fig. 7(a) shows all possible gate-oxide BD paths that affect BL
delay in SRAM cells. Especially, we consider the post-BD leakage
path between WL and storage node (CPG BD) in the pass-gate, and
the post-BD path between WL and BL (CPGD BD) in the pass-gate.
The cell NMOS gate-to-source BD leakage path (CNS BD) is also
divided into CNSQ BD and CNSQB BD.

Fig. 8(a) shows BL delays under different gate-oxide BD paths
within a selected cell. The BL length in our analysis model is 128-bit.
Most of the cases lead to increase in BL delay, except CNSQ BD.
This is because for CPS BD and CPG BD leakage paths, the leakage
currents flow into node Q, charging up node Q voltage level and
thus degrading BL delay. When CDD BD happens, the leakage
current not only reduces the voltage level of node QB to weaken
the pull-down NMOS transistor for node Q, but also charges up the
voltage level of node Q, with both effects degrading the BL delay
When CNSQB BD happens, the leakage current causes a decrease of
voltage level of QB, thus weakening the pull-down NMOS
transistor for node Q and degrading the BL delay. Consequently,
these gate-oxide BD paths make BL delay longer. In contrast, the
CNSQ BD leakage path helps the cell to discharge BL, and hence
reduces the BL delay. Fig. 8(b) shows the relation between BL delay
and different gate-oxide BD paths in the header power switch. The
figure shows that BL delay increases when PHD BD becomes more
serious, but is relatively insensitive to PHS BD. This is because PHD
BD lowers the voltage level of VVDD, thus reducing the voltage
level of QB and the strength of pull-down NMOS transistor for
node Q. Similar effect is observed in the footer structure. The PFD
BD in the footer structure degrades BL read delay, while PFS BD has
almost no effect on BL read delay. This is because PFD BD causes
the voltage level of VVSS to increase, thus reducing the drive of the
pull-down NMOS transistor. Fig. 8(c) compares BL delays between
the case where the selected cell has CPGD BD and the case where a
non-selected cell in the selected column has CPGD BD. Because the
voltage of a non-selected WL is kept at zero, CPGD BD in a non-
selected cell results in a leakage path from BL to the ground, thus
reducing the BL voltage level. Notice that while the lower BL
voltage level reduces the BL read delay, it also degrades the
sensing margin. On the other hand, if a selected cell suffers CPGD
BD, the post-BD leakage current flows from the selected WL to BL,
thus charging up BL and leading to longer BL read delay.

WM is defined as the maximum bit-line voltage that can flip
the state of a SRAM cell during write cycles. In the header-gated
SRAM, PHD BD and CDD BD result in better WM (Fig. 9(a)). When
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Fig. 7. (a) 6T SRAM with possible BD paths in Read analysis, (b) SRAM column
with Write drivers, and (c) 6T SRAM with possible BD paths in write analysis.

CDD BD occurs, the node storing “high” would be dragged down
by the node storing “low”, rendering the “high” storage node
easier to be written. When PHD BD happens, the VVDD is reduced.
Thus, WM improves. However, CPS BD, CNS BD, and CPG BD make
SRAM WM worse. When CPS BD and CPG BD happen, post-BD
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Fig. 8. Normalize BL delay vs. post-BD equivalent resistance in a header-gated
SRAM (a) in SRAM cells, (b) in power-switches, and (c) in SRAM pass-gates.

leakage paths charge up the node storing ‘“high”, leading to
degradation of WM. When CNS BD happens, post-BD leakage path
prevents the node storing “low” from charging to “high”. Thus,
WM also becomes worse. On the other hand, in the footer
structure, CDD BD has the best WM, and impacts of the gate-oxide
BD in footer switches on WM are less significant than that in
header switches (Fig. 9(b)). This is because the NMOS footer-
switch is stronger than PMOS header-switch in our analysis, and
the impact of PFD BD in a footer structure is less significant
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compared with PHD BD in a header structure with the same post-
BD resistance.

Write delay can be defined as the latency between the time
when the selected WL crosses 1/2 VDD to the time when voltage
levels of Q and QB cross each other. Fig. 7(b) shows a column with
its corresponding write drivers, and Fig. 7(c) shows a SRAM cell
with various post-BD leakage paths. In Fig. 7(c), we separate the
pass-gate BD leakage paths into CPGDQ BD, CPGQ BD, CPGQB BD,
and CPGDQB BD to investigate their individual impact on write
delay. The storage nodes, Q and QB, are assumed to store “low”
and “high” respectively, and BL pairs are assumed to be ready
(BL=1 and BLB=0) before the selected WL turns on.

Impacts of gate-oxide BD on SRAM Write delay in the header
power-gating structure are shown in Fig. 10. Fig. 10(a) shows both
CNS BD and CPS BD degrade write delay. When CNS BD happens, a
leakage path appears between the storage node Q and ground,
and it is more difficult to charge node Q to “high”. For the post-BD
leakage paths in the pass-gate transistor, while it seems that
CPGQB BD would make write delay longer since it provides a path
for the selected WL to charge QB, it actually causes decrease in the
write delay because the voltage level of node QB (at “high”) would
be lower before the selected WL turns on. If CPGQB BD becomes
more serious, node QB cannot maintain its stored “logic 1”
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anymore, and Write delay becomes negative. Fig. 10(b) shows
both PHS BD and PHD BD improve write delay because these two
gate-oxide BD paths cause VVDD to decrease. Fig. 10(c) shows
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write delay vs. different gate-oxide BD paths in pass-gate
transistors between the WL and BL. Before the selected WL turns
on, CPGDQ BD discharges BL. Thus, BL voltage level (supposed to
be kept at “high”) is lower than VDD when the selected WL turns
on, causing degradation in write delay. When the selected cell has
CPGDQB BD, leakage current flows into BLB, and the voltage level
of BLB (supposed to be at “low”) increases, leading to write delay
degradation. If an un-selected cell along the selected column
suffers CPGDQ BD, write delay also becomes longer. This is
because CPGDQ BD of the non-selected cell decreases BL voltage
level since it provides a leakage path between BL and the un-
selected WL of the unselected cell. Similar impacts of gate-oxide
BD can also be observed in footer-gated structure.

The power-gating structure can be either fine-grain (row-
based) or coarse-grain (sub-array based). When a fine-grain
power-gated SRAM is accessed, only the power-switch of the
selected row is active and others remain “off”. The voltage across
the cells in the un-selected rows remain low ( < Vpp). Conse-
quently, this architecture has lower gate-oxide BD probability.
Furthermore, if gate-oxide BD happens on a row-based power-
gated array, it only impacts the corresponding row. On the other
hand, gate-oxide BD of a sub-array based power-gated array
degrades the margin and stability of all cells in the sub-array.
Therefore, the coarse-grain power-gating architecture is more
sensitive to gate-oxide BD than the fine-grain architecture.

Another long term reliability issue in the advanced process
technology is bias temperature instability (BTI). Bias temperature
instability (BTI) can be classified into negative bias temperature insta-
bility (NBTI) for PMOS and positive bias temperature instability (PBTI)
for NMOS. BTI increases Vy of a transistor when the transistors turn
on (Stress phase), but the Vqy drift partially recovers when the stress
voltage is removed (recovery phase). On the contrary, the gate-oxide
BD is not recoverable. Similar to gate-oxide BD, BTI degrades SRAM
stability and WM after long time of usage. The degradation also
becomes more severe with higher stress voltage [14]. Moreover, the
degradation induced by BTI depends on the stored data during stress
phase.

4. Virtual supply/ground line

In active mode, VVDD (header-gated structure) and VVSS
(footer-gated structure) are impacted by gate-oxide BD. Fig. 11(a)
shows the active mode VVDD of a header-gated SRAM. The
impacts of PHD BD and PHS BD are larger than those cases where
gate-oxide BD occurs in a cell. The VVDD decrease caused by PHD
BD is the most serious because there is a direct post-BD current
path between VVDD and the ground (“low” HPG node). Fig. 12
shows the active mode VVDD as functions of the number of SRAM
cells having gate-oxide BD when the individual post-BD equiva-
lent resistance is 6 KQ. It shows that with CDD BD, VVDD
decreases as more cells suffer gate-oxide BD. On the contrary, for
CPS BD and CNS BD, the VVDD is quite independent of the number
of cells suffering gate-oxide BD. When CDD BD happens, a current
path occurs between two storage nodes of a cell, and the voltage
difference between these two storage nodes becomes smaller. The
pull-down NMOSs and pull-up PMOSs of the SRAM inverter pairs
become weakly turned on, and currents flow through these
inverter pairs to Ground. Hence, VVDD decreases with more SRAM
cells suffering CDD BD. On the other hand, when CPS BD and CNS
BD are serious, data stored in the cell would be flipped (causing
error), and there would be no voltage across the gate-oxide
leakage path, thus VVDD doesn’t decrease. When a cell has one of
these two BD locations, it does not affect other cells (although its
own data may be destroyed). The dependence of active mode
VVSS on gate-oxide BD location in a footer-gated SRAM is shown
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in Fig. 11(b). PFD BD causes most increase in VVSS, while the
effects of other gate-oxide BD locations are less significant.

When a header-gated SRAM is in sleep/standby mode, HPG is
“high” to turn off the power-switch and VVDD is biased to proper
level by the clamping device for data retention. As shown in
Fig. 13(a), the sleep/standby mode VVDD increases significantly
with more serious PHD BD, as there is a resistive path between
VVDD and HPG (at “high”). Thus, the sleep/standby leakage
increases significantly (Fig. 13(b)), and the power-gating structure
loses its effectiveness. The effects of other gate-oxide BD locations
are negligible. Similarly, when a footer-gated SRAM is in sleep/
standby mode, FPG is “low” and VVSS is biased by the clamping
device to proper level for data retention. PFD BD causes VVSS to
decrease significantly (Fig. 14(a)), and footer-gating structure
loses its ability to reduce sleep/standby leakage with serious PFD
BD (Fig. 14(b)).

When the SRAM wakes up from sleep/standby mode, the
power-switch turns on, and large wake-up current flows through
parasitic capacitance, inductance, and resistance of the package,
thus inducing supply line (node VDDL or VSSL in Fig. 3) and
virtual supply line (VVDD or VVSS) bounce. In the header-gated
structure, PHS BD and PHD BD induce significant VDDL bounce
(Fig. 15(a)). This is because their post-BD current paths decrease

a
1.00 -
090 . PFSBD -EPFDBD -A CPSBD
0.80 A
- CDDBD -3 CNS BD
0.70 A
S 060 1
2 0.50 A
0.40 4 T8 Or OO 3 O TN B RSO TR
0.30 - -
0.20 A ‘
0.10 1 T
-8
0.00 Beefdafcf] . . r \
10° 10* 10° 108 107 108
Post-BD resistance (Q)
b
g
- PFSBD
-E1 PFD BD
<61 B@.g -# CPS BD
o El
x B, -3 CDD BD
Q .'E
o ? -% CNS BD
_;‘U '.'E
g 39
B,
0 ol e B sssssancec
10° 10* 10° 108 107 10

Post-BD resistance (Q)

Fig. 14. (a) Sleep mode VVSS vs. post-BD equivalent resistance in a footer-gated
SRAM, and (b) sleep mode leakage vs. post-BD equivalent resistance in a footer-
gated SRAM.

the equivalent resistance of the power-switch. Similar behavior
can be observed for VSSL bounce in the footer-gated structure
(Fig. 15(b)).

5. Power-switch gate-oxide BD tolerance techniques

As shown in the previous analysis, the gate-oxide BD in the
power-switches may lead to the collapse of virtual supply
(ground) rails. In this section, we evaluate several techniques to
mitigate the gate-oxide BD and extend the lifetime of the power-
switches.

To mitigate the gate-oxide BD and limit the leakage current
through the gate-oxide of the power-switch, a series resistance
Rseries could be added between the gate of the power switch and
its control signal, as shown in Fig. 16 for a header-gated structure.
According to analysis in previous sections, PHD BD may cause
VVDD collapse and degrade SRAM stability most significantly.
Thus, we evaluate the VVDD and RSNM improvement in a header
structure with Rseries When PHD BD happens. Fig. 17(a) shows the
relation between VVDD and post-PHD BD resistance with various
values of Rseries. In region I (post-PHD BD resistance smaller than
2.5x10°Q) where the BD is serious, VVDD voltage level
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degradation is mitigated using Rseries Since it limits the post-BD
leakage current. However, in region II, where the BD is mild to
moderate, the VVDD voltage level decreases with Rseries inserted
due to smaller Vs of the power switch caused by the voltage drop
across Rseries (the gate voltage of power switch increases as the
post-BD leakage current flows through Rseies). Thus, the power-
switch has less Vs drive, and the voltage level of VVDD degrades.
Fig. 17(b) shows the relations between RSNM and post-PHD BD
resistance with various Rseries. Clearly, RSNM improves in region I
but degrades in region II since RSNM depends on VVDD voltage
level. To limit the gate-oxide BD leakage current of a footer power
switch a series resistance can also be used in a footer-gated
structure. The impact on a footer-gated SRAM would be similar to
a header-gated SRAM.

Another way to mitigate the impacts of power-switch gate-
oxide BD is to prevent gate-oxide BD from happening. Time to
breakdown (Tpp) of gate-oxide can be formulated by anode hole
injection model [15] or thermochemical model [16]. Convention-
ally, anode hole injection model is used to describe gate-oxide Tgp
at high gate-oxide field (Eox), and thermochemical model is used
to describe gate-oxide Tpp at low Epx. Because Eox of our analysis
model is in the low field region [17], we use thermochemical
model to calculate Tgp in our analysis. In thermochemical model,
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Tgp can be formulated as:
Tpp oc eXp(AHo/ksT—YEox) (1)

where AH, is the observed activation energy of the bond
breakage, kg is Botzmann constant, T is temperature, and 7y is
the field acceleration factor. According to Eq. (1), the Tpp ratio
with different Egx can be formulated as

Tpp2/Tap1 = €Xp[r(Eox1 —Eox2)] 2

Moreover, the difference of Epx with different gate-oxide
thickness (Tpox) and threshold voltage (Vry) can respectively be
formulated as

Ves—V- T

Eox1—Eox2 = 7675-0X]TH (1_77"22) 3
V: V

o —Eoxe = 72 (ﬁ—l) 4)

Therefore, according to Eq. (2), Eq. (3), and Eq. (4), the Tgp ratio
with different Tox and V7 of NMOS and PMOS can respectively be
formulated as

Ves—V; T
Tgp2/Tpp1 = €Xxp {% <1 - #)} (©)
ox1 ox2
V V
Tpp2/Tpp1 = €Xp {# (% —1>} (6)
ox \Vrm

Fig. 18(a) and (b) show the Tpp ratio with different Tox and Viy
of NMOS and PMOS, respectively, according to Eq. (5) and Eq. (6).
Clearly, devices with higher Vy or thicker Tox have longer gate-
oxide Tpp. Furthermore, thicker Tpx devices offer better Tpp
improvement than higher Vyy devices. Therefore, we can use
higher Vy devices or thicker Tox devices to extend the lifetime of
power-switches and prevent gate-oxide BD from happening.

Although thick Tpx power-switch and/or high-Vry power-
switches can prevent gate-oxide BD from happening, they
degrade the wake-up transition performance. To resolve this
problem, we propose a dual-Tpx power-gating structure and a
dual-Vry; power-gating structure. In these structures, power-
switches with thick Tox (or high-Vqy) provide sufficient currents
to SRAM array during active mode, while power-switches with
regular Tox (or regular-Vyy) are used to maintain SRAM wake-up
performance. Moreover, according to Fig. 18, Tgp improvement
using high-Vry is limited, and it may not be practical to increase
Vry to two times of regular V. Hence, we focus on analyzing the
dual-Tox power-gating structure. An example of our proposed
dual-Tox header-gating structure is shown in Fig. 19(a). In this
structure, M1 is a thin gate-oxide device, and M2 is a thick gate-
oxide device. Both of them serve as power-switches During sleep/
standby mode, both M1 and M2 turn off. During wake-up
transition, M1 turns on first to charge up VVDD quickly, while
M2 remains off. After VVDD voltage level approaches VDD, M1
turns off, and M2 turns on as SRAM enters active mode. In active
mode, M1 keeps off but M2 turns on to provide sufficient current
to the SRAM cell array. Fig. 19(b) shows the timing control circuit
for signals PPG and PG of M1 and M2. By using inverter chain
delay, PG becomes “logic 0” right after PPG becomes “logic 1.
Fig. 20 compares pertinent waveforms and wake-up currents
during wake-up transition for three different header-gating
structures: namely, single regular gate-oxide power-switch,
single thick gate-oxide power-switch, and dual gate-oxide
power-switch. In our analysis, the thick Tox (Tox2) is twice
the thickness of the regular Tox (Tox;). We also maintain the
same WJL ratio for both power-switch devices in the dual-Tpx
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Fig. 18. (a) Tpp ratio of NMOS devices with different Vry or Tox ratio, and (b) Tpp
ratio of PMOS devices with different Vi, or Ty ratio.

power-gating structure as that of the power-switch device in the
single Tox power-gating structure. As can be seen in Fig. 20, the
wake-up transition performance of dual-Tox power-gating struc-
ture is comparable to the case with single regular Tpx power
switch. In contrast, the use of single thick Toyx header significantly
degrades the wake-up transition performance. Finally, according
to Fig. 18, Tgp of dual-Tpx header can be extended to about 51
times the Tpp of the single regular Tpx case. Notice that thick Ty
device typically requires longer channel length in order to contain
the short channel effect. The area overhead of the proposed dual-
Tox power-gating structure depends on the organization and
partition of the overall power-gating structure, and should not be
significant compared with the SRAM cell array area.

Notice that in a power-gated SRAM, during standby/sleep mode,
the power switch turns off and the voltage level of virtual supply
(ground) rail is maintained by the clamping devices. The voltage
across SRAM cell decreases, so is the Egx of each and every cell
transistors. Consequently, by properly controlling power-gating
structures, the lifetime of SRAM cells can be extended. Moreover,
circuit techniques such as boosted WL should be avoided to mitigate
the gate-oxide BD of pass-gate transistors. Instead, suppressed WL
with transient negative bit-line (NBL) [18,19] can be used to maintain
RSNM, write margin, and write performance while minimizing the
pass-transistor gate-oxide stress. To recover the Read performance,



H.-I. Yang et al. / Microelectronics Journal 42 (2011) 101-112 111

transient negative cell virtual ground voltage can be used. The
durations of transient negative bit-line and virtual ground are shorter
than the WL pulse width. Thus, the stress time of pass-gate transistors
and cell transistors also decreases and the lifetime increase. The WL
pulse width can be optimized by using read/write tracing circuit to
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Fig. 19. (a) A dual-Tox header power-gating structure, and (b) timing control
circuit for signals PPG and PG of M1 and M2.

avoid excessively long WL pulse width. Increasing Tox of cell
transistors is another way to extend the lifetime of SRAM cells. Based
on Fig. 18(a) and (b), Tzp can be extended significantly even if Tox only
slightly increases. Although thick Tox devices would require longer
gate length, increasing Tox only slightly may contain the increase in
gate length, and hence increase in cell area. Finally, hierarchical BL
structure with short local BL can mitigate the impacts of the
breakdown cells on other healthy cells. If a WL-to-BL BD (in pass-
gate transistor) happens, only those cells sharing the same local BL
pair are affected.

6. Conclusions

We have investigated impacts of various gate-oxide BD paths
on column-based header- and footer-gated SRAMs based on BSIM
PTM 32 nm node model. It was shown that with gate-oxide BD,
the RSNM and WM degraded in general. Pass-transistor gate-
oxide BD between WL and BL was shown to degrade read/write
margin and performance, and to affect other healthy cells
along the same column as well. Although stored data could be
flipped, CPS BD and CNS BD in individual cell will not affect
other cells. In contrast, if there were multiple cells suffering CDD
BD in a column, their impacts on VVDD (header structure) or VVSS
(footer structure) would be cumulative and would affect other
cells in the same column. Most important, we showed that gate-
oxide breakdown of the power-switch caused significant degra-
dation of the cell stability and margin, and could lead to the
detrimental collapse of the active mode supply across the array
(thus affecting the functionality of the entire array), large increase
of sleep/standby voltage across the array (thus increasing the
leakage and negating the effectiveness of power-gating), and
unacceptable virtual supply bounce during wake-up. We evalu-
ated several techniques to mitigate the power-switch gate-oxide
BD, and proposed dual-Tpyx power-gating structure to extend the
lifetime of power-switches. We also discussed some design
techniques to alleviate gate-oxide BD in SRAM cells and their
impacts.
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