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Customer churn has become a critical issue, especially in the competitive and mature credit card indus-
try. From an economic and risk management perspective, it is important to understand customer char-
acteristics in order to retain customers and differentiate high-quality credit customers from bad ones.
However, studies have not yet adequately introduced rules based on customer characteristics and churn
forms of original data. This study uses rough set theory, a rule-based decision-making technique, to
extract rules related to customer churn; then uses a flow network graph, a path-dependent approach,
to infer decision rules and variables; and finally presents the relationships between rules and different
kinds of churn. An empirical case of credit card customer churn is also illustrated. In this study, we collect
21,000 customer samples, equally divided into three classes: survival, voluntary churn and involuntary
churn. The data from these samples includes demographic, psychographic and transactional variables
for analyzing and segmenting customer characteristics. The results show that this combined model
can fully predict customer churn and provide useful information for decision-makers in devising market-
ing strategy.

Crown Copyright � 2010 Published by Elsevier Ltd. All rights reserved.
1. Introduction

Losing a customer is an opportunity for competitors to gain a
customer. With so much competition, companies need to focus
on keeping existing customers by satisfying their needs because
the cost of attracting a new customer is usually considerably more
than the cost to retain a current customer (Heskett, Jones,
Loveman, Sasser, & Schlesinger, 1994; Reichheld & Sasser, 1990;
Van den Poel & Lariviere, 2004). From the risk management per-
spective, retaining an existing customer lessens the need for a
commercial bank to acquire a less credit-worthy customer or one
whose ability or willingness to pay is uncertain. Customer charac-
teristics become increasingly important in a competitive and
mature credit card industry within which customers can easily
switch their accounts and balances from one bank to another. In
the past decade, with the help of business intelligence, databases
have been growing rapidly. Commercial banks hold enormous
amounts of their customers’ transaction data in customer relation-
ship management (CRM) databases, including data related to sales,
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servicing and marketing functions. This data provides abundant
information about customers that decision-makers can use to char-
acterize customers for strategic planning and decision-making pur-
poses and to enhance their competitiveness. However, data is only
as good as the system that turns it into usable information. Given
the proclivity of some customers to switch credit card companies,
there is a pressing need for an integrated system that will identify
the customer characteristics that lead to churn before the custom-
ers are lost so appropriate action can be taken (Chiang, Wang, Lee,
& Lin, 2003). This kind of information can also be used to identify
and target customers for implementation of customer manage-
ment strategies to maximize customer value.

The original rough set theory (RST) proposed by Pawlak (1982,
1984) is an effective approach for discovering hidden deterministic
rules and associative patterns in all types of data and for handling
unknown data distribution and information uncertainty or ambi-
guity. In other words, it can integrate learning-from-example tech-
nology, extract rules from data sets, and identify data regulations
(Komorowski & Zytkow, 1997). Recently, RST has been applied in
the marketing field because it is of benefit in analyzing and seg-
menting customer characteristics to formulate efficient and effec-
tive marketing strategies (Tseng & Huang, 2007), such as
personal investment portfolio analysis (Shyng, Shieh, Tzeng, &
Hsieh, 2009), video game customer purchase behavior (Tseng &
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Huang, 2007), insurance market attributes analysis (Shyng, Wang,
Tzeng, & Wu, 2007), brand marketing (Beyon, Curry, & Morgan,
2001), supermarket customer loyalty (Lingras, Hogo, Snorek, &
West, 2005) and travel demand analysis (Goh & Law, 2003).

Numerous studies have applied customer churn analysis to sev-
eral areas, like the credit card industry (Kim, Shin, & Park, 2005;
Kumar & Ravi, 2008; Lee, Chung, & Kim, 2001; Lee, Chung, & Shin,
2002), the wireless telecom industry (Hwang, Jung, & Suh, 2004;
Wei & Chiu, 2002) and the financial services industry (Van den Poel
& Lariviere, 2004). Customer churn analysis benefits for managers
in decisions about the right marketing strategy to retain their
customers. However, RST has not been widely used in predicting
customer churn, especially in credit card industry. Therefore, the
major objective of this study is to adopt RST to predict the charac-
teristics of credit card customers so decision-makers can under-
stand the rules of customer churn and use multiple indicators to
formulate efficient and effective strategies for marketing of reduc-
ing churn.

This article is organized as follows. Section 2 provides an over-
view of previous relevant studies in the domain of customer churn.
In Section 3 we use the RST to inducing the rule of credit card cus-
tomer churn. In Section 4, we design and develop a flow network
graph based on the decision rules extracted by RST, and Section
5 concludes.
2. Review of credit card customer churn

Customer churn occurs when customers switch vendors or can-
cel service altogether and can be categorized as: unavoidable
churn, involuntary churn and voluntary churn (Modisette, 1999).
Unavoidable churn occurs when a customer dies or moves out
the provider’s operating area. Involuntary churn occurs when a
user fails to pay for service and the provider terminates services
as a result. Termination of service resulting from theft, fraudulent
service acquisition or fraudulent usage is also classified as involun-
tary churn. Involuntary churn is detectable, but not yet predictable
and absolutely not actionable from a marketing perspective (Burez
& Vand den Poel, 2008). Voluntary churn refers to service termina-
tion when the customer leaves one operator for another. Decreas-
ing the churn rate is advantageous and should be a goal of
marketers because the cost of retaining current customers is much
less than the cost of obtaining new one; Karakostas, Kardaras, and
Papathanassiou (2005) argued that a 5% increase in customer
retention can result in an 18% reduction in operating costs. There-
fore, if a customer starts acting in a way that manifests the intent
to leave, management should have an anti-churn strategy prepared
(Chu, Tsai, & Ho, 2007). Effective customer churn management also
plays an important role in enhancing the quality of customer
relationships.

Many studies have discussed customer churn management in
various industries, especially in the mobile telecommunications
industry. For instance, Estevez, Held, and Perez (2006) found that
analyzing the customer antecedents at the time of application
could prevent involuntary churn from subscription fraud in tele-
communications, and Wei and Chiu (2002) argued that a mobile
services provider needs to be able to predict which of its customers
may be at risk of changing services in order to make those users the
focus of customer retention efforts. However, there are relatively
few studies the analyze customer churn among credit card holders.
Customers usually carry one or two bank credit cards, along with
other kinds of credit cards, so managing customer churn is a prior-
ity for most banks in the credit card sector.

Commercial banks provide credit card services that include ac-
count acquisition and activation, funding of receivables, card
authorization, private label credit card issuance, statement gener-
ation, remittance processing, customer service functions, and mar-
keting services. The tremendous competition among banks for
providing these services has resulted in a significant increase in
the reliability of and quality of service (Kumar & Ravi, 2008).
Therefore, customers have become increasingly conscious of ser-
vice quality. When a customer feels no particular loyalty to his
or her bank, the customer will shift from one bank to another when
greater service quality or better rates are perceived as being of-
fered elsewhere.

Understanding what customer characteristics are likely to lead
to this kind of churn is important to banks. Lee et al. (2001) de-
scribed a fuzzy cognitive map approach to integrate explicit
knowledge and tacit knowledge for churn analysis of credit card
holders in Korea. Lee et al. (2002) compared the neural network
approach with logistic analysis and C5.0 for churn analysis of credit
card holders in Korea. However, although past research has applied
customer churn analysis to discuss how to reduce credit card
churn, little has been done to determine what customer character-
istics will lead to the churn intention. In this study, we solve the
customer credit card churn prediction via rough set theory and
outline the most important predictor variables in solving the credit
card churn prediction problem. The study determines what cus-
tomer characteristics will lead to the churn intention, which can
contribute to preparing effective anti-churn strategies to retain
customers.
3. Rough set theory and flow network graph

The rough set theory was first introduced by Pawlak, 1982. RST
has been used by many researchers, and the theory has a long list
of achievement (Pawlak & Skowron, 2007). This section reviews
the basic concepts of rough sets and flow network graph.
3.1. Information systems

RST may be described as an information table or decision table
that can be represented by a set of objects dependent on the multi-
valued attributes represented (Pawlak, 1982). Given an informa-
tion system (IS), IS = hU, Q, V, fi; U = {x1, x2, ..., xm}, where U is the
closed universe of IS, A = {a1, a2, ..., an}, where A is the set of attri-
butes (features/variables), and for each attribute a e A (an attribute
belonging to the considered set of attributes A), V ¼ [a2AVa, is a set
of values of the attributes. According to Pawlak (2002), let
q : U � A ? V be a description function, q(x,a) e Va for each a e A,
and x e U. Walczak and Massart (1999) expressed that a decision
table T is any IS containing conditional attributes and decision
attributes and is denoted T = (U, A [ D), where D = {d1, d2, ..., dp},
D R A is a decision variable or output feature, and the elements of
A are condition variables or input features. For any application of
RST, the first step is to transfer the original data into decision table.
3.2. Indiscernibility of object and classification

Discretization converts continuous attributes into discrete ones
while removing redundant and irrelative attributes. Any set of all
indiscernible objects is called an elementary set, and such a set
forms a basic granule of knowledge about the universe. Some ob-
jects (e.g., a1 and a2, where a1, a2 e U) in U can hardly be distin-
guished in an available set of attributes (let it be B in A). It is also
said that a1 and a2 are indiscernible from a set of attributes B, so
the relationship between a1 and a2 is determined to be an indis-
cernible relationship, IND(B), defined as a e B, if qx1

ðaÞ ¼ qx2
ðaÞ

for every a e A. IND(B) divides the given universe U into equiva-
lence classes; then any ai of U can be determined so that the
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attributes represented in B are in the same class, called the elemen-
tary sets of IS. The total process is called classification.

3.3. Attribute dependence and approximation accuracy

A rough set-based rule induction technique can be expressed as
a pair of crisp sets, called the lower and the upper approximation.
Rough set offers a means to describe vague classes through lower
and upper approximations. First, let X be a proper subset of U, as
indicated by a specific value of decision attributes d, let X e U, let
R be an equivalence relation and let xi express objects x1,
x2, ..., xm, where i = 1, 2, ..., m. Then LXR = {x e U : [x]R # X} is the
lower approximation for the elements that certainly belong to
the set; UXR = {x e U : [x]R \ X – /} is the upper approximation for
the elements that possibly belong to the set; and BXR = UXR � LXR,
is the boundary region of X in U with respect to R where the objects
are inconsistent or vague.

If a nonempty X is a rough set with respect to R, and if LXR and
UXR are lower and upper approximations of X, respectively, we can
obtain a more specific measure of accuracy of approximation by
using aR(X) = card(LXR)/card(UXR), where the cardinality of a set
‘‘card” is the number of members of the set.

3.4. Reduction

An important issue in RST is attribute reduction, which removes
the superfluous attributes to make the remaining attributes depen-
dent. First, let A be the attribute set of U and B be the reduced attri-
bute set; therefore, B is included in or equal to A. The equation is

REDðBÞ# A; where REDðBÞ is the reduced set composed
of a set of attributes B:

However, there may have more than one reduced attribute set. The
intersection of all reduced attribute sets is the core attribute set,
which is the most important attribute set for decision-making.
The equation is

CORðCÞ ¼ \REDðBÞ; where CORðCÞ is the core
composed of a set of attributes C:

After applying the reduction, we can determine the decision rule.

3.5. Decision rules

First, assume an attribute space A = (CA, DA), where CA = {a1,
a2, ..., am}, DA = {d1, d2, ..., dp}, CA – /, DA – /, DA \ CA – / and
DA [ CA = A. Then we assume that there is an indiscernibility rela-
tionship, IND(DA), in DA, which is independent of CA. If objects
have the same IND(DA), they are grouped together and called deci-
sion elementary sets. The attribute sets maintain the main rela-
tionship with the decision classes. The expression of the
relationship usually uses ‘‘if. . ., then. . .”; for example, if ( x, a1)
and (x, a2) and . . . and (x, am) then x belong to di, where i = 1,
2, ..., p. A decision rule in IS is expressed as U ? W, where U and
W are conditions and decisions of decision rule, respectively. Then
rs(U, W) = supps(U, W)/card(U) means the strength of the decision
rule U ? W in IS, where supps(U, W) is the support rule U ? W in
IS, and card(U) is the number of objects in U (Pawlak, 2002). Above
implies that a stronger rule will cover more objects, and a decision
rule, which can cover more possible rules, has more strength and
will decide the more appropriate rule.

3.6. Flow network graph

The flow network graph proposed by Ford and Fulkerson (1962)
is a powerful tool that can interpret the path-dependent
relationship of each branch of a flow network based on the rough
set’s decision rules. Based on the flow network graph and Bayes’
theorem, the model was used to capture and describe the nature
of decision processes within flow network graphs, rather than to
describe flow optimization (Pawlak, 2002). Recently, more ad-
vanced topics of decision and flow network graphs have been dis-
cussed in Pawlak (2002, 2004, 2005) and Ou Yang, Shieh, Tzeng,
Yen, and Chan (2008).

A flow network graph is a directed acyclic finite graph G = (V, b,
h), where V is a set of nodes, b # V2 is a set of directed branches,
h : b ? R+ is a flow function, and R+ is the set of non-negative real
numbers. A throughflow of a branch (x, y) e b is denoted by h(x, y);
then x is an input of y and y is an output of x. The input and output
of a graph G are defined as I(G) = {x e V|I(x) – /} and O(G) =
{x e V|O(x) – /}. For every node x in the flow network graph, inflow
is defined as hþðyÞ ¼

P
x2IðyÞhðx; yÞ, and outflow is defined as

h�ðyÞ ¼
P

x2OðxÞhðx; yÞ. Similarly, the inflow and outflow of the

whole flow network graph can be defined as hþðGÞ ¼
P

x2IðGÞh�ðxÞ
and h�ðGÞ ¼

P
x2OðGÞhþðxÞ, respectively. We assume that, for any

node x in a flow network graph G, h+(x) = h�(x) = h(x). In a similar
way, a throughflow of the whole flow network graph G is expressed
as h+(G) = h�(G) = h(G).

To measure the strength of every branch (x, y) in a flow net-
work graph G = (V, b, h), we define the strength q(x, y) = h(x, y)/
r(G), where 0 6 q(x, y) 6 1. The strength of the branch expresses
the ratio of total flow through the branch. Every branch (x, y) of
a flow network graph G is associated with the certainty and the
coverage coefficients. The certainty and the coverage of every
branch are defined as cer(x, y) = q(x, y)/q(x), and cov(x, y) = q(x,
y)/q(y), respectively, where q(x, y) = h(x, y)/h(G), q(x) = h(x)/h(G)
and q(y) = h(y)/h(G) are normalized throughflow, and q(x) – 0,
q(y) – 0, and 0 6 q(x, y) 6 1. The meaning of the certainty coeffi-
cient expresses the outflow distribution between outputs of a
node, whereas the coverage coefficient exhibits how inflow is dis-
tributed between inputs of the node. These coefficients simply ex-
plain some properties of flow distribution among the branches in
the whole flow network graph, so the flow network graph is a
powerful tool for modeling flow information represented by a
set of decision rules. Because of the strength of this tool, we
decided to adopt the flow network graph to present the decision
processes in our study.

4. An empirical credit card case

Based on the global financial tsunami that began in 2008, the
number of viable credit card accounts in Taiwan is significantly
decreasing, so customer churn is becoming an important issue
for commercial banks. Commercial banks that understand the
characteristics of customer churn are able to enhance customer
loyalty and decrease churn. In this section, we use the ROSE2
(Rough Set Data Explorer) tool to adopt the rough set approach
as analytical procedures, include: (1) selecting data and variables;
(2) calculating the approximation; (3) finding the reductions and
core attributes; (4) creating the decision rules; and (5) importing
the decision rules into a flow network graph as the final decision
algorithm. The results are used to predict customer churn and to
build strategic implementation of churn management in the credit
card industry.

4.1. Selection data and variables

In this study, the data were collected from a database of one
commercial bank in Taiwan over the period March 2008 – April
2008. Initially, there were 16,866 churn customers consisting of
9,650 voluntary churn customers and 7,216 involuntary churn
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customers. We collected 7,200 surviving customers in a random
sampling. (However, if one class is represented by a large number
while the other is represented by only a few, an imbalance problem
could distort the predictions (Japkowicz & Stephen, 2002). There-
fore, in order to increase the generalization ability and accuracy
of this model, we used a down-sizing method in this study.) After
removing inaccurate and unreliable data, we had 21,000 customers
equally divided into three classes: survival, voluntary churn and
involuntary churn. In addition, we limited the card usage and ar-
rears data to at least one year because we believe this period would
be sufficient for commercial banks to understand the characteris-
tics of credit card customers.

Originally, there were 43 variables in our database, but that
number would engender too much complexity for this study. To
increase the accuracy of the decision variables, we invited three
scholars from a university marketing department and three man-
agers from the banking industry with an average of more than five
years’ experiences in the credit card business to identify which of
the 43 variables were likely to indicate customer churn with cred-
it cards. Our experts chose 16 condition attributes, including
demographic, psychographic and transactional variables, and one
decision attribution variable, the type of churn form. We em-
ployed the logical reasoning analysis of rough set to determine
the rules and the credit card customers’ characteristics, as shown
in Table 1.

4.2. Rule-based prediction of customer churn characteristics

In RST, discretization can convert continuous attributes into
discrete attributes while removing redundant and irrelative attri-
butes. In this study, we attempted a k-means algorithm to clus-
ter the continuous variables a6 and a8 to a11 into three interval
sets. Customers who have the values of these attributes in the
same intervals have very similar customer churn characteristics.
The intervals proposed for discretization are presented in Table
1.

From rough sets analysis of the coded information table, the
first results obtained were the approximation of the decision clas-
ses and their quality of classification. The accuracy of approxima-
Table 1
Attribute specification for credit card churn analysis.

Attribute name Attribute values

Condition attributes
Age (a1) <30; 30–39; 40–49; 50–5
Gender (a2) Female; male
Marital status (a3) Single; married; divorced
Education (a4) Graduate school; universi

school; others
Annual Income (a5) Under NT$360,000; NT$36

000–NT$1,440,000; NT$1,
Holding credit card periods (monthly)

(a6)
<56.37; 56.37–105.00; >1

Automatic debit transfers (a7) Yes; no
Annual pay-off times (a8) <1.84; 1.84–6.70; >6.70
Annual no-transactions times (a9) <1.63; 1.63–6.39; >6.39
Annual average purchase amount

(a10)
0; NT$1–NT$15,881.44; >

Annual purchase times (a11) <2.27; 2.27–58.68; >58.68
Consumption up times (last six

months) (a12)
Yes; no

Installment transaction (a13) Yes; no
Call for temporary adjust credit line

(a14)
Yes; no

Holding credit loan (a15) Yes; no
Holding cash card (a16) Yes; no

Decision attributes
Churn form (d1) Survival; voluntary churn
tion is used to describe the degree of credit card churn that
could be obtained based on the information of those 16 condition
attributes, and the accuracy of classification is used to express the
percentage of correctly classified cases. As shown in Table 2, we
first classified our samples into two classes, survival and churn
(voluntary and involuntary), and the accuracy of classification for
the two decision classes was 86% and 93%, respectively. In this
manner, the results represent that 16 condition attributes play
an important role in determining the churn form of credit card cus-
tomers and are appropriate for predicting whether a customer will
survive or churn. The quality of classification was 95%, so most
samples of the data were correctly classified.

To improve the classification rate and to use as small a number
of attributes as possible, we attempted to determine the superflu-
ous attributes through an exhaustive algorithm. The result of the
value of the positive region for this reduction was 1.0, and the re-
duced attributes set was {a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11, a12,
a13, a14, a15, a16}, which represents all relevant attributes in the ta-
ble. This result shows the importance of these 16 variables in pre-
dicting credit card customer churn.

Through rough sets analysis, we generated 1,867 rules, of which
497 rules apply to the survival class, 646 rules apply to the volun-
tary churn class, and 724 rules apply to the in involuntary churn
class. However, some rules are low quality in terms of their ability
to distinguish the characteristics of customers among the churn
classes. In order to find the higher quality rules for decision-mak-
ing, we set up a threshold for future reduction of rules with mini-
mum condition attributes P 6 and support value P 100 of each
rule for each decision class. Thus, we considered only 25 rules in
the survival class, 12 rules in the voluntary churn class and 7 rules
in the involuntary churn class. These rules are better at discrimi-
nating in terms of correctly classifying the credit card churn forms
as well as in terms of understanding the characteristics of
customers.

Therefore, focusing on the features of customer in determining
the credit card churn form, we derived decision rules for custom-
ers’ characteristics related to survival, voluntary churn and invol-
untary churn (Tables 3–5, respectively). In Table 3, the top-5
ranking of frequencies and percentages of the variables in surviv-
Attribute value
sets

9; >59 {1,2,3,4,5}
{1,2}
{1,2,3}

ty/college; high school; under junior high {1,2,3,4,5}

0,000–NT$960,000; NT$960,
440,000–NT$2,400,000; Up NT$ 2,400,000

{1,2,3,4,5}

05 {1,2,3}

{1,2}
{1,2,3}
{1,2,3}

NT$15,881.44 {1,2,3}

{1,2,3}
{1,2}

{1,2}
{1,2}

{1,2}
{1,2}

; involuntary churn {1, 2, 3}



Table 2
Accuracy of classification and quality of classification.

Churn form Numbers of objects Lower approximation Upper approximation Accuracy of classification Quality of classification

d1 – – – 0.91 0.95
Survival 7,000 6,331 7,341 0.86 –
Voluntary/involuntary churn 14,000 13,659 14,669 0.93 –

Table 3
Decision rules of credit card survival class.

No. a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16 d1 S* C* S** (%) C** (%)

1 3 2 1 3 1 3 1 349 1 1.66 4.99
2 2 2 1 3 3 1 1 1 327 1 1.56 4.67
3 3 2 2 1 3 3 1 324 1 1.54 4.63
4 2 2 2 1 3 3 2 1 259 1 1.23 3.70
5 2 1 2 1 3 3 2 2 1 218 1 1.04 3.11
6 2 5 1 3 2 3 2 2 1 212 1 1.01 3.03
7 2 2 5 2 1 3 1 1 2 1 186 1 0.89 2.66
8 2 1 5 1 3 3 1 182 1 0.87 2.60
9 5 2 1 3 2 3 2 2 1 177 1 0.84 2.53
10 4 2 2 2 1 3 1 1 2 1 176 1 0.83 2.51
11 3 3 2 1 3 1 3 1 157 1 0.75 2.24
12 2 2 5 2 1 3 1 1 2 1 155 1 0.74 2.21
13 2 2 2 1 3 1 2 1 2 2 1 138 1 0.66 1.97
14 3 2 3 3 1 3 1 1 2 1 128 1 0.61 1.83
15 3 2 2 5 2 1 1 3 2 1 127 1 0.60 1.81
16 1 2 1 1 3 2 2 1 122 1 0.58 1.74
17 2 4 2 2 1 1 2 1 119 1 0.57 1.70
18 2 3 1 1 3 2 1 118 1 0.56 1.69
19 1 1 3 1 3 3 1 117 1 0.56 1.67
20 3 2 3 1 3 1 1 2 1 117 1 0.56 1.67
21 3 5 2 1 3 2 1 2 1 114 1 0.54 1.63
22 1 1 3 2 1 3 1 1 1 108 1 0.51 1.54
23 2 3 1 3 2 3 1 2 1 104 1 0.50 1.49
24 3 2 1 3 3 1 1 103 1 0.49 1.47
25 3 3 1 3 1 2 2 2 2 1 100 1 0.48 1.42

Total times 14 14 10 15 13 10 25 21 10 11 9 8 11 4 9 7 – – – – –

Note: S* means supports number; C* means certainty; S** means percentage of strength; C** means percentage of coverage.

Table 4
Decision rules of credit card voluntary churn class.

No. a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16 d1 S* C* S** (%) C** (%)

1 2 1 3 1 2 1 3 1 2 2 2 202 0.94 0.96 2.89
2 2 1 2 2 2 1 3 1 2 2 154 0.88 0.73 2.20
3 1 1 2 2 1 3 1 2 2 2 149 0.85 0.71 2.13
4 2 1 2 1 2 1 3 1 2 2 142 0.88 0.68 2.03
5 2 2 3 2 1 2 1 3 1 2 133 1 0.63 1.90
6 2 1 3 2 2 2 1 1 2 2 2 129 0.80 0.61 1.84
7 2 1 3 2 1 2 1 1 2 2 124 0.71 0.59 1.77
8 2 2 2 2 1 2 1 1 2 2 2 2 122 0.62 0.58 1.74
9 1 1 2 1 2 1 3 1 2 2 114 1 0.54 1.63
10 3 2 3 2 2 3 1 2 106 1 0.50 1.51
11 2 1 3 1 2 2 3 1 2 1 2 103 1 0.49 1.47
12 2 3 1 1 2 1 3 1 2 2 2 102 0.95 0.49 1.46

Total times 12 0 11 12 9 8 12 10 9 10 2 0 3 0 6 8 – – – – –

Note: S* means supports number; C* means certainty; S** means percentage of strength; C** means percentage of coverage.
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ing customers’ decision rules are in automatic debit transfers (a7)
(25 times, 100%, respectively); annual pay-off times (a8) (21 times,
84%); education (a4) (15 times, 60%); age (a1) (14 times, 56%); and
gender (a2) (14 times, 56%). In Table 4, the top-5 ranking of fre-
quencies and percentages of the variables in voluntary churn cus-
tomers are in age (a1) (12 times, 100%); gender (a2) (12 times,
100%); automatic debit transfers (a7) (12 times, 100%); marital sta-
tus (a3) (11 times, 92%); annual pay-off times (a8) (10 times, 83%);
and annual average purchase amount (a10) (10 times, 83%). Finally,
in Table 5, the top-5 ranking of frequencies and percentages of the
variables in involuntary churn customers are in annual pay-off
times (a8) (7 times, 100%); annual no-transactions times (a9) (7
times, 100%); marital status (a3) (5 times, 71%); holding credit card
periods (a6) (5 times, 71%); and consumption up times (a12) (5
times, 71%). Decision maker can use this information to understand
which variables may impact each credit card churn form and then
to forecast customers’ characteristics and develop effective mar-
keting strategies for reducing churn.

4.3. The relationship between characteristics and churn in flow
network graph

In order to denote the cause-and-effect relationship between
credit card customers’ characteristics and churn form, and then



Table 5
Decision rules of credit card involuntary churn class.

No. a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16 d1 S* C* S** (%) C** (%)

1 2 2 2 1 1 1 2 2 3 169 1 0.80 2.41
2 5 2 2 2 1 1 2 3 127 1 0.60 1.81
3 2 2 1 1 2 2 2 3 122 1 0.58 1.74
4 4 2 2 1 1 1 3 111 1 0.53 1.59
5 2 2 2 1 1 2 2 2 3 109 1 0.52 1.56
6 2 1 2 1 2 1 1 1 2 2 3 107 0.93 0.51 1.53
7 1 2 1 1 1 2 2 2 2 3 102 1 0.49 1.46

Total times 4 0 5 3 4 5 2 7 7 1 4 5 3 0 2 3 – – – – –

Note: S* means supports number; C* means certainty; S** means percentage of strength; C** means percentage of coverage.
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Fig. 1. Decision flow graph for rule-set of survival class. a7 = 2 means that customer does not attempt automatic debit transfers; a8 = 3 means that customer annual pay-off
times is above 6.7 times; a2 = 2 means that customer is male; a3 = 1 means that customer is single; a3 = 2 means that customer is married; a10 = 2 means that annual average
purchase amount is from NT$1 to NT$15,881.44; a10 = 3 means that annual average purchase amount is above NT$15,881.44; a5 = 2 means that annual income is from
NT$360,000 to NT$960,000; a1 = 3 means that customer’s age is from 40 to 49; a11 = 3 means that annual purchase times is above 58.68 times; a9 = 1 means that annual no-
transactions time is below 1.84 times; a13 = 1 means that customer has installment transaction; a13 = 2 means that customer has no installment transaction; a16 = 2 means
that customer does not hold cash card; a15 = 2 means that customer does not hold credit loan; a4 = 5 means that customer’s education is others; a12 = 1 means that
consumption up during last six months; a6 = 2 means that holding credit card periods is from 56.37 to 105.00 monthly; a14 = 2 means that customer does not call for
temporary adjust credit line; d1 = 1 means that customer is survival.
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Fig. 2. Decision flow network graph for rule-set of voluntary churn class. a7 = 2 means that customer does not attempt automatic debit transfers; a8 = 3 means that customer
annual pay-off times is above 6.7 times; a3 = 1 means that customer is single; a3 = 2 means that customer is married; a10 = 1 means that annual average purchase amount is
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a6 = 1 means that holding credit card periods is below 56.37 monthly; a6 = 2 means that holding credit card periods is from 56.37 to 105.00 monthly; a13 = 2 means that
customer has no installment transaction; a11 = 1 means that annual purchase times is below 2.27 times; d1 = 2 means that customer is voluntary churn.
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to provide information for further model refinement, we use a flow
network graph to represent this relationship (Figs. 1–3). By using
the flow network graph, we can view the entire flow network
graph as a decision algorithm, where each branch describes a deci-
sion rule. However, in practice, it is too complex to show the rela-
tionship among the characteristics of credit card customers if all
rules from Tables 3 to 5 are considered. To reduce the complexity
of the flow network graph, we selected the top 7 rules of each class
in order to provide clearer decision-making information. The coef-
ficients of support, certainty, strength and coverage associated
with each branch of each churn form are shown in Tables 3–5,
and these rules can be translated into one decision algorithm rep-
resented by the decision flow network, shown in Figs. 1–3.
Strength represents the ratio of total flow through the branch,
and coverage exhibits how inflow is distributed between inputs
of the node. To simplify the flow network graph, only supports
are shown in the figure, and certainty, strength and coverage are
omitted.

In the survival class, the total inflow of the graph is 1,875, which is
the sum of the supports corresponding to the rules in Table 3. To
introduce the importance of condition attributes, we present the
flow network graph by the number of supports. Fig. 1 illustrates
the relationship between customer characteristics and churn form;
the top-5 characteristics of surviving credit card customer, accord-
ing to the number of supports, are: (1) does not attempt automatic
debit transfers (1,875 supports); (2) number of annual pay-off time
Table 6
The hit rates of new data.

Original number of objects Decision rules Hit

Class Number of new test objects Dec

7,000 Survival 1,000 Sur
7,000 Voluntary churn 1,000 Vol
7,000 Involuntary churn 1,000 Inv
21,000 – 3,000 –
is more than 6.7 times (1,875 supports); (3) customer is male (1,199
supports); (4) marital status is married (1,186 supports); and (5) an-
nual average purchase amount is more than NT$15,881.44 (1,128
supports).

Based on the same procedure, we can obtain the flow network
graph of the voluntary churn class, as shown in Fig. 2. In the vol-
untary churn class, the total inflow of the graph is 1,033, which is
the sum of the supports corresponding to the rules in Table 4. The
top-5 characteristics of voluntary churn credit card customers,
according to the number of supports, are: (1) does not attempt
automatic debit transfers (1,033 supports); (2) number of annual
pay-off times is under 1.84 times (1,033 supports); (3) marital
status is single (900 supports); (4) annual average purchase
amount is zero (900 supports); and (5) customers’ age is between
30 and 39 (884 supports).

Finally, in the involuntary churn class, the total inflow of the
graph is 847 supports corresponding to the rules in Table 5, as
shown in Fig. 3. The top-5 characteristics of involuntary churn
credit card customer, based on the number of supports, are:
(1) number of annual pay-off times is under 1.84 times (847
supports); (2) number of annual no-transactions times is under
1.63 times (847 supports); (3) no consumption up times during
the last 6 months (629 supports); (4) annual income is between
NT$360,000 and NT$960,000 (505 supports); and (5) holding
credit card periods (monthly) is between 56.37 and 105 (405
supports).
decision Hit rate (%)

ision number Survival Voluntary churn Involuntary churn

vival 962 21 17 95.2
untary churn 13 887 100 88.7
oluntary churn 18 59 923 92.3

– – – –
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4.4. Discussion and managerial implications

With new data, sets will generate new rules by themselves; the
limitation of RST is whether the original rules can fit with the new
data. Thus, 3,000 validation sample data sets were added to the
retest to check the feasibility of the decision rules in this study.
The results in Table 6 show that the hit rates are 95.2% for the sur-
vival class, 88.7% for the voluntary churn class, and 92.3% for the
involuntary churn class. It is clear, then, that new objects will prob-
ably fit into the existing decision classes.

We found several interesting patterns from our data: (1) males
usually fall into the survival class; (2) married customers usually
fall into the survival class, while single customers usually fall into
the voluntary churn class; (3) customers aged 30–39 are more
likely to be in the voluntary churn class; (4) the number of annual
pay-offs is higher for survival customers than for churn customers;
(5) the greater the annual average purchase amount, the greater
the chance that the customer will survive; (6) involuntary churn
customers usually do not have consumption up time during the
last 6 months; and (7) survival and voluntary churn customers
do not attempt automatic debit transfers.

The results of this study have implications for decision-makers.
First, commercial banks may use demographic variables, such as
age, gender and marital status, to determine a customer’s likely
churn class. For instance, a customer who is male, married and old-
er is likely to be more loyal. Commercial banks should also pay
attention to customers’ transaction information, such as number
of annual pay-off times, annual average purchase amount, and
whether there is any consumption up time during the last six
months, and combine this data with demographic variables to pre-
dict customer characteristics in terms of churn forms. Commercial
banks can use RST and a flow network graph of their CRM database
to establish an integrated system for predicting customer churn in
order to develop appropriate actions to retain good customers and
let problem customers go.
5. Conclusion

This study uses a rough set approach and a flow network graph
to predict credit card customer churn in a commercial bank in Tai-
wan. RST is used to discover hidden information in data and to
exploring the rules and characteristics of customer churn. The
decision rules can be transferred into a flow network graph to rep-
resent the connections of pathways and the degrees of their inter-
dependency. Our empirical results, which illustrate customer
characteristics as a predictor of churn forms, show that combining
RST and a flow network graph is an effective tool for supporting
CRM decision-making. The advantage of this hybrid model is that
it expresses data in the natural language of decision rules, and
these rules can be easily deduced and easily understood for deci-
sion-makers to make accurate prediction and act accordingly. This
model should be welcomed for its ability to represent the impor-
tance of variables on customer churn and to provide abundant
information for decision-makers to distinguish which customer
characteristics are the key factors that influence customer churn
for subsequent strategic planning.

Since limited studies exist on credit card customer churn,
numerous possible research avenues remain. First, the present
study considers only 1-month period data, so future studies could
use longer period data for more accurate results. Second, this study
was conducted in Taiwan using Taiwanese objects, so the results
may not be applicable to customers in other countries and future
studies could expand the application described here to other coun-
tries. Finally, future research could compare this combined model
with other approaches or modify the model to be even more effec-
tive in predicting customer churn. Exploring these mediators is
likely to provide a fruitful extension to this work.
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