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Index Rendering: Hardware-Efficient Architecture
for 3-D Graphics in Multimedia System
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Abstract—Real-time three-dimensional (3-D) graphics emerges fact, real-time 3-D graphics is expanding in high gear as a

rapidly in multimedia applications, but it suffers from require-  core technology in the areas of user interface, virtual reality,
ments for huge computation, high bandwidth, and large buffer. In visualization, and entertainment. However, real-time 3-D

order to achieve hardware efficiency for 3-D graphics rendering, . - - L . . .
we propose a novel approach named index rendering. The basic draphics rendering is computation-intensive, which requires

concept of index rendering is to realize 3-D rendering pipeline by high bandwidth and large buffer memory. Recently, many
using asynchronous multi-dataflows. Because triangle information systems [1]-[6] have proposed for various applications of
can be divided into several parts with each part capable of being real-time 3-D graphics, and most of them are performance-ori-
transferred independently and asynchronously. At last, all data are ented architectures that require high hardware cost.

converged by the index to generate the final image. . . L .
Index rendering approach can eliminate unnecessary oper- In order to realize real-time 3-D graphics in commaodity hard-

ations in traditional 3-D graphics pipeline. The unnecessary Ware, one way to proceed is to make an attenuated version of tra-
operations are caused by the invisible pixels and triangles in ditional architecture, but it degrades the performance and image
the 3-D scene. Previous work, deferred shading, eliminates the quality. An alternative method is to design a new rendering ar-
operations relating to invisible pixels, but it requires huge trade- chitecture, such as Talisman [7], [8]. This architecture employs

offs in bandwidth and buffer size. With index rendering, we can techni f i di . | (2-D) i . d
eliminate operations on both invisible pixels and triangles with echniques from two-dimensional (2-D) image processing an

less tradeoffs as compared with deferred shading approach. changes into 3-D image synthesis, but it is not compatible with
The simulation and analysis results show that the index ren- traditional rendering architecture. Therefore, all air position in-

dering approach can reduce 10%-70% of lighting operations when dicators (APIs) and programs should be rewritten to fit into this

using flat and Gouraud shading process and decrease 30%-95% g chitecture. A better approach is to design a new hardware-effi-

, ; : .
\gsg g#; 'ggo/':_h;)&% 2?gghn(?\;vi';?gtggrmgeea'bv?tivsgfggé 2;23{:% cient architecture compatible with a traditional architecture. De-

approach. The result also indicates that this approach of index ren- ferred shading is one of the kinds of architecture. It rearranges
dering is especially suitable for low-cost portable rendering device. the operations in traditional rendering pipeline to eliminate re-
Hence, index rendering is a hardware-efficient architecture for 3-D - dundant operations on invisible pixels. However, it suffers from

graphics, and it makes rendering hardware easier to be integrated large internal bandwidth and buffers, which is hard to be imple-
into multimedia system, especially in system-on-a-chip (SOC) de- . . ’
mented in commodity system.

Sion. Furthermore, hardware efficiency is another important issue.
Generally speaking, 3-D applications on PCs are performance-
oriented, and the advancement of rendering hardware is driven
|. INTRODUCTION by brute-forced VLSI technology. However, it limits the 3-D ap-

lications on low-cost portable devices. In low-cost portable de-

HREE-DIMENSIONAL (3-D) graphics has emerge Eé:es, most functions are application-oriented. Hence, the high

rapidly from technical areas to nontechnical areas, a&/ rformance is not the only issue, and the importance of hard-

it has also become a key module in multimedia systems. Mhre efficiency emerges. This is because low hardware effi-
ciency not only wastes hardware resource but it also leads to
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Fig. 1. Traditional 3-D graphics rendering pipeline.

Il. BACKGROUND Although back-faced culling and clipping can eliminate some
invisible polygons; however, there are other invisible polygons
A. 3-D Graphics Rendering Pipeline that can be hidden somewhere because they may be fully cov-
L . ered by each other. Hence, a lot of invisible polygons still reside
Polygon-based rendering is one of the mainstream methoﬁi?oipeline, and the visibility of these polygons can only be de-

tq generate 3-D graphics. Its rend_ering job can generally Sied after visibility comparison.
divided into two parts: 1) geometric subsystem and 2) raster3) Lighting: Lighting is an essential operation to calculate
§ubsystem. The geome_ztry subsystem transforms _the IOOIygﬁl'['JSmination on assigned position by illumination model. In
in 3-D coordinates vertices, and then maps them into 2-D ¢y 1) simylate lighting effect in the real world, illumination
ordinates. Raster subsystem receives output of geometry Sl is usually complex. Phong illumination model [19] is
system, and renders the transformed polygons to generate fw\%ldpopular one. which is éxpressed as
images for display. These two subsystems are pipelined for hig '
throughput in general. Fig. 1 is an example of traditional 3-D
Graphics rendering pipeline.

1) Transformations:As shown in Fig. 1, transformations are
major operations in geometric subsystem. It can be handled¥)ere

4 x 4 matrix operations. In 3-D graphics rendering, the essen-La

T=1I,%xK,+[L x Kg(L-N)+ I, x K,(H-N)"] (1)

intensity of the ambient light;

tial transformations are viewing and perspective. The viewing i intensity of the light source;
transformation transforms objects from the world space to thel unit vector from pixel to the light source;
view space; while the perspective transformations transformsf¥ normal vector of the pixel;
the view space to the projection space and then maps it into 2-DH = (L 4+ V)/2, whereV is the vector from the
screen coordinates. pixel to the viewer;
2) Culling and Clipping: Culling operation culls away n gloss to model the highlight;
some invisible polygons to eliminate unnecessary operations,, K4, K, coefficients to model the characteristic of the
and back-faced culling is the most popular one. Back-faced material.

culling utilizes the order of vertices to denote the polygon as In this equation, the third term as a specular term is related to
front-faced or back-faced, and then filters out the back-facedponentiation. Furthermore, each vector needs to be normal-
polygons. Furthermore, it can cull away those polygons thiaked before applying to this equation, and normalization requires
are too small to display. On the other hand, clipping operati@alculation of reciprocal square root. Several attempts have been
can discard the out-of-sight polygons. Because only polygomsade to reduce lighting operations with Taylor series approxi-
existed in view volume can be displayed on screen, the polygoration [12], [13] and angular interpolation [14], [15] being the
located outside the boundaries are discarded. two major ways. Although a lot of attempts had been made to
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TABLE |
POLYGON-LEVEL AND PIXEL-LEVEL SHADING PROCESS INTHREE SHADING METHODS

Flat Shading Gouraud Shading Phong Shading

Lighting Operation on Lighting Operation on
Polygon-level -
center of each polygon  [each vertices

. . ) . ) Normal Interpolation and
. Fill all pixels in a polygon [Color interpolation for L .
Pixel-level . Lighting operation for all
with the same color all pixels in a polygon ) .
pixels in a polygon

solve this problem, lighting operation still remains the bottlewidely utilized today. However, it cannot produce highlight
neck in 3-D graphics rendering. The lighting operation may beside the polygons and suffers from Mach Band effect. Among
performed in the locations labeled §) and (2, as shown in the three methods, Phong shading [19] can generate the best
Fig. 1, while the real location depends on the shading scherimmage quality, but it needs a lot of calculations. In Phong
We shall discuss this later. shading, the lighting operation is applied to each pixel inside

4) Setup: Setup is the operation to prepare the necessary pelygons. Several researchers have proposed to support Phong
formation for further rasterization in raster subsystem. In ttehading by hardware [16]-[18]. However, Phong shading is
setup operation, two kinds of data are generated. The first tyg@mputation-intensive, and its hardware implementation costs
is the data related to shape information, while the second onaibot of chip size.
related to color information. 7) Relationship Between Lighting and Shading: Table |,

Because triangles are described by vertices in geometyg list the relationship between lighting and shading operation.
subsystem, the setup stage helps rasterize stage to scan-cofgeshown in Fig. 1, in both flat shading and Gouraud shading,
triangles into a group of pixels. Traditionally, the setup stadighting operation is executed in the box label@y while in
decomposes triangles into two scanline-aligned parts with edghong shading the lighting operation is performed in box la-
part being described by left-side edge, right-side edge, abeled(2.
maximal and minimal;-coordinates boundaries. Regarding the Among three shading schemes, the major difference is where
setup for color information, the job of setup stage depends tite lighting operation is located in polygon-level or in pixel-
the shading method. level. In flat shading and Gouraud shading, lighting operations

5) Raster Subsystenin conventional rendering pipeline,are in polygon-level, and therefore the number of lighting opera-
raster subsystem handles rasterization. Rasterization condistss is in proportion to polygon number. On the other hand, the
of three subtasks: 1) scan conversion; 2) visibility comparisonymber of lighting operations is related to the pixel number. Be-
and 3) shading. At the beginning of initiating raster subsystegause each polygon can be decomposed into dozens or hundreds
the scan conversion decouples polygon into several spans, afgixels, the number of lighting operations in Phong shading are
then generates a group of pixels. The groups of pixels dendi@zens or hundreds times more than those in flat and Gouraud
the area that these triangles cover on display. shading.

Hence, the operations before scan conversion areHence, computation requirement is a tradeoff of image
polygon-level operations, and they become the pixel-levglality, and one of major reasons is attributed to the high
operations after scan conversion. Shading operation colemmnputation requirement of lighting operations. Phong shading
each pixel for display, and texture mapping is also applied heggenerates higher image quality but demands huge computation
Visibility comparison determines the visibility of each pixelpower. Real-time 3-D graphics makes this condition even
and Z-test is the most common algorithm. worse, because rendering system needs to render 3-D scenes

6) Shading: Shading is the operation to color each pixebver 24 to 30 times/s. The lighting operation leads to two
on display. Since lighting calculation is compute-intensiv@roblems. The first problem is in the high-end system. Since
it is appropriate to avoid applying lighting on all pixelsPhong shading and high resolution are needed for high image
Hence, several shading methods have been developed, qnality, the total number of lighting operation is very huge and
three shading methods are generally utilized: flat shadifggcomes a bottleneck, even though high-end system equips
Gouraud shading and Phong shading. The simplest methodhigh computation power. On the other hand, the complexity of
flat shading. It only applies lighting once for each polygon, anyhting calculation also leads to a problem in low-end system,
then shades all pixels inside this polygon with the same colewren in the flat shading scheme. Because CPU handles lighting
The number of lighting operations is smallest, but the imagalculation in low-end system, the complexity of illumination
quality is very poor. Another method, Gouraud shading [20gquation causes large burden for CPU. It is infeasible to
can generate better image quality. It applies lighting on verticesplement real-time 3-D graphics for consumer electronics,
of each polygon, and then shades each pixel inside polygondspecially for some low-cost low-power portable devices.
interpolating color on vertices. Because it can render polygons8) Texturing: Texturing operation provides a simple method
with smooth color gradation, its result is more acceptable afat adding realistic detail to 3-D graphics. It maps the digital im-
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ages stored in texture buffer onto the surface of specific poly- TABLE I

gons. In different modes for texturing, texture operation unit DIFFERENT PARTS IN POLYGON INFORMATION
may fetch texture buffer 1, 2, 4, 8, or more times for each pixel.

Therefore, huge bandwidth requirement is the major problem of ~ Classification Description

texturing operation.

Geometry
Vertices Coordinates (X,Y,2)

B. Observations on Traditional Rendering Pipeline Information

1) Invisible Polygons and Pixels3-D graphics rendering is

a process to render 3-D models into 2-D images. Because of Intrinsic Color
reduction in dimension, a lot of information loses during this Surface Attribute
process. Hence, in 3-D graph|c$ rendenng, d!mensmn reduction Color Surface Normal Vector
causes a lot of polygons and pixels to be invisible. Information L o

The polygon is a shape defined by vertices, and its size is Lighting Directing Vector
very flexible. The reasons to make a polygon invisible may View Direction Vector
be attributed to the following: back-faced, outside the view Texture Coordinates

volume, covered by other polygon or too small to display.

Among these four reasons, back-faced and too small of

polygons can be eliminated in culling operation, whereas tHformation is related to color, and it describes how a polygon
polygons outside the view volume are removed in clipping O'ghould be shaded, colored or textured. The Ilghtlljg calculation
eration. However, the polygon fully covered by other polygoR€€ds to use the second part of pplygon mforma’uoq
can only be decided after visibility comparison. Therefore, Although two parts of polygon information have little rela-
in traditional rendering pipeline, the operations in connectidiPnship, they are transferred together in traditional 3-D graphics
with fully covered polygon are unavoidable. rendering p!pellne. This methc_)d .car.mot explore para!lehsm in
On the other hand, if a pixel is invisible, it is covered by ardata operations, and causes limitations when arranging opera-
other pixel with the same coordinates. Because of dimension #@Ns in pipeline.
duction, a lot of distinguished pixels in 3-D are projected into the
same coordinates on 2-D screen; therefore, the ratio of invisitite
pixels is very high. However, in traditional rendering pipeline, 1) Types of Data RateData rate dominates the behavior of
the data flow for pixel operations are regular and straightfodata flows in 3-D rendering pipeline. In order to discuses the
ward. Although invisible pixels can be discarded after visibilitgharacteristics between different designs, we can roughly clas-
comparison, they still cause “bubbles” in pipeline, thus loweringjfy data rate in rendering pipeline into five major types: 1) tri-
the memory and hardware utilization. angle rate; 2) reduced triangle rate; 3) pixel rate; 4) reduced pixel
2) Heterogeneous Data Flows in Pipelindn traditional rate; and 5) scan-out rate.
rendering pipeline, another problem is generated due to het“Triangle rate” is the data rate before scan conversion in
erogeneous data flows. Polygon and pixel are major data typasterization. We call this data rate “triangle rate” instead of
in rendering pipeline. However, there are dozens to hundrég®lygon rate” because triangle is the major type of polygon in
times difference in terms of the numbers of data. Moreoveendering pipeline. This rate is also a common benchmark to
the sizes of polygon are various. The massive and irreguladicate how many triangles the hardware can handle within a
expansion on data amount causes problems in data flows. period of time. “Reduced triangle rate” is a modified triangle
Besides data amount, the operations on these two data floate after deleting invisible triangles. This rate seldom appears
have different attributions. In geometry subsystem, the data flamprevious architectures because it is hard to eliminate invisible
related to polygon requires a lot of computation power. The ddtéangles in the traditional rendering pipeline.
flow in geometry subsystem is relatively regular, and generally “Pixel rate” is the data rate rendered after scan conversion and
needs no external memory access. On the other hand, the cbefere visible comparison. In scan conversion, each polygon is
putation in raster subsystem is relatively simple. However, hugenverted into dozens to hundreds of pixels. Hence, the data rate
bandwidth is required, especially on depth buffer and textuigcreases dozens to hundreds times more as compared with tri-
buffer access. angle rate. On the other hand, “reduced pixel rate” is the data
Hence, in traditional rendering pipeline, some areas are corate after visible comparison. In the area of reduced pixel rate,
putation-bound, and some areas are memory-access-boynixkls that fail in visibility comparison are discarded, and there-
However, traditional method handles them in a long syrere the data rate is reduced.
chronous pipeline. Even you design to speed up the capability'Scan-out rate” is related to the scan-out mechanism. In order
somewhere, but this speed-up may be cancelled in pipeline stalillustrate image data, the pixel values in frame buffer must
elsewhere. be scan-out for display. Generally speaking, scan-out proceeds
3) Different Types in Polygon InformatioriThere are two after the entire rendering task is finished, and hence the visible
major parts in polygon information, as listed in Table II. The firgpixels on display are fixed. This rate is relatively steady.
partis related to geometry, which keeps the geometrical characThis classification can be utilized for the analysis on band-
teristics of a polygon in 3-D space. Hence the shape and depildth and calculation. Besides scan-out rate, other four data
of this polygon can be described. The second part of polygoate is related to complexity of 3-D scene. On the other hand,

Data Rate Changing in Pipeline
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Trangle Rate ’ Reducea N—— The entire geometry subsystem runs in triangle rate. The

Pixel Rate @

e scan conversion is the bridge between triangle rate and pixel
w® a» Frame oo 3 rate. The visibility comparison works in pixel rate. Generally
Texturing

( a) Tr[i)a:‘glel:/ Geometry

Lighting

speaking, the shading and texture operations can be placed
before or after visibility comparison in rendering pipeline,
which may be running in either pixel rate or reduced pixel rate.
This option depends on the hardware architecture designer.
Because the number of operation is smaller when running in
Triangle Rete = P—— reduced pixel rate, we place the shading and texture operations

g in reduced pixel rate in Fig. 2(a).

PRE-LOAD

Generally speaking, the relationships of different data rates

@ Sha:lng @
are

Texturing

Screen-size
Pixel Buffer

Triangle Geometry
(b) "o

Pixel Rate>> Reduced Pixel Ratg> Triangle Rate
> Reduced Triangle Rate.

PRE-LOAD

On the other hand, scan-out rate is directly proportional to
the resolution of display and refresh rate. The lower the display
resolution, the smaller is the scan-out rate. In general case, the
scan-out rate is much smaller than both pixel rate and reduced
pixel rate, because most pixels on display cover a lot of invisible
pixels. On the other hand, there is no significant relationship
between scan-out rate and triangle rate. The relationships among
scan-out rate, pixel rate, and reduced pixel rate are

Triangie Rate

Triangle[ T Seometry
(c) Data Subsystem

Pixel Rate>> Reduced Pixel Ratg> Scan-out Rate.

Reduced Triangle Rate

PRELOAD Fig. 2(a) we can also see the effect of data rate on bandwidth.
The arrow labeled” means one data bus related to triangle rate.
In the same wayP denotes the pixel rat&P denotes the re-
cramery > N oo duced pixel rate, an80 means scan-out rate. Becalsand
S P, corrieo % Zouter T.,(:,,.ng RP are the areas of high data rate in general case, we fill up the
arrows with black and gray colors. Furthermore, the arrow that
points to texture buffer is labeledRE — LOAD,” because data

of texture buffer is loaded before rendering.

Triangle Rate

d Triangle Geomet:
by
( ) Data E> Subsystem

Reduced Triangie Rate

D. Deferred Shading

oo g = |
——
o In traditional rendering pipeline, shading and texture opera-
tions fall in pixel or reduced pixel rates. This can be extravagant
E> = Busin Triangle Rate B - susinpici e -BusinSenouRae  gince a lot of shaded and textured pixels are covered in final
= Bus in Reduced Triangle Rate ﬁ} = Bus in Reduced Pixel Rate image. Moreover, a lot of texture bandwidth is wasted on hidden
pixels. In order to avoid this redundancy, a method of deferred
Fig. 2. lllustration of data flow in different rendering pipelines: (a) traditionalshading was proposed. This architecture was first proposed in
(b) defgrred_shading; (c) index rendering, depth value storetidly and Deering’s Triangle Processor and Normal Vector Shader [9],
I-buffer; (d) index rendering, depth value storedZrbuffer. and implemented in PROOF [10], Pixel-Planes 5 [1], and Pix-
scan-out rate is much different. It is related to screen coordif-low [2], [11]. This approach defers the shading and texture
nates and is not affected by scene complexity. operations until the entire image has been rendered. Because
2) Data Rates in Traditional Rendering Pipelin€ig. 2(a) the visibilities of all pixels are determined, only visible pixels
shows the data flow and data rate in traditional renderirgn the final image can be shaded and textured. Therefore, this
pipeline. Different gray levels are used to shade different areggproach can eliminate unnecessary operations on hidden pixel,
of data rates. The shaded area can show how the data eatd makes the pixel-level operations computation-effective. The
affects the operations. If an operation falls in one data radata flow in deferred shading approach is illustrated in Fig. 2(b).
area, it means that the total operation number is related to ffee shading and texturing operations are moved into the area of
data rate. Because the position for lighting operation deperst&n-out rate, and hence the number of total operations reduced.
on shading scheme, two lighting blocks are shown in this However, in order to support the deferred shading, the func-
illustration and labeled with different marks. In flat shadingion of frame buffer changes, which leads to buffer size and
and Gouraud shading, lighting operation is in the box labelé&&ndwidth problems. In traditional pipeline, the frame buffer
@, while in Phong shading the lighting operation is performekieps the results, the RGB color values of each pixel, after the
in box labeled®. shade and texture operations. Typically, 16—32 bits are required

PRE-LOAD
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to store a pixel in frame buffer. On the other hand, in deferrexhd the screen-size pixel buffer. This avoids high bandwidth
shading approach, because all pixels are not shaded and &d large screen-size pixel buffer in the graphics pipeline. To
tured before final scan-out, a screen-size pixel buffer is needetch pixel information from buffer, we usimmdex as a key.
to store all information for further shading and texturing operdndex is a serial number of triangles in current 3-D scene,
tions. Since shading and texture parameters often over 100-20d each pixel from the same triangle carries the same index
for one pixel, the approach of deferred shading requires langember. Therefore, only the index is saved in the screen-size
screen-size pixel buffer and high bandwidth. buffer, and only 10-20 bits are required for each pixel. In index
Why does the approach of deferred shading cause hugedering approach the screen-size buffer is namhédffer
buffer and bandwidth requirement? The problems are caugetlex buffer). The triangle information for shading and texture
by the parameters associated with shading and texturimgerations are stored in another buffer to be nametsS
These parameters are related to original triangle such (&%angle data base for shading). When shading and texture
Xo, Yo, Ro, Ryx, Ray, Go, Gax, Gay, Bo, Bax, Bay,So, mapping are performed, each pixel can fetch parameters from
Sax,Say, 1o, Tux , andT,y . In traditional rendering pipeline, its parent triangle via the index obtained frofabS. Hence,
all pixels belong to a triangle are shaded and textured one With TdbS, the approach of index rendering only needs to store
one. Within a period of time, the shading and texture unijast one copy of triangle parameter for each triangle. Unlike
handle a group of pixels from the same triangle. There isdeferred shading approach, the parameter of one triangle may
temporal locality on pixel information. Hence, the parametelse duplicated into a lot of copies for all visible pixels. Hence
can be kept in shading and texture hardware for reushe buffer size becomes greatly reduced in index rendering than
However, in deferred shading approach, shading and textimedeferred shading.
operations are in the area of scan-out. This temporal locality isindex rendering not only defers shading, but also defers
broken. Each pixel needs to carry a copy of parameters lgfhting. We propose deferred lighting in [22], and it is the
original triangle up to shading and texture operationsecond concept of index rendering approach. Table | shows
Therefore, although deferred shading approach can redticat the lighting is polygon-level operation in flat and Gouraud
shading and texture operations, it pays tradeoffs for occupyisgading. As discussed in deferred shading, we know deferred
large-sized screen pixel buffer, and huge bandwidth. shading approach cannot reduce polygon-level operations, and
Furthermore, the advantage on shading operation is limitaéberefore the lighting operations cannot be eliminated in flat
The advantage of deferred shading benefits mostly only amd Gouraud shading. However, in index rendering approach,
Phong shading, but little to flat and Gouraud shading. Thisis possible to defer polygon-level operations. The shading
condition is caused by the location of lighting. Because @ind texture parameters are stored ufbS, which can only be
complex illumination equation, lighting is the most comfetched when scanned out. Because the parameterahf
putation-intensive task in shading operation. Lighting iare ineffective before all pixels in a 3-D scene are processed,
Phong shading appears at pixel-level, whereas it appeardhat operations to generate parametersTdbS can be asyn-
polygon-level in flat and Gouraud shading, as shown in Tabledhronous. Hence, for each triangle, the lighting operation can
Because deferred shading approach reduces pixel-level shadiagdeferred until the visibility of this polygon is decided.
operations, lighting can be eliminated only in Phong shadingherefore lighting operation on invisible polygon can be saved.
but it cannot be eliminated in flat and Gouraud shading. In order to support these concepts, index rendering divides
Therefore, the advantage of deferred shading cannot redtrgangle information into several parts and handles them asyn-

lighting calculations for flat and Gouraud shading. chronous. In general, there are two major parts in pixel informa-
tion: The first one is related to geometry, which keeps the geo-
IIl. | NDEX RENDERING metrical characteristics of a polygon in the 3-D space. This part

) ) ) can be further divided int& Y -related andZ-related. XY -re-

To retain the advantages of deferred shading without igeq geometric information describes the shape of a polygon on
drawbacks being attached, we propose a novel approach nagjed|ay, whereas-related geometric information denotes depth.
index rendering. This approach requires less buffer size afle second part of pixel information is related to color, which
bandwidth than that in deferred shading. Moreover, we utilizgscribes how a polygon should be shaded, colored or textured.
our deferred lighting technique for the architecture desigihgex rendering can handle each part of pixel information sep-

and hence we can eliminate unnecessary lighting operatiofgtely and asynchronously, and index is the key to reunite all
for all kinds of shading methods. Hence, index rendering jsformation to generate final result in shading operation.
a hardware-efficient architecture, and it can be utilized in

real-time 3-D graphics rendering in both high-performance am Architecture of Index Rendering

low-en ms. . . . : N
ow-end systems In this section, a new architecture for index rendering is pro-

posed as shown in Fig. 3. (An earlier architecture of index ren-
dering without deferred lighting was proposed in a previous
The first concept of index rendering is fetching and gempaper [23].) This new architecture we propose is to realize raster
erating pixel information on demand. Instead of transferrirgubsystem in multimedia system. It receives and renders trian-
pixel information in graphics pipeline, we fetch and generatges to generate 3-D scenes, and then it outputs result to the
them when needed. Therefore, each pixel does not needriegrated multimedia system. Its external interface is very sim-
carry huge information through both the area of pixel raftar to traditional rendering pipeline, and hence this approach

A. Concepts of Index Rendering
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Fig. 3. Architecture of index rendering.

is compatible to the conventional 3-D graphics module in intdherefore, maximal index number is an important term in
grated multimedia system. design specification, and it limits the maximal visible triangle
Fig. 3 shows the major blocks of index rendering. Theumber in a 3-D scene. Because the triangle information is
block labeled by dotted line is optional when using differerdeparated for asynchronous operations, there are different types
methods of visibility comparison. In order to render 3-Dbf triangle database to store each part of triangle information:
graphics image, each triangle is assigned to a unique indme is related to geometry, whereas the other is related to
number. After passing the operations in geometry subsysterolor. The color information is stored ifdbS . The geometric
the triangle information is separated into several parts and saribrmation can be further divided intoXY -related and
to different modules. The part related to color is senTthS Z-related. XY -related geometric information is utilized in
(triangle database for shading), and the part related to geomesttgn-conversion block to generate the shape of polygons, not
is sent to scan conversion block. In scan conversion blogigcessarily to be stored-related geometric information is
the polygon is decomposed into a group of pixels with indesent to scan-conversion block to generate pixel depth, but it
number and depth values. Then, visibility comparison tests thkso needs to be storedTribV (triangle database for visibility
depth of pixels, and records the index number of visible pixet®mparison) if visibility comparison withoutZ-buffer is
in I-buffer. After whole polygon is scan-converted, visibilityrequired. We shall discuss this in next subsection.
signal of the polygon is sent to lighting block. If the polygon For example, if we synthesize 3-D scene by Gouraud shading
is visible, lighting block carries on polygon-level shadingvith texture mapping, the typical information in each database
operations for this polygon. Operations of lighting block cais listed in Table IIl.
be asynchronous with that of scan conversion block to optimize3) Visibility Comparison: Visibility comparison is a process
data flow. The shading and texturing block will not fetch date remove hidden pixels by using their depth valuguffer
in I-buffer and TdbS to generate the final image until allalgorithm is the most common method for visibility compar-
polygons in a 3-D scene are scan-converted itmffer and ison. InZ-buffer algorithm, visibility comparison unit receives a
all triangle information inTdbS are ready. pixel containing both depth value and currénty) coordinates,
1) I-Buffer: The I-buffer (index buffer) plays an importantand then it fetches the related depth value frgrbuffer. After
role in index rendering. It is a screen-size buffer to store indeomparing the depth value, nearest depth value will be kept in
number. For each pixel on scrednbuffer records the index of Z-buffer. In index rendering, we can employ thebuffer al-
triangle nearest to view port. That is, for each position on scregarithm for depth comparison, and the designZebuffer en-
coordinates, thé-buffer records which triangle to intersect withtries is coexistent withll-buffer, as shown in Fig. 5. Therefore
its tracing ray. Hence this buffer stores the index pattern of firdteth 7-buffer and Z-buffer can be fetched and stored at the
order ray tracing, as shown in Fig. 4. same time. Whenever a new pixel passes the visibility compar-
2) Triangle DatabasesTriangle databases are buffers tason, bothZ-buffer and/-buffer are updated at the same time.
store triangle information of which it is addressed by indelf Z-buffer exists in index rendering architectufiedbV is not
number. Because index number dominates address spacentexled, and therefore the dotted box and dotted lines in Fig. 3
size of triangle database is related to maximal index numbare unnecessary.
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Fig. 4. lllustration for index buffer{-buffer): (a) first-order ray-tracing and (b) data stored ibuffer.

TABLE Il
TYPICAL INFORMATION IN TRIANGLE DATABASE FOR GOURAUD SHADING
. Database
Triangle Information Base variables  [Differential variables
Name Description
XLerT, XRIGHT SlopeLerT-EDGE
(X,Y-related) - -
Geometry Y upper, Y BOTTOM SloperiGHT-EDGE
information Triangle database for
(Z-related) TdbV Xo, Yo, Zo Zax, Zav
visibility comparison
) Xo, Yo Rax, Ray, Gax, Gay,
Color Triangle database for
TdbS Ro, Go, Bo Bax , Bav
Information shading
So, To Sax, Sav, Tax, Tav
Z buffer Fbuffer g The parameter&y, Zyx, Zay, Aq, andYj are stored_ |_ﬁ|’db\/_.
Because thd-buffer keeps the index number of visible pixel,
Fig. 5. Buffer entry ofZ-buffer andI-buffer. I-buffer can replace the functions gtbuffer. The operation of

depth comparison by different methods is illustrated in Fig. 6.
Depth value is fetched directly frofi-buffer by conventional
On the other hand, index rendering can also realize visibilifethod, but it is real-time generated from linear expression by
comparison withouZ-buffer. The depth valugZ, can be gen- second method.
erated by linear expression as follows: 4) Lighting: Lighting operation calculates illumination in
a 3-D scene by illumination model. In conventional rendering
Zixyy = %o+ (X — Xo) x Zyx +(Y = Yo) x Zgy. (2) pipeline for flat or Gouraud shading, lighting operation locates
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Fig. 6. Temporal storage for visibility comparison: (a) depth value storétHuffer and (b) depth value stored TabV andI-buffer.

in geometry subsystem, and it does not appear in raster sy Yo, R, Go, Bo, Rax, Ray, Gax,Gay, Bax and Bgy.

system. Nevertheless, since our index rendering can eliminadtean, the color of this pixel can be calculated from the fol-

the redundant lighting operations by deferred lighting, we plat@wving linear expressions:

this unit in our architecture in order to demonstrate the feasi-

bility of this lighting operation. The data path from visibility R(x y) = Ro + (X — Xo) x Ryx + (Y — Yo) X Ray

comparison block to lighting block is the key in terms of de—G(ny) = Go+ (X — Xo) x Gax + (Y — Yp) x Gay

ferred lighting design, as shown in Fig. 3. It transmits a signal t .

indicate whether current polygon is visible or not. If all pixels of%(X’Y) = Bo + (X = Xo) x Bax + (Y = ¥o) x Bay. ()

one polygon_fail _in visibility (.:omparis.on., thi; polygon Is i.nvis- On the other hand, Phong shading interpolates normal vectors

ible. Hence Ilghtlng_calculat!on on th's |pV|S|bIe “'ang"? IS UN3ng applies lighting on each pixel. In this case, the linear expres-

necessary, gnd the !nformgtlon of this triangle can be discard N is also capable of interpolating vectors, drithS can store
This architecture is applicable for three shading methods. EQr

Eﬂe parameters for vector interpolations. If Taylor series approx-

flat and Gouraud_shadln_g, I|ght|ng 1S applied for pq!ygon-levelmation is utilized,TdbS becomes the storage of parameters for
If a new polygon is received and its index numbet, igs color

. L . - Taylor series.
information is temporarily stored i#rth entry of TdbS , and On the other hand, the texture coordinates can also be gen-
lighting is deferred until the signal is identified for its visibility. ’

If this signal shows that polygon is visible, the data-ith entry erated by linear expressions. Wil 7 coordinates, we can

. . I S fetch texture buffer for texture mapping. Because the texturing
qf TdbS will be read_ mto_ lighting bI_OCk for Ilght!ng calcula- operation is in scan-out rate now, it can avoid a lot of redundant
tion, and the result is written back into the original entry. O

the other hand. if this sianal indicates that pol L _blﬂatching on texture buffer resulted from the absence of invisible
€ other hand, 1T this signal indicates that polygon IS VISl o1 The linear expressions for texture coordinates generation
this polygon information will be discarded. The index numb

4re as follows:
1 can be reassigned and the spacé-thf entry inTdbS can be e as folows
freed_ fpr anc_)ther pol_ygon. Hence, triangle database only keeps Sixvy = So+ (X — Xo) x Sax + (¥ — Yo) x Say
the visible triangles in a 3-D scene.
Furthermore, in Phong shading, lighting calculation is ap-

plied at pixel-level. Therefore, lighting is deferred until final S c ionin ind deri . hadi
scan-out. In this case, the parameter for shading is still storeoﬁ), can Lonversionin index rendering, since shading op-

in TdbS . If one pixel needs to be shaded, and its index numb%ﬁat'on is deferred, the scan conversion becomes light-weighted.

ist, the data ot-th entry of TdbS is sent to lighting block. After The major task of scan conversion is 1o issue pixels inside

lighting calculation, the result is sent to shading block to gefl?€ Shape of triangle. Because we usebuffer algorithm

erate final result. for visibility comparison, the calculation of depth value is

5) Shading and TexturingShading and texturing block needed in scan conversion. In general case, depth value can be

generates color for each pixel. As for shading, in flat Shadinggnerated by simple calculation of addition. Each pixel issued

the shading block can directly fill the pixel with the uniform, om Scan conversion carries |ndex_ number, depth value, a_md
color of its parent triangle, and the color value is storelf (¢, y) coordinates only. Hence, high-speed scan conversion

in TdbS . In Gouraud shading, color interpolation is nectan be achieved and parallel algorithms can be employed, such

essary. The linear expression is applied to calculate eaq:?]Pineda’s parallel polygon rasterization algorithm [24].
value, and all necessary parameters are fetched frdbb . .

. For example, in order to shade pixek,Y) by Gouraud C: Data Flow inIndex Rendering

shading, we check index number stored in coordinatesl”) The data flow and data rate of index rendering are illustrated
in I-buffer. If this index number ig, we can find out the inFig.2(c)and (d). Both architectures of Fig. 2(c) and (d) are ap-
polygon information ofié-th triangle in TdbS , such as proaches of index rendering, and their difference is the method

T(X,Y) =15+ (X — Xo) X Tyx + (Y — Yb) x Tyy . (4)
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TABLE IV
HARDWARE LEVELS FORANALYSIS AND SIMULATION
Parameters Performance
Hardware Levels
Resolution | Frame Rate | Triangle / scene | Triangle / sec | Pixel / sec
1024x768 30 64K 1920K 46.9M
High Performance
800x600 30 64K 1920K 46.9M
800x600 30 16K 480K 11.7M
Middle Performance
640x480 30 16K 480K 11.7M
320x200 24 4K 96K 2.3M
Low-End
200x150 24 4K 96K 2.3M
TABLE V
TRIANGLE NUMBERS OF3-D OBJECTS
3-D object (a) (b) (c) (d) (e)
Name Polyhedron| Dolphins Castle Policeman Teapot
Triangle Number 32 1451 6432 6016 12338

Back-face culled
No Yes Yes Yes No

before simulation?

to store depth value. In Fig. 2(c), bofhbuffer andTdbV are
used to store the depth value. In Fig. 2(d), the depth value
stored inZ-buffer.

Besides the advantage of placing shading and texturing o
erations in scan-out rate, there are two key points in the de
flow of index rendering: The first one is the designiebuffer {a) b (c)
and TdbS. Because of this design, we can replace the hug
and high-bandwidth pixel buffer with small and low-bandwidth
buffers,-buffer, andTdbS . Therefore, the approach of index
rendering can employ the advantage of deferred shading withc
suffering from its drawbacks.

Moreover, we can reduce the number of lighting operation:

even in Gouraud and flat shading methods. The reason is that" d) &)
approach of index rendering moves the lighting operation from
geometry subsystem into the area of “reduced triangle rate,” and Fig. 7. Three-dimensional objects for simulation.

this is the second key point.

of three hardware levels are listed in Table IV. The major
difference of three levels is the complexity of 3-D scene. The
For further analysis and simulation, reasonable assumptidfigh-performance approach renders about 2M triangles/s. The
are needed to demonstrate the outcome generated from therigidle-performance approach focuses on game and entertain-
sues discussed in this paper. We discuss three architectures:rtrent areas and targets on 480 K triangles/s. In the low-end
ditional, deferred shading and index rendering. When realizi@proach, such as portable devices or PDA, 3-D graphics can
3-D graphics on hardware, cost is an important issue. Therefgie utilized as user interface, and its performance targets on 96
we roughly classify the capability of 3-D graphics hardware intig triangle/s.
three levels: 1) high-performance; 2) middle-performance; andThe second difference is the resolution. For each hardware
3) low-end. Furthermore, to show the reduction of lighting calevel, we discuss two kinds of screen resolution; therefore, we
culation, we simulate several 3-D objects with different resolgan find how differently the resolutions can affect the result.
tions and shading methods to show the capability of three arcRiesolution 800< 600 appears both on high-performance and

IV. ANALYSIS AND SIMULATION

tectures. middle-performance levels to find how the complexity of 3-D
. scene affects results under the same resolution. The third dif-
A. Analysis Parameters ference is frame rate. Because of persistence of human vision,

1) Hardware Levels:For simulation, we roughly classify higher frame rate is not necessary in general case. We assume
the capability of 3-D graphics into three levels: 1) high-perfothat the frame rate is 30 in high- and middle-performance levels
mance; 2) middle-performance; and 3) low-end. Assumptioasd it is 24 in low-end.
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TABLE VI
SUMMARY OF VARIABLES FOR ANALYSIS AND SIMULATION

Architecture Type Hardware Level  Shading Method Simulation Pattern

. Polyhedron
Type A
T B High Performance Flat Shading Dolphins
e
Typ c Middle Performance | Gouraud Shading Castle
ype
Low-End Phong Shading Policeman
Type D
Teapot

2) Simulation Patterns:In order to simulate the behavior ofapproaches of index rendering with different methods of visi-
index rendering, we have utilized the Java [26] and Mesa [27]lbdity comparison. TypeC utilizes I-buffer andTdbV to gen-
develop our simulation environment. Mesa helps to handle theate depth value in real-time, while Typeuses conventional
operations in geometry subsystem. It is capable of convertidgbuffer to store depth value temporally. Four architectures are
3-D models into a lot of scanline-aligned triangles. Then, wlustrated in Fig. 8. There are additional notations in Fig. 8(a),
write java programs to render the final images and to count tfi® to show where the lighting operation is executed. In flat
data rate. Hence we can get the information for analysis. $hading and Gouraud shading, lighting operation is in the box
order to reflect the real case, we simulate the 3-D models to dabeled), while in Phong shading the lighting operation is per-
derstand their requirements in data rate. Then, we utilize théonmed in box labeled2.
to analyze the computation, buffer size and bandwidth require-We summarize all four variables for analysis and simulation
ments in hardware. Fig. 7 shows the 3-D objects for simulatiam Table VI. These four variables are: 1) architecture type; 2)
patterns, and their triangle numbers are listed in Table V. Thardware level; 3) shading method; and 4) simulation patterns.
original resolution of 3-D objects is 640480. For different res- o _
olutions, we scale these object models in order to control va- Numbers of Lighting and Texture Operations
ables. For example, if we need to simulate 3-D scene in resolu41) Numbers of Lighting OperationThe major advantage of
tion 320x 200, all object models are scaled into 0.5. In order tadex rendering and deferred shading is the reduction of lighting
show the real reduction on triangle, we enable GULL_FACE  operation. Fig. 9 shows the simulation result for numbers of
when generating intermediate simulation patterns except Padighting operation, which is compared with traditional rendering
hedron. Hence, the 3-D objects (b)-(d) are back-face culled bgethod (TypeA). We set the number of lighting operations in
fore simulation, so the simulation can present more to reflect tifigpe A as 100% in Fig. 9. In this figure, both types of index
real result caused by architecture designs. rendering (Typ&, D) have the same results, because the method

Among five 3-D objects, the first one is Polyhedron with twaf visibility comparison is not related to the number of lighting
colored triangles to simulate the 3-D objects at user interfagperation. Therefore, we only illustrate two data on each trial:
for low-end system. The 3-D objects (b)-(d) are taken fromeferred shading (TypR) and index rendering (Typ&, D).
the sample files of OpenGL developer tools of SGI [25]. 2) Lighting in Phong ShadingAs shown in Fig. 9(a), we
Those models show the general objects in 3-D applicatiorgin find that deferred shading and index rendering reduce the
“Dolphins” and “Policeman” illustrate the shape of animasame number of lighting operations, about 30% to 95%. This re-
and human. The bodies of “Dolphins” are simple and smootéuction becomes larger for complex 3-D objects and lower reso-
whereas the model of “Policeman” is complex and it consisligtion. The reasons are that complex 3-D objects have more cov-
of many parts. “Castle” is another model of different type witkred pixels in their model, and lower resolution leads to fewer
many walls cover each other, causing a lot of pixels in thigsible pixels. Fig. 9(a) shows that deferred shading has sig-
model to become invisible. In order to simulate the conditiofificant improvement in Phong shading, and therefore we can
in today’s 3-D applications, these three models are back-faagow why some high-end 3-D hardware uses deferred shading
culled. “Teapot” is generated by functighutSolidTeapdt) in  to solve computation bottleneck, though it costs a lot on buffer
Mesa, and modeled by a lot of small triangles. In high-perfosize and bandwidth. With the same reduction in lighting opera-
mance system, most 3-D objects are modeled by a lot of smiédins, index rendering can provide better solution to solve this
triangles to present curvy surface smoothly, and hence “Teapb8ttleneck with less cost.
can simulate this condition in high-performance system. 3) Lighting in Gouraud and Flat ShadingHowever,

3) Architecture Typesin the following analysis and sim- deferred shading approach can not reduce lighting operations
ulation, we compare four architectures (TypesD). Type A in flat shading and Gouraud shading, and hence the proportion
is the traditional rendering pipeline, and it equips the framsf lighting number remains in 100% compared with traditional
buffer andZ-buffer. TypeB is deferred shading. For fair com-rendering pipeline (Typd), as shown in Fig. 9(b) and (c). On
parison, we use the direct method to model deferred shadihg other hand, because of the technique of deferred lighting,
in order to show its essential characteristics. This architecturelex rendering can reduce 10%-70% of lighting operation
needsZ-buffer for visibility comparison and pixel buffer to in flat and Gouraud shading. Complex models and lower
keep information for each pixel on screen. TypendD are resolutions also lead to better reduction, but the model of
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Fig. 9. Percentage of lighting operation number compared to traditional rendering pipeline (a) Phong shading, (b) Gouraud shading, (c) Flat shading
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TABLE VII
RELATIONSHIP OF ARCHITECTURES BUFFERS ANDPARAMETERS

Frame Pixel
Z-buffer I-buffer TdbS “TdbV
buffer buffer

Architectures

Type A

Type B

Type C

Type D

Parameters which affect buffer size

Resolution
. Scene Complexity

‘ (Max. Visible polygon No. in a scene)

Size of pixel/polygon color info.

"1 Size of I-buffer related to I-Iogz (maximal visible polygon number in a scene) 1

Polyhedron is an exception. Polyhedron is constructed by quéttton and of bandwidth, the results are also the comparison be-
large polygons, and the visibility of each triangle remains theveen “reduce pixel rate” and “scan-out rate.” Their percentage
same at different resolutions. Therefore, its lighting numbégures are the same as Fig. 9(a).
does not change in low resolution because the reduction
caused by deferred lighting is related to invisible polygon§&:. Buffer Analysis
Furthermore, although the proportions of lighting numbers of 1) Buffer Size:The characteristic of each kind of buffer
flat and Gouraud shading are the same in the figure, the origimallisted in Table VII, and relationships between different
lighting number in Gouraud shading is three times more thanchitectures and buffers are marked. Among six kinds of
that in flat shading. Therefore, the reduction is more significabtiffers, resolution affects the size @kbuffer, frame buffer,
in Gouraud shading. pixel buffer and-buffer. Scene complexity affects the size
4) Lighting Operation Number and Data Ratén fact, the of two triangle database$dbS and TdbV because triangle
reduction on lighting operation number is related to the data ratlatabases must keep information of all visible polygons on
Referring to Fig. 2, we can find that: as for Phong shading, tisereen. Furthermore, scene complexity also affdetmiffer,
lighting operation is located in the area of reduced pixel rate because the length of index equals[iog, (maximal visible
traditional pipeline. On the other hand, the lighting operation lygon number in a scend). Within both approaches of
in the area of scan-out rate area in both deferred shading alederred shading and index rendering, color information should
index rendering approach. Hence, the Fig. 9(a) can be treatedbasstored for shading operations, and hence it affects the size
comparison between “reduce pixel rate” and “scan-out rate.”of pixel buffer andT dbS . We do not discuss the size of texture
On the part of Gouraud and flat shading, the lightinguffer here because its size is user-defined, and there is no
operation is located in the area of triangle in previous athrect relation with other simulation parameters, such as screen
chitectures, including both traditional pipeline and deferregsolution and scene complexity.
shading approach. Hence deferred shading approach canndtg. 10 shows the buffer size of four architectures, and con-
reduce number of lighting operation. However, because of thrébution of each type of buffer is labeled. Generally speaking,
technique of deferred lighting, index rendering approach canffer size is larger in Phong shading than in Gouraud shading.
move the lighting operation into the area of reduced triangkhe lower the resolution, the smaller is the buffer size. Among
rate. Therefore, Fig. 9(b) and (c) is also the result of compariad kinds of buffers, the size of pixel buffer is the largest re-
“triangle rate” and “reduced triangle rate.” Moreover, becaugmrdless of architecture type. Therefore, it makes overall buffer
most models are back-face culled before simulation, the ressilte huge in deferred shading (Typd, especially in Phong
can reflect the real reduction of lighting operation. shading. The overall buffer size in deferred shading grows up
5) Number of Texture OperationReferring to Fig. 2, in tra- quickly with increasing resolution, and it becomes several times
ditional rendering pipeline, the texture operation is in the ar@aore than that in traditional rendering pipeline (TyjeOn the
of reduced pixel rate. However, in deferred shading approachgther hand, because index rendering (T¥p®) uses the con-
is moved to the area of scan-out rate. Hence, the reductionsoept of fetching and generating pixel information on demand,
texture operation and texture buffer bandwidth are also the dde overall buffer size is as small as Type Therefore, index
vantages of defer shading approach. Index rendering approestdering is more cost effective and feasible in the architectures
retains the advantages. Therefore, for comparisons of both op#rlow-cost systems.
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Fig. 10. Buffer sizes in four types of architecture: (a) Phong shading and (b) Gouraud shading.
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Fig. 11. Analysis of maximum bandwidth: (a) Phong shading and (b) Gouraud shading.

2) Maximum Bandwidth AnalysisiFig. 11 shows the result visible in each frame by rendering it in real-time to see its ani-
of bandwidth analysis for worst case. In the worst case scenaritgtion. This analysis can show the maximal bandwidth require-
we assume an animated 3-D scene that has maximal alloveent. Among all types of architectures, the bandwidth of tradi-
polygon number of current architecture where all polygons atienal rendering pipeline (TypA) is relatively small, but pixel
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Fig. 12. Buffer bandwidth by simulation (a) Phong Shading, (b) Gouraud shading.

buffer in deferred shading has the largest bandwidth. Due to highTo solve this problem, index rendering uses two different
bandwidth on large-sized buffer, pixel buffer becomes the bdtrategies. The first one is to map high bandwidth access in a
tleneck of deferred shading. very small buffer, and makes this buffer small enough to be em-
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bedded on-chip to reduce cost effectively. Since on-chip bufferake 3-D graphics feasible in low-end systems and portable
can support high bandwidth, using this architectural design cdevices, such as mobile phone, PDA, etc. About antialiasing
solve the limitation on bandwidth. This strategy is used in oand transparency, Mammen'’s method [28] can be employed in
TypeC architecture. Although the bandwidth ®fibV is huge, index rendering. Hence, index rendering is capable of making
and makes total bandwidth larger than deferred shading in so&® rendering hardware-efficient and it is easy to be integrated
case, the size afdbV is small enough to be embedded on-chignto multimedia system of today, both in high-performance

as shown in Fig. 10. The size dfdbV is about 720 kB in and low-end systems, especially suitable in system-on-a-chip

high-performance, 168 kB in middle-performance, or 30 KBSOC) design.

in low-end system. Hence, this buffer is small enough to be
implemented cost-effectively by high-speed buffer, such as an
embedded memory. Without the bandwidthTadbV, the re-

mained bandwidth is much smaller than deferred shading. Th
second strategy is to reduce the bandwidth directly by archi-
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tectural design, and Tyde uses this strategy. Tyde employs

index rendering, but utilizes traditionél-buffer for visibility
comparison. This method cannot optimize bandwidth with small
high-speed buffer, but it has the capability to avoid high band-
width caused byrdbV. This approach can also reduce the high [
bandwidth existed in deferred shading.

3) Bandwidth Simulation:In order to show bandwidth in  [2]
real cases, we simulate 3-D models to see how it changes. On%]
the overall bandwidth is illustrated in Fig. 12 to simplify the
figures. Among different types of architectures, traditional ren- [4]
dering pipeline (TypeA) requires smallest bandwidth, while [5]
deferred shading (TypB) requires the largest. In this figure,
we find index rendering approaches (TYp£D) greatly reduce  [6]
bandwidth in simple 3-D objects, such as Polyhedron and Dol-
phins. In complex 3-D objects, the bandwidth in index rendering (7]
is still smaller than that in deferred shading. Although T¢pe
also requires high bandwidth in some cases, small high—spee@]
buffer can solve this problem. Typ2 is similar in low band-
width to TypeA, and hence this architecture is a more cost-ef- [9]
fective method to realize index rendering.

[10]
V. CONCLUSION

In this paper, we propose a novel approach, index rendering1]
and its referential architecture for 3-D graphics rendering. This
approach retains the advantage of deferred shading and eIirﬁm
inates its drawbacks. The basic concepts of index rendering
are “fetching and generating pixel information on demand” and?3l
“deferred lighting.” To support these concepts, index rendering, 4
separates pixel information into several parts and handles them
asynchronously. The result shows index rendering can elimitS]
nate 10%—70% lighting operations in flat and Gouraud shadinqm
and 30%-95% in Phong shading. Furthermore, it saves 70%
buffer size and 50%—-70% bandwidth as compared with deferreld’]
shading.

According to the analysis and simulation results, indexz1s]
rendering is hardware-efficient, and especially suitable for
high-performance and low-end rendering systems. In th?w]
high-performance system, index rendering can reduce the
same lighting and texture operations as deferred shading, bl#f]
it requires smaller buffer and lower bandwidth. In the Iow-end[21]
system, index rendering can significantly reduce lighting op-
erations in flat shading and Gouraud shading with the costs of
buffer and bandwidth being acceptable (buffer size 130 kB—ZZE 2]
kB, bandwidth 15 MB/s—81 MB/s). Hence, index rendering can
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