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Binarization of Color Document Images via
Luminance and Saturation Color Features

Chun-Ming Tsai and Hsi-Jian Lee

Abstract—This paper presents a novel binarization algorithm document image properties may yield unsatisfactory binariza-
for color documentimages. Conventional thresholding methods do tjon results. Two of these are described as follows: foreground
not produce satisfactory binarization results for documents with colors are close to or mixed with background colors in the gray

close or mixed foreground colors and background colors. Initially, . . .
statistical image features are extracted from the luminance dis- level histogram [Fig. 1(a) and (b) ] and Fig. 2 background con-

tribution. Then, a decision-tree based binarization method is pro- tains mostly gray levels and foreground contains varying colors
posed, which selects various color features to binarize color docu- with very few pixels [Fig. 1(c) and (d)]. To binarize these color
ment images. First, if the document image colors are concentrated document images, document layout, intensity distributions, and

within a limited range, saturation is employed. Second, if the image |y features may be employed. Herein, color feature is applied
foreground colors are significant, luminance is adopted. Third, if ’

the image background colors are concentrated within a limited for blnarlzathn. ) ) )

range, luminance is also applied. Fourth, if the total number of ~ Segmentation is the first stage of color document image
pixels with low luminance (less than 60) is limited, saturation is analysis. The methods can be classified into five groups [4]—[6]:
applied; else both luminance and saturation are employed. Our 1) feature-space-based techniques; 2) image-domain-based
experiments include 519 color images, most of which are uniform techniques; 3) physics-based techniques: 4) fuzzy set techniques:

invoice and name-card document images. The proposed binariza- . - .
tion method generates better results than other available methods and 5) hybrid techniques. The feature-space-based techniques

in Shape and Connected_component measurements. A|SO, the bina_are based on colorfeatures such as |Uminance, saturation and hue.
rization method obtains higher recognition accuracy in a commer- The techniques can be further divided into clustering, adaptive

cial OCR system than other comparable methods. k-mean clustering and histogram thresholding. These methods
Index Terms—Color document, color feature, decision-tree, lu- do not take into consideration Spatial locations of pierS [4] The
minance, name-card, saturation, uniform invoice. image-domain-based techniques prefer using spatial grouping.

These algorithms usually include split-and-merge, region
growing, edge-based and neural network-based classification
techniques [4]. If the objects portrayed in the color images are
ATTERN recognition is the study of how machines can olaffected by highlights, shadowing and shadows, the former two
serve the environment, learn to distinguish patterns of igroups of techniques are prone to segmentation errors. All these
terest from their background and make sound and reasonggti®nomena cause the appearance of color to change drastically.
decisions about the categories of the patterns [1]. Documeitovercome this drawback, models of the physical interaction
image analysis (DIA) is one of the applications of pattern recogre introduced in the segmentation algorithms. This motivates
nition. It aims to convert document images to symbolic formge physics-based techniques [4]. The fuzzy set techniques use
for modification, storage, retrieval, reuse transmission [2]. Mogie fuzzy theory to segment color images. The hybrid techniques
existing research in digital image processing deals only wiombine some of the above methods to segment color images. In
monochrome images. Some of this research can be extendeghio paper, we will extend conventional histogram thresholding
the processing of color images in a straightforward fashion [3gchniques, which are feature-space-based techniques, to process
We also extend conventional image processing methods to ag@lor document images.
lyze color document images. Histogram thresholding is a well-known technique for gray
Because of the advancement of color printing technologgvel image segmentation. Many thresholding methods have
color document images are employed increasingly. Documebtsen proposed. Thresholding techniques can be classified
can be digitized and then recognized via optical character recogto three classes, which are global, local and hybrid. Global
nition (OCR) techniques. For most OCR engines, character felaresholding methods find a threshold from the information of
tures are extracted and trained from binary character imagesartentire image. Sahogt al. [7] evaluated more than twenty
is relatively difficult to obtain satisfactory binarization imagegjlobal thresholding methods via uniformity and shape mea-
from various kinds of documentimages. Moreover, itis difficulkures. They concluded that Otsu’s class separability method
to extract text from these color document images. Several cog], Tsai's moment preserving method [9] and Kagmiral’s

. . _ entropy method [10] are satisfactory. Lee and Chung [11]
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Fig. 1. Two properties of color document images that render binarization unsatisfactory. (a) A source image with inseparable foreground eakgsoamd b
colors in the gray level histogram. (b) Inseparable gray level histogram. (c) A source image takes a mostly gray level population in the backgesyimdjand
colors with very few pixels in the foreground. (d) Background-major histogram.

distributions with similar variances. The threshold is selectedLocal thresholding methods determine an individual
by partitioning the image pixels into two classes at the grakireshold for each pixel according to the intensities of its own
level that maximizes the between-class scatter measuremant its neighbor. Trier and Taxt [14] and Trier and Jain [15]
Kittler and Illingworth’s methods assumed that the thresholdedaluated 11 popular local methods for map images. Their
images have two normal distributions with distinct varianceexperimental results demonstrated that when using the OCR en-
They derived a criterion function that minimizes the averaggne of Trier and Jain, the methods of Niblack [16] and Bernsen
pixel classification error rate. Notably, when the foreground7] produced better and faster OCR results. Based upon local
and background intensities can be separated clearly, the glab&lans and standard deviations, Niblack's method defined
methods yield good threshold results the execute time is fagrying threshold values upon the image. Bernsen’s method
However, there are many shortcomings for global methodtetected the lowest and the highest gray letl,, andGuign,

1) When images have highly unequal population sizes, globalaw x w square window centered at,@). The threshold of
methods tend to split the larger mode into two halves [12ixel (z,v) is defined ad’(z,y) = (Giow + Guign)/2. In sum,

[13]. 2) If the gray levels of foreground and background are inecal methods yield better experimental results, but are slower
separable, global methods cannot find acceptable thresholdghdh global methods.

Global methods cannot handle images with gradually decayingHybrid thresholding methods combine both global and local
background or with texture. In short, global methods neglectethods. Liu and Li [18] proposed a 2-D Otsu thresholding
the spatial relationships among pixels. This paper intendsrteethod, which performs much better than the 1-D Otsu method
solve the first two problems. does, when images are corrupted by noise. Their method calcu-
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Fig. 2. Two examples in which hue cannot be used for binarization properly. (a) Hue histogram of Fig. 1(a) and (b) hue histogram of Fig. 1(c).

lates the local average gray level within a limited window. Thegystems and use a 1-D thresholding scheme in human color
constructed a 2-D histogram, in which theaxis and the-axis perception L: lightness,H: hue, C: chroma). However, the
are the gray value and the local average gray level, respectivelyerall computation time is high. Tseegal.[24] use only hue
The optimal threshold vectog(t) is selected at the maximuminformation and suggest a circular histogram thresholding of
between-class variance. Goagal. [19] proposed a fast 2-D such attributes.
Otsu method to accelerate Liu and Li’s method. Via this method, In contrast to the above projection methods focusing on the
the computation complexity can be decreased f@(t:*) to hue feature [5], [23] and [24], we present in this paper a new bi-
O(G?), whereG is the number of gray levels. Both the compunarization method for color documentimages via luminance and
tation time and the memory space are reduced greatly, while 8suration features. Hue is a useful attribute that provides suffi-
segmentation quality is maintained. In addition, Tseng and Leent information for color segmentation [24], but has many dis-
[20] proposed a document image binarization method, whieldlvantages as follows. 1) Hue is meaningless when luminance
is a two-layer block extraction method. In the first layer, darks very low or high [24], [25]. 2) Hue is unstable when satura-
backgrounds are extracted by locating connected-componetit is very low [5], [25], [26]. 3) Hue cannot distinguish small
In the second layer, background intensities are determined awdbr change [5]. 4) the effective ranges of hue have to be de-
removed from each component. In comparison, hybrid methagsmined [24]; that is, we have to determine which region in an
have better experimental results, but are also slower than gloimahge is achromatic and which region is chromatic an accurate
methods. achromatic area is difficult to establish. 5) In real-time applica-
Conventional thresholding methods are performed on grtgns, speed isimportant, hue needs more time to be transformed
level images. However, we aim to process color documeinbm the RG B color space than luminance and saturation do. 6)
images. Since the color pixels are representedigyB or Itis difficult to use hue to threshold color document images with
some transformation dRG B, their histograms are representedhseparable foreground colors and backgrounds colors. For ex-
by a 3-D array. Selecting thresholds from the histograms is rextple, in Fig. 1(a), the foreground digits and reverse text appear
easy and the computational time is high. One way to solve thisthe foreground. These have hue in the range from blue to red.
problem is to develop efficient storing and processing metholisFig. 1(c), the major part of the foreground is text, which has
to handle information in the 3-D color space; some are reportadhromatic colors. The hue histograms of Fig. 1(a) and (c) are
in [21], [22]. Another way is to project the 3-D space onto ahown in Fig. 2(a) and (b), in which the-axis represents the
lower dimensional (2-D or 1-D) [5], [20], [23] and [24]. Chenghue degree and thg-axis represents the number of pixels for
and Sun [5] proposed a two-phase color image segmentateath degree. It is improper to use hue to threshold these docu-
algorithm, which extends the histogram to a homogeneityent images.
histogram. The homogeneity is defined as a composition of The reasons that components from different color spaces are
two components: standard deviation and discontinuity of tmet used are summarized below. First, @B and XY Z color
intensities. In the first phase, uniform regions are identifiespaces are nonuniform chromaticity scale. An adequate segmen-
via multilevel thresholding on the homogeneity histograntation result depends on segmentation techniques by detecting
In the second phase, the hue histogram is analyzed in eathilarity among the attributes of image pixels [24]. However,
uniform region. Their method is a kind of hybrid thresholdingthe similarity measure (Euclidean distance) between two colors
Tseng and Lee [20] transformed a color document image RGB or XY Z do not necessarily reflect the visual sepa-
into a luminance (intensity) image. Celenk [23] proposed ration between these two colors [6]. We can apply the thresh-
simple dimensionality reduction approach that constrains tbling method for each component and combine the results.
shape of clusters in the cylindrical coordinates of cube-robowever, when animage with inseparable foreground and back-
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ground colors, each color component cannot produce proper re- (\ Color document image D
sults. Also, it is difficult to find a strategy to combine the results v

from different color components. Second, tBE1Y color space \ Color transformation \
is used in connection with generating hardcopy output. The in- v

verse transform fronf€MYto RGB is generally of no practical | Gaussian smoothing filter |
interest. When we apply the thresholding method for each com- ‘ Seleotion of the threshold candidares ‘
ponent, their results are improper. Third, in t8l color space, 1

the problems of using hue have been described in the preceding ‘ Extraction of statistical features |
paragraph. The intensity is defined As= (R + G + B)/3. 3

A pure red color (255, 0, 0) and a pure green color (0, 255, 0), { Decision-tree based binarization ‘
for example, have the same intensity valu@5) and cannot be ¥

distinguished. It is important to differentiate these two colors in (: Binarized document image D
general applications. Fourth, in th&Q color space, the lumi- '

nanceY and color informationlgphaseand Quadraturg are Fig. 3. Flow diagram of the proposed system.

decoupled. Luminance is proportional to the amount of light

perceived by the eye [25]; therefore, it can be regarded as jfz|yding document layout analysis, character segmentation
tensity. For the pure red and green colors, the correspondingdiyy character recognition, are developed to manipulate binary
minance values are different, 76.245 and 149..685, respectlv%(ages_ Hence, to binarize color and gray-level images, a
and can be separated [20]. Fifth, transformations to other pgfsarization module must be applied. Notably, when document
ceptually based spaces such as CIE Lab and CIE Luv take myeh ye5 have inseparable gray levels both in the foreground and
computation time [6]. . _ . background, the global, local and hybrid thresholding methods
However, no single thresholding scheme gives satisfactqgy| 1o provide good binarization results. For example, via the
segmentation results on a variety of images [2]. Part'cmar%resholding methods of Gong, Otsu, and Kittler, Fig. 4(b)—(d)
when the gray levels of both foreground and background &jgpict poor binary images of Fig. 4(a). Within a histogram, the
inseparable, all of the above methods fail to provide good agflsy, and Kittler methods tend to divide the larger distribution
e'fflc[ent.threshold results. Therefore, the objective of this invegio two halves [Fig. 4(e)and (f), respectively]. Herein, to
tigation is to propose a method that can process color documgityrize color document images, color features, saturation and
images either via conventional threshold methods or with tﬁl‘?rninance, are applied.
two additional properties. These include foreground colors
that are close to or mixed with background colors in the gray | 5 color Features

level histograms and the background color has chiefly a gray
level population. This paper presents a thresholding schemd heLScolor features are employed from thiéScolor model

to be applicable on a variety of images, including unim”{g?]—[zg].This model describes colors in a more readily under-

invoices, name-cards, calligraphy documents, advertisemer#90d fashionLuminance Lum, is the brightness of the color,

magazines, newspapers, brochures and so on. similar to gray levelSaturation Sat is a measure of the amount
Fig. 3illustrates the system flow diagram proposed. The col@f White within the color, such as, pink is red with more white,
document image is initially transformed into the luminance armat Is, it is less saturated than a pure red. Increasing or de-

saturation spaces. Then, the luminance histogram is compuEefSind-ummakes colors lighter or darker, respectively. When

and a Gaussian smoothing filter is employed to remove unreflis decreased, the colors become grayer [30]. The luminance
able peaks and valleys upon the histogram. The threshold ckgel: [271-[33], Lum which is defined by

didates are then selected from the histogram. Next, the entire

image distribution is analyzed to extract statistical features to
be applied in a decision tree. The tree decides if luminance, sat-

i = J— =4
uration, or both features will be employed to binarize color do%\}hlir:eth':'shgo\/rvn;iljlﬁt'é:?e?eZt(t)hieg%Zsbzlaﬁtﬁsggsgsavifoio the
ument images. Finally, the color features binarize the image ’ 9 y g y

The remainder of this paper is organized as follows. Section B. The saturationSat which is defined [25], [27}-[33] by

describes théScolor features, which are employed to binarize min(R, G, B)
color documents. Section Il presents the decision tree, which Sat =1- 3m-
decides whether saturation, or luminance or both will be em-
ployed. Section IV explains the color image thresholding algo- within this formula, the lowest and highest saturation are 0
rithm. Section V provides and discusses the experimental egd 255, respectively.

sults. Finally, Section VI includes the conclusion and sugges-

tions for future works. B. Negatively Scaled Saturation

Herein, a negatively scaled version of saturation is defined as
Il. COLOR FEATURES follows:

Lum = 0.299R + 0.587G + 0.114B. 1)

)

A robust document reading system must process color, Sat 3min(R, G, B)
ar =

gray-level and binary images. Generally, several techniques, (R+ G+ B) *255. ®)
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Fig. 4. Binarization via Gong’s, Otsu’s, and Kittler's thresholding methods. (a) Source image, (b) Gong’s 2-D Otsu method, (c) Otsu’s methtdr’'¢d) Kit
method, (e) Inseparable luminance histogram threshold by Otsu’s threshold value (197), (f) threshold by Kittler's threshold value (201 parad(g ) sgatively
scaled saturation histogram of Fig. 4(a) Notably, there is a large peak on the left side.

Within this formula, the highest and lowest saturation arewWhen the luminance distributions of the foreground and the
and 255, respectively. For pure black, that is,/aF B are 0, background are inseparable. For example, in Fig. 4(e) indicate
the saturation is undefined and thus, fixed at zero herein. Nebat the luminance histogram of Fig. 4(a) is inseparable and in
atively scaled saturation has two advantages: 1) producingFig. 4(g) reveals that the negatively scaled saturation histogram
image that correlates closely with luminance when we displa§ Fig. 4(a) is separable. Notably, there is a large peak on the
saturation and 2) employing the same conventional thresholdiefj side of Fig. 4(g).
methods as luminance does. Furthermore, the saturation hisSecond, both luminance and negatively scaled saturation are
togram, like the luminance histogram, can be computed.  applied for thresholding when the entire image has large lumi-

) ) nance variance and the background contains the most population,
C. Usage of Negatively Scaled Saturation alsowith alarge variance. Fig. 5illustrates the application of both

Saturation provides a measure of the degree to which a pofé¢he luminance and saturation features. Fig. 5(a) depicts the lu-
color is diluted by white light [25]. There are two cases hereiminance histogram with large variance and the background con-
First, negatively scaled saturation is employed for thresholditgjnsthe mostpopulation, alsowithalarge variance. Fig. 5(b)indi-
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Fig. 5. Example that uses both luminance and saturation features. (a) Not easy separable luminance histogram, (b) separable negativelgtsnaled satur
histogram, and (c) diagram to explain the use of both luminance and saturation feBjudesiotes foreground3, background/ luminance axisS saturation
axis andL; andS; is the threshold of the luminance and saturation, respectively.

L

cates that the negatively scaled saturation histogram can be sepere “” denotes the convolution operator an@: — u, o) is
arated into two distributions. However, a few foreground pixethe Gaussian function. The degree of smoothing is controlled by
contain higher saturation (fro, (saturation threshold) to 255), the standard deviation of the Gaussian function. The larger the
whichrepresents an unsaturated area. Typically, these pixels hetemdard deviation, is, the smoother the functiodly 1. (x, o)
alower luminance, in fact less thdn (luminance threshold). In is. Notably, in [36],[37] the smoothing parameter is predeter-
this instance, if both features are employed, the foreground améhed. However, in our proposed method, the standard devia-
background can be separated. Fig. 5(c) confirms this, in whitibn is decided automatically.

I'g denotes foregroundyg is background/l is luminance axis ~ Standard deviation, is defined herein based upon the ma-
and.S is saturation axis. In the following discussion, saturatiojority of the widths within the luminance histogram. In a his-

denotes negatively scaled saturation. togramH (), if Hp(x) < Hp(x — 1) andHp(z) < Hp(z +
1), then luminancer is a valley. The highest point between
IIl. DECISION FLOW FOR EITHER SATURATION two successive valleys is a peak, which identifies a distribution.
OR LUMINANCE OR BOTH Therefore, the widths between two successive valleys are com-

| der to binari lor d (] by the decisi uted and thus, the maximum widt#,,,., among the widths
b n zrmertho dmatmtzieticoloi:n ocu;ne? rlmagres x)tlr ? def(i Isrlr?  determined. Next, the width histogram for all peaks from zero
ased method, statistical Image fealures are extracted ro ?/Vmax is computed. After the highest point in the width his-

Iumm_ance d'Str.'bUt'On' These features are used to determmfeogram is located, which is regarded as the standard deviation
path in the decision tree. Here, three points are assumed. First,

color distributions in document images are distributed normal c()gfc)t?ﬁ a\tNédrg:/?d e(i)slrs;lsc:?r?ilr?ger]?sig gcrgrra/olute the histogram
Second, the majority of distribution is located in the backgroun L '
of the image and third, the background has higher luminange selection of Threshold Candidates

levels than the foreground does. To compute the luminance forAﬁ th I K d vall h b d th
an input color document image, first, (1) is used. Then, the lu- er the small peaks and valleys have been removed, the

minance histograntl;, (x) is computed, where the number ofiverage differences are employed as the first derivation with
! hich to determine the major peaks and valleys. The average

pixels with the various levels of brightness from black to white, ) o !

is shown. The histogram represents a probability distribution ||ﬁerence in pointz is defined by

the brightness levels. Finally, to obtain reliable peaks and val- 1 Sup(e+i) — Sur(x — 1)

leys, a Gaussian smoothing filter is applied to smooth the orig- S, (x) = Z HEL “HL . (B
inal histogram, thus removing unreliable peaks and valleys. og—1 i=1 2xi

ag,—1

) . ! A peakis defined as a positive to negative crossover in the first
A. Gaussian Smoothing Filter [34]-{37] derivation of the smoothed histogram. Furthermore, a valley is
The Gaussian convolution of a luminance histogp(z) defined as a negative to positive crossover. All peaks and val-
depends upon botlr and oy, namely, the Gaussian standardeys from the first derivation of the smoothed histogram were
deviation. The convolution functiofiy . (x, o) is provided by discovered. In cases where the peaks and valleys are too close,
they will be removed if the distance between a valley and a peak
is less than the standard deviatipn The remaining valleys are
Sur(z,04) = / Hp(u)g(z —u,04) the candidate threshold values.

oo

C. Features Employed

1 _(e—w)?
= / Hyp(uw) e % du (4) The backgroundof a document image is defined as the re-
e V2mag gion with the maximum population. To decide whether to em-

oo
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ploy saturation, or luminance, or both features for binarization,
four statistical features were defined, based upon the luminance
distribution in the decision tree.

1)

2)

3)

4)

The luminance variance;?, of the entire image: This
feature describes whether the distribution of the entire
image is wide or narrow.

The ratioR g of the population of the foreground to the
background: Theolor populationC P (%) for color, 4, is
defined as

v(i+1)
CP(i)= Y Sur(j)

J=v(i)

(6)

wherev (i), =0, ...,n, are the valleys of the luminance
histogram. Each colof, has deft valley» (i) and aright
valleyr(:+ 1), which are threshold candidates. Then, the
ratio Rpp is defined as

(N —max CP(t))
max CP(7)

Rpp = (7)
where N is the total number of pixels within the whole
color image and max’'P(¥) is the background popula-
tion, which has a left valley(i) and aright valley(i+1).

Rpg=N,/N, is small

\

N, islarge

J‘.{}is small

2565

N, and 57? are large

il »

. & islarge

-~ L

If Rpp is greater than a threshold, the Image IS dUbb%. 6. An example of the luminance histogram to explain the four features

foreground-significantotherwisebackground-major.

used.V, and N, are the total numbers of foreground and background pixels,

The luminance variance?,of the background distribu- respectively.

tion: This feature describes whether the background dis-
tribution is concentrated within a specific range or not.
The total numberNy 1, of pixels that range between the
lowest luminance 0 antbw-level luminanceThe low-
level luminancés 60. Notably, within human perception,
pixels with a luminance of less than 60 are black. This
feature describes whether the number of lower luminance
pixels is large or small. In sum, to illustrate these four fea-
tures, Fig. 6 contains an example of the luminance his-
togram to explain the features used.

D. Decision Tree

After the features are extracted from the color distribution, a
decision tree is used to decide if luminance, saturation, or both
features are to be applied. Fig. 7 illustrates the diagram of the de-

cision tree, which displays five thresholding cases. Gasses
saturation, if the luminance variane€?, of the entire image is
small. In CaseB, luminance is adopted if the rati®r5 of the
foreground to background color is significant. C&also uses

o2

small /\large
A

Rpg
(Sai)
large small
B c az
(Lum)
small large
c Ny
Lum)
small large
D E
(Saf) (Lum+Sal)

luminance for thresholding, if the luminance variangg,of the Fig. 7. Diagram of the decision tree to determine whether either saturation
background color is small. Cageuses saturation for thresh-feature (denoted &aj, or luminance feature.(m) or both for binarization are

olding if the total number of pixelsVy ., of the lower image © Pe applied.

foreground is small. Finally, Case E uses both luminance and . o
saturation for thresholding. These five thresholding cases &fire image is large and 2) the foreground colors are signif-

described in detail in the following section.

A. Luminance-Based Thresholding

icant, that is,Rgp is large. These properties suggest that the

background and the foreground are separable, but the optimum

IV. COLOR IMAGE THRESHOLDING

threshold values cannot be obtained easily between foreground

and background. Fig. 8 illustrates two examples for (adé

Otsu’s method is employed, owing to improper thresholds, bad

In Fig. 7, there are two cases that apply luminance for thredbinarization results will be obtained. In the following section,
olding, which are CaseB andC. Images of the former contain a foreground-significant thresholding algorithm is presented to
two properties. They are 1) the luminance variarce,of the binarize images of this case.
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Fig. 8. Two luminance smoothed distributions of Case B. Their foreground f
and background are separable, but the optimum threshold values cannot be f
obtained easily between foreground and background. (a) Three candidate {
thresholds and (b) eight candidate thresholds. f

Background\A Background o e =
{

Bmin Bt Bmax

Fig. 10. Anexample for the gray level triangle thresholding method, which be
used in our saturation-based thresholding method.

Foreground Foreground
. e —— as foreground. In this manner, the left valley of the background,
(a) (b) the threshold, separates foreground and background.

2) Background-Major Thresholdingln CaseC, the back-
Fig. 9. Two examples of Cas€. The foreground and background areg/round and the foreground are separable and the background
separable and the background is concentrated within a certain range. (a) Se€ven trated with a distinct Si the f d and
candidate thresholds and (b) 11 candidate thresholds. IS concentrated with a distinct range. since the foreground an

background are separated by left valley of the background, the

Images within Cas€ possess three properties. These are ft va_lley _becomes the threshold value. If the luminance _valu_e
the luminance variance;?, of the entire image is large; 2) theOf @ pixel Is greater than th threshold value, then the pixel is
background colors are prominent, thati; 5 is low; 3) the lu- held as white, otherwise, it is black.
minance variances? , of the background is low. These proper-
ties imply that the background and the foreground are separaﬁte
and that the background color distribution is concentrated within According to our analyses, CasdsandD apply saturation
a particular range. Fig. 9 displays two luminance histograms fimr thresholding. Images of Cagehave one property. Restated,
this case. If Otsu’s method is applied, due to improper thresthe luminance variance;?, of the entire image is small, which
olds, bad empirical results will be obtained. In Section 1V-Admplies that the background and the foreground of the domain
a background-major thresholding algorithm is presented to lsannot be separated easily. A saturation-based thresholding
narize the images of this case. method is proposed for this case.

1) Foreground-Significant ThresholdingBecause of the Images within Cas® have four primary properties. These
two properties of CaseB, stated previously, conventionalare 1)the luminance varianee?, of the entire image is large; 2)
thresholding methods fail to produce satisfactory threshdlde background luminance is substantial, thakisg is small;
results. Therefore, to partition Cad into two subclasses, 3) the luminance variance;, of the background is large; and
another feature was defined. This feature isdigance dpp, 4) the total number of pixelsyyr, of the lower luminance is
between the right valley of thenaximum foregroundwhich small. Therefore, the background and the foreground that con-
is the region with the second highest population, that is, tiein these properties in the luminance domain cannot be sepa-
secondCP(#) , defined in Section IlI-C and the left valley of rated easily. An alternate saturation-based thresholding method
the background. is recommended for this case.

In CaseBl, the distancedrp, is small [Fig. 8(a)]. It in- Preprocessing of the saturation-based thresholding methods

dicates that the maximum foreground and the background are similar to the decision flow provided in Section lll. First,
close. The luminance threshold value is defined as the middhe histogranf s(z) is computed for the saturation. Second, via
between the maximum foreground and the background. In Cdke Gaussian smoothing filter, the saturation histogFagiz)
B2, the distancedrg, is large [Fig. 8(b)]. It implies that the is smoothened to remove unreliable peaks and valleys. Third,
maximum foreground and the background are distant. Notahlig, select candidate peaks and valleys, the threshold selection
in the middle between the maximum foreground and the backgorithm was employed. Last, compute the saturation variance,
ground, many small color distributions exist, which are regarded, of the entire image.

Saturation-Based Thresholding
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Fig. 11. Both luminance and saturation. (a) Source color document image. (b) Source image in the luminance domain. (c) Source image in thessturation d
(d) Luminance histogram of the pixels, which have saturation values greater than the saturation threshold value.
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Fig. 12. Example for using luminance and saturation features. (d)SA¢olor imageof Fig. 11(a). (b) The color histogram of Fig. 11(a).Li space is shown
by 2-D histogram. The number of pixels is represented by different colors. The less the number of pixels is, the closer is the color to blue. Thaimbes the n
of pixels is, the closer is the color to red.

The threshold of the luminance variance of the whole image TABLE |
NUMBER OF IMAGES OF THE FIVE
l DECIsION CASES
M—W—V Case A Case B Case C | Case D | CaseE
B1 B2
. 2 I
0 > higha Numbers| 98 9% 146 70 40 49
Sorting Features| Sar Lum Lum Lum Sat  |Lum~+Sat

Fig. 13. Luminance variance threshold selectidnlenotes a good threshold
result by the saturation-based thresholding and O denotes a bad one. near the foot of the background. Second, the area with large gray
level variations is classified as the foreground. Third, this mech-
The saturation-based thresholding method contain hereimaisism can be implemented easily. Fig. 10 depicts the method to
based upon the gray level triangle method [38], which contaifazating the foot of a single peak gray level histogram. Notably,
three chief properties. First, it determines the threshold valadine is constructed between the highest pealind the lowest
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Fig. 14. Binarization results of Fig. 1(a). (a) Our saturation-based binarization method fCas@®) and other luminance-based thresholding method. (b)—(f)
Tseng, Gong, Otsu, Kittler, and triangle luminance-based binarization methods, respectively.

value, B, located between the gray valyg.. andg..in in the the peak number is one. Otherwise, the second triangle thresh-
z-axis. For each-axis value fromy,,;, t0 gnax, the distance, d, olding method is applied.

from the top of the histogram to the connecting line fréno  The procedure for the first triangle thresholding method is as
B was calculated. The-axis value with the maximum distancesg||ows.

is the optimal threshold valug;;,..

As stated previously, to binarize images, two saturation-basedl) Locate the highest unsaturated positi6i,.. and the
thresholding methods are proposed. The conventional triangle ~ l0west saturated positiortiy,in, of the saturation distri-
method is effective only when the foreground pixels produce bution.

a weak peak in the histogram. The triangle method produces2) Compute the distance, between the line and the his-
poor experimental findings when the foreground pixels display ~ togram#s(s) for values ofs from Syyin + 2075 10 Sinax —
pronounced peaks. To partition the two methods, two features  27s-

are defined, which are the number of peaks and the saturatior3) Select the optimal threshold valdg, as ther-axis value
histogram variance. That is, to obtain the saturation threshold ~ With the maximum distance.

value, S;, the first triangle thresholding method is employed The procedure of the second triangle thresholding method is
when the saturation variance?, of the entire image is small or as follows.
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Fig. 15. Binarization results of Fig. 1(c). (a) Our luminance-based binarization method (Bas®bsC). (b)—(f) Tseng, Gong, Otsu, Kittler, and triangle

luminance-based binarization methods, respectively.

1) Determine the highest unsaturated positifif,, of the
highest peak from unsaturated 255 decreasingly.

2) Determine the highest saturated positifin;.,, of the first
peak from saturated O increasingly.

4) If the histogramH s(Sax) is greater thanH s(Smin),
then the distance], between the line and the histogram
Hs(s) is computed for all values of from LOWg

max

t0 Smax—1. Otherwise,s is computed fromS,,i,+1 tO

3) Construct a line between the peak of the histogram at UPs_, ,whereLOWg,__ isthe left valley of the highest

Smax and the lowest valud,,,;,,, which is represented as

As+ BHg(s)+C =0 8)

whereA, B andC are coefficients and are given by

HS(Smax) - HS(Smin)
A=—
Smax - Smin (9)
B =1 (10)
C=—-A4A- Smin - HS(Smin)~ (11)

unsaturated peak andPs_, is the right valley of the
first saturated peak. The distande between the line and

a point(sg, Hs(sg)) is computed by

Asg + BHS(S()) +C
VA1 B2
The best saturation threshold valug, = sq, occurs

where the distance betweéfk(so) and the line is max-
imal.

d= (12)
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Fig. 16. Binarization results of Fig. 11(a). (a) Our luminance and saturation-based binarization methdg) (¢9s€f) Tseng, Gong, Otsu, Kittler, and triangle
luminance-based binarization methods, respectively.

C. Luminance and Saturation-Based Thresholding colors will be missed. There are many colors that have low lu-
minance and high saturation values. If we only use luminance
CaseE contains images that employ both luminance and sair saturation to threshold these images, the results are unsatis-
uration for thresholding. These images have four properties:fagtory. We define ahS color imagdo explain this view, which
the luminance variance;?, of the entire image is large; 2) Theis described as follows.
background colors are pronounced, thatRg;s is small; 3) An LS color images defined as a 2-D color function, which
The luminance variances?, of the background is large; andcontains 256« 256 pixels. A pixel with a value of colog, in
4) the total number of pixelsiViy,, of the lower luminance coordinatef, s) is denoted aés(l, s, ¢), wherel is from zero to
is large. These properties indicate that, within the luminantein the luminance domains is from 0 to S in the saturation
domain, the background and the foreground are not separadedhain and: is a function of RG B. For example, Fig. 12(a)
easily. Fig. 11 illustrates the reasons for application of both lillustrates thd_S color imageof Fig. 11(a). The luminance and
minance and saturation for thresholding. Fig. 11(a) displayssaturation threshold values divide th8 color imagento four
source color document image. Fig. 11(b) and (c) depict the imuadrants. For example, quadrant 1 contains high saturation and
ages in the luminance and the saturation domains. The ludow luminance pixels. The other quadrants can be defined sim-
nance histogram has been shown in Fig. 5(a). Due to the prda+ly. Better experimental results are obtained via both lumi-
imity of the foreground and background colors, they are not sepance and saturation and by filling Quadrant 3 with white and
arated easily. Fig. 11(d) demonstrates the luminance histogrdma remaining with black. The LS color histogram is shown in
of those pixels that have saturation values greater than the s#ig- 12(b) , in which the number of pixels is represented by dif-
ration threshold value. Therefore, if the saturation-based thre$trent colors. The less the number of pixels is, the closer is the
olding is applied to threshold these images, some foregroucwlor to blue. The more the number of pixels is, the closer is the
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Fig. 17. Comparison with the results using counts of connected-components to evaluate the binarization of Fig. 1(a). (a) Our saturationhioédied tiioes
Otsu’s method, (c) Kittler's method, and (d) the triangle method.

color to red. In this figure, we show that it is proper to employ TABLE I

both luminance and saturation for thresholding. TOTAL NUMBER OF CONNECTED-COMPONENTS THE RATIOS OF SMALL ,
DIAN AND LARGE CONNECTED-COMPONENTS THE SHAPE MEASURE AND

Luminance and saturation-based thresholding is summanze HRESHOLDVALUES FORFIGS. 1(A), 1(C) AND 11(A). F1: FEATURES F2:

as follows: FIGURES NCC: NUMBER OF C.C., SCCR: 8ALL C.C. RaTio, MCCR:

MEDIAN C.C. RaTIO, LCCR: LARGEC C. RaTIO, TV: THRESHOLDVALUE, Lt:
1) establish the luminance threshold value as the left valley ™ |\ \ANcE THRESHOLD, AND St: SATURATION THRESHOLD

of the background;

2) determine the saturation threshold value through th Fi | F2 [Method NCC |SCCR [MCCR [LCCR |SM TV
method introduced in Section IV-B; LIS,
Our 1638  10.0501 [0.9498 [0.0000 {0.9851 237

3) if both the luminance and saturation values are greatt
than their threshold val th tout white otherwi Otsu 699  [0.5193 [0.4692 [0.0114 [0.3299[232
an their threshold values, then output white OtNerwiSt g | 1) [Kirder (699 [0.5193 |0.4692 [0.0114_[0.3299 232

output black. Triangle[934  0.1991 [0.8009 [0.0000 [0.4159]217

Our _ [356  [0.0056 [0.9944 [0.0000 |0.7420[194

V. EXPERIMENTAL RESULTS AND DISCUSSION Otsu 1482 10.1597 10.8402 10.0000 [0.6278 157

o _ ~ Lum | o) [Kittler [474  ]0.3924 [0.6076 [0.0000 [0.3030[218

The binarization algorithm proposed for color document im- Triangle{371  0.2075 [0.7925 |0.0000 0.3224 216
ages was implemented as a Windows-based application on Our  [580  [0.2503 |0.7445 [0.0052 [0.9080[75 |4

Pentium 11-350 PC. All test documents were scanned at a re Sat Otsu_ |3371 10.5322 |0.4666 |0.0012 0.5753 122

11(a) Kittler |5044 10.4615 10.5378 ]0.0006 [0.5973 134
Triangle|476  [0.2495 10.7505 {0.0000 |0.1629 21

olution of 300 dots per inch (dpi). The test documents and thL:m
threshold conclusions were saved as true color and binary ir=
ages, respectively.

Our test color document images consist of 519 differeas the luminance variance?, of the entire image within the

color document images, which included images from uniforatecision tree, 25 color documents for each class in the training

invoices, name-cards, calligraphy documents, advertisemests, were employed.

magazines, newspapers and brochures. Several fixed parani-he procedure applied to compute the threshold of the

eters were obtained experimentally and employed hereiaminance variancey?, is as follows. 1) Compute the lumi-
Furthermore, to determine the size of the four features, sushnce varianceg?, for all training images. 2) Employ the
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Fig. 18. An example of our binarization result from an OCR system. (a) Original document after layout analysis and (b) results after the OCR process. Th
recognition rate is 99.5%.
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Fig. 19. An example of Otsu binarization result from an OCR system. (a) Original document after layout analysis and (b) result after the OCR process. Th
recognition rate is 88.5%.

saturation-based thresholding method to binarize all training TABLE I
images. 3) If the binarization results are satisfactory, the results =~ RECOGNITION RESULTS FORBINARY IMAGES OBTAINED
. BY DIFFERENTMETHODS

were recorded as good. Otherwise, they were recorded as
bad. 4) Sort the luminance varianceg, of all the training Niblack | Gong | Otsu | Kittler |Triangle| Our
images in increasing order. 5) Set the lower bound of the bac  Average 66.89% | 69.5% | 59.3 |53.07% |46.63% | 80.06%
binarization results as the threshold of the luminance variancerecognition rate
o2, Fig. 13 illustrates the diagram of the training procedure.
Herein, the luminance variance threshold was 400. To obtaitany noises, even, extract the reverse text. Hence, in color doc-
parameter values in other decision flows, similar procedurgment images, which have inseparable foreground and back-
were applied. Some examples are presented as follows.  ground in luminance, that our method is better than other lu-

According to the decision tree, Table | confirms the total imminance-based thresholding methods.
ages of the five cases employed in the experiments. Each caskig. 15 presents the binarization of Fig. 1(c) via our lumi-
has a distinct ratio of images, which represent an appropriatgnce-based thresholding method (Ca8emnd C) and other
classification of the decision tree. Furthermore, to threshold ifuminance-based thresholding method. Fig. 1(c) has a few text
ages of various classes varying features were applied. characters whose luminance values are proximal to background

Fig. 14 presents the binarization results of Fig. 1(a) via oualues. Fig. 15(a)—(f) depict the results of ours, Tseng’s, Gong’s,
saturation-based thresholding (CagesndD) and other lumi- Otsu’s, Kittler's, as well as the triangle methods. For the latter
nance-based thresholding methods. Fig. 1(a) has many revéhsee cases, the selected luminance threshold values were 157,
texts appear in the foreground. Fig. 14(b)—(f) confirm the e218, and 216, respectively. Otsu’s method fails to consider the
perimental results of Tseng'’s, Gong’s, Otsu’s, Kittler's, as weflopulation ratio of the foreground and background, which is
as the triangle methods. For the latter three methods, the gery small. If the text with luminance values proximal to the
lected luminance threshold values were 232, 232, and 217, background is processed via Otsu’s method, then the result are
spectively. Tseng and Gong’s methods are hybrid thresholdingsatisfactory. Kittler's method fails to consider the foreground,
methods. For our method, the saturation threshold value wakich is not a normal distribution. That is, it produces both
237. Our method successfully extracted the foreground textrinises and blurred characters. Notably, when a weak peak is
the original color document image [Fig. 1(a)]. Others produgrroduced by the foreground pixels in the histogram, the triangle
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Fig. 20. An example to show that our method has better results than other local thresholding methods have. (a) Local Niblack’'s method and (b3¢@sal Bern
method.

method is effective. However, in this case, the foreground pixels TABLE IV
have several small peaks and scattered. Thus, rendering the bi- ~ FXECUTION TIME OF DIFFERENT BINARIZATION METHODS
narization results unsatisfactory. The dark background can! garization Document types | Average image [Average execution
be properly determined in the first layer of Tseng's metho(  methods ' . size (pixels) | time (second)
Thus, the binarization result is unsatisfactory. The hybrid Gor Unngn“; e 14(?279’;462205 g-?g
method, which employs both global gray values and local a Calligraphy document|__1370x500 0.20
erage gray values, yields best result. However, it generates ¢ Otsu’s method Advertisement 1290x641 0.23
eral small holes in the character strokes. A comparison indica Magazine 840x408 0.10
that our luminance-based thresholding method binarization Newspapet 1078x1038 0.29

atour g Uniform invoice 4875420 17.38
tracted characters the same as Gong’s does, extracted more ¢ Name-card 1029x625 53.53
acters than Otsu’s does and produce less noise than the oN,bl s method Callig;aphy document Sggxgg? ;g-gé

. il .
methods do. The advantages of our method are more textis ~ -~ o e X
X . . . agazine 840x408 32.79

tracted and a filter is not required to remove noise. Newspaper 10781038 105.49

Fig. 16 presents the binarization of Fig. 11(a) via oL Uniform invoice 487x420 0.09
luminance and saturation-based thresholding method (Ejse CalligT;;E;-fi?)rjument igggiggg i
and other Iuminance-based.thre.sholding method. Fig. 11 Our method Advertisement 1290%641 036
has many text characters with high luminance and high s Magazine 840x408 0.09
uration, as well as many text characters with low luminanc Newspaper 1078x1038 024

and high saturation. Fig. 16(b)—(f) depict the experimental
results of Tseng’s, Gong's, Otsu’s, Kittler's, as well as ththe maximum value ofJM to 1. Also, it is based upon the
triangle methods. Again, for the latter three cases, the selectedion and its grayscale range. Furthermore, to measure object
luminance threshold values were 122, 134, and 21, respghape within an image, the shape measure, SM, is used. The
tively. These methods produce unsatisfactory results for colgetail of shape measure can be found in [7]
document images, which have an inseparable foreground andhe performance of the thresholding upon color document
background. Furthermore, when the character luminanceirigages cannot be discriminated easily with the uniformity mea-
very proximal to the background, Tseng’ and Gong’s methalirement. To extract text from these images and to evaluate bi-
produce unsuitable product. The luminance and saturatigarization, the shape measure and the small, median and large
threshold values of our method were 75 and four, respectivetpnnected-components ratios are employed, respectively. Here,
Therefore, as in the above figures, our method producesa@onnected-component is a maximal 8-connected pixel with
satisfactory product. equal foreground color.
From the above, our system produces a better product tham\ connected-componeit classified asmall medianand
other methods do regarding images have inseparable foregrol#tge by the following rules. A connected-componensisallif
and background. As well, to binarize color document imagege number of pixellP in the component is less than four and
both luminance and saturation can be used. greater than ondarge if NP is greater than image area mul-
To evaluate the performance of the thresholding methodiglied by a constantk, which was predetermined as 0.0065
uniformity and the shape measure are used broadly [7], [L&hd otherwise, it isnedian Furthermore, @onnected-compo-
[36], [37], [39]. The uniformity measureUM) adopted from nent ratiois the number of connected-components divided by

Levine and Nagzif [39] is defined as the total number of connected-components. One of the main
o2 objectives of a color document analysis system is extracting
UM=1- Fw (13) text from color document images, which include binarization,

segmentation, recognition, and applications. In binarization, if
where o2 denotes the within-class variance of the givethe luminance threshold value is high, the output may produce
threshold value and’ is the normalization factor which limits a few large connected-components. However, if the luminance
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(b) (c)

Fig. 21. Example 1, which is unsolvable by ours as well as other conventional methods. (a) A color image with both inseparable luminance andlspaturation
luminance histogram, and (c) saturation histogram.
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Fig. 22. Example 3, which is unsolvable by ours as well as other conventional methods. (a) Color half-tone image and (b) luminance histogram.
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Fig. 23. Example 2, which is unsolvable by ours as well as other conventional methods. (a) Color image with gradually decaying background aaddb) lumin
histogram.

threshold value is low, segmentation may produce many smiinance threshold value. In this instance, our method produces
connected-components. only a few small connected-components.

Fig. 17 depicts an example for the connected-components offhe total humber of connected-components, the ratios of
Fig. 1(a), in which text on the reverse may appear on the frogtnall, median and large connected-components, the shape
especially with thin paper. The luminance values of the backeasure and threshold values for Figs. 1(a), 1(c) , and 11(a) are
text may be similar to that of the front. The methods of botlisted in Table Il. From this table, the score of shape measure
Otsu and Kittler produce many large connected-componenrfis our method is larger than Otsu’s, Kittler's, and the triangle
This indicates that these two methods cannot process color doethods have. Regarding the small and median ratios of the
ument images, which have inseparable foreground and backnnected-component, our method yields fewer small and more
ground colors. Similarly, the triangle method produces mamgedian connected-components. According to evaluation, our
small connected-components, which indicates an improper lethod has better performance than the others.
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To give an objective comparison criterion, all binary imagethan other methods. Also confirmed is that the conventional
generated by each method were fed into a commercial O@Resholding method, when used for luminance, can also be used
system produced by Newsoft Technology Corporation. Table for saturation. In addition, via saturation or both luminance and
summarizes those results. From this table, our method obtasasuration, a binarization method can be implemented. The mea-
higher recognition accuracy than other methods. The resultsafrement of the connected-component ratio can be used in color
our method is shown in Fig. 18 while Otsu’s method in Fig. 1@locumentimages. Finally, the shape measure can also be used in

Compound document images contain graphic or textuablor documentimages, when their foreground and background
content along with pictures [40]. They are common in mage proximal or mixed.
azines, brochures, web sites, newspapers, uniform invoicesJo obtain satisfactory binarization results and processing
name-cards, etc. For an application system to extract charactgrsed, future works should focus on the following: 1) Optimize
from name-card images, we first use the proposed binarizatiour program; 2) process the color document images with
method to threshold input images. Before OCR, pictures, ahdckground distribution in a lower luminance level; and 3)
graphics are removed by use of their properties such as fitecess the images with inseparable luminance and saturation,
distributions, sizes and aspect ratios of connected componentigh gradually decaying background, with texture and finally,

A general approach to compression of a compound imagéh half-tone colors.
contains three major steps [41]: 1) image segmentation into the
regions of similar data type; 2) selection of the best compres-
sion algorithm for each region; and 3) bit allocation among var-
ious regions. The segmentation approaches used in compountihe authors wish to thank the Associate Editor of the Trans-
document compression can be grouped into three classes [4tlions, Prof. Jezekiel Ben-Arie and anonymous reviewers who
1) object-based segmentation; 2) layer-based segmentationm3)de many useful comments. Their help is gratefully appreci-
approximate block-based segmentation. Our proposed binariated.
tion method can be used in the first stage of compound image
segmentation.

Fig. 20 depicts the results of other local thresholding
methods. From this, our product [Fig. 16(a)] is better than [1] A. K. Jain, P. W. Duin, and J. Mao, “Statistical pattern recognition: A
Niblack's and Bernsen’s are, in color documents with in-  [2Vieys’ EEE Trans. Patiem Anal. Machine Intelkol. 22, pp. 4-37,
separable foreground and background. The proposed methogh G. Nagy, “.Twenty years of document image analysis in PAMEEE
attempts to improve the binarization obtained by global thresh-  Trans. Pattern Anal. Machine Intelvol. 22, pp. 38-62, Jan. 2000.

: : ; ; 3] G. Sharms and H. J. Trussell, “Digital color imagindBEE Trans.
olding techniques, as local thresholding methods were tim Image Processing/ol. 6, pp. 901-932, July 1997.

consuming. [4] L. Lucchese and S. K. Mitra, “Advances in color image segmentation,”
Table IV shows the execution time of the methods employed.  in Proc. GLOBECOM '99vol. 4, Dec. 5-9, 1999, pp. 2038-2044.

: . ) [5] H.D. Cheng and Y. Sun, “A hierarchical approach to color image seg-
Our method is faster than the local Niblack's method, equal to™ = " = = Using homogeneityEEE Trans. Image Processingol. 9,

Otsu’s via luminance, but slower than Otsu’s via both luminance  pp. 2071-2082, Dec. 2000.
and saturation. [6] S. Wesolkowski, R. D. Dony, and M. E. Jernigan, “Global color image
Figs. 21-23 presents several bad thresholding results. That s segmentation strategies: Euclidean distance vs. Vector angl®rdm

. . . . . . 1999 IEEE Signal Processing Society Workshop on Neural Networks for
Fig. 21(a) is a color image with both inseparable luminance and  signal Processing IXL999, pp. 419-428.

saturation. Fig. 21(b) and (c) are its luminance and saturatiori?] P. K. Sahoo, S. Soltani, and A. K. C. Wong, “A survey of thresholding

histograms, respectively. Also, Fig. 22(a) is a color image with a tzeg_'r‘z'%‘éesl'gggmp“t' Vis., Graph., Image Processiol. 41, pp.

gradually decaying background. Fig. 22(b) is the luminance his-[g] N. Otsu, “A thresholding selection method from gray-scale histogram,”
togram of the former figure, which has many background peaks.  |EEE Trans. Syst.,, Man, Cyberwol. 9, pp. 62-66, 1979.

A . . ] . e [9] WL H. Tsai, “Moment-preserving thresholding: a new approach,”
Similarly, Fig. 23(a) contains a color half-tone image, with its Comput. Vis., Graph., Image Processl. 29, pp. 377393, 1985.

luminance histogram provided in Fig. 23(b). This histogram has1o] J. N. Kapur, P. K. Sahoo, and A. K. C. Wong, “A new method for gray-

many small peaks, which the proposed method cannot smooth level picture thresholding using the entropy of the histograbmfmput.

easily Vis., Graph., Image Processol. 29, pp. 273-285, 1985.

' [11] S.U.LeeandS.Y. Chung, “A comparative performance study of several

global thresholding techniques for segmentati@gimput. Vis., Graph.,
Image Processvol. 52, pp. 171-190, 1990.

VI. CONCLUSIONS AND FUTURE WORKS [12] J. Kittler and J. lllingworth, “On threshold selection using clustering
criteria,” IEEE Trans. Syst., Man, Cyberwol. SMC-15, pp. 652-655,

This study has presented a new histogram-based thresholding 1985.

method for thresholding color documentimages. A decision tre83] —— “Minimum error thresholding, Pattern Recognitvol. 19, no. 1,

was employed to decide if luminance, saturation, or both fe pp. 4147, 1986, ; T
ploy , ) a[14] Q. D. Trier and T. Taxt, “Evaluation of binarization methods for docu-

tures should be applied to threshold document images. The pro- ment images,|EEE Trans. Pattern Anal. Machine Intellkol. 17, pp.
posed method is trained on 150 different color documents and __ 312-315, Mar. 1995.

L 15] Q. D. Trier and A. K. Jain, “Goal-directed evaluation of binarization
tested on an additional 519 color documents. The performanée method,” [EEE Trans. Pattern Anal. Machine Intellvol. 17, pp.

analysis indicated that our method is very efficient and effec-  1191-1201, 1995.

tive in color documents with foreground and background colorgl6] W._ Niblack,An Irjtroduction to Digital Image Processing Englewood
. . S . Cliffs, NJ: Prentice-Hall, 1986, pp. 115-116.

either close or mixed. In the objective performance analysis by 7; 5 gernsen, “Dynamic thresholding of gray-level images,Pioc. 8th

OCR system, our method obtains higher recognition accuracy Int. Conf. Pattern RecognitiorParis, 1986, pp. 1251-1255.
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