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ABSTRACT 

Signature file access method is widely u~d  in information retrieval and database. It 
acts as a search filter for content-based retrieval. One of the efficient organizations of 
signature file is Quick Filter. Quick Filter partitions the signatures into signature pages 
using linear hashing. While seek and latency time dominate the performance of disk 
access, efficient placement of the partitioned signature pages is necessary. 

In this paper, we investigate the placement of partitioned signature file to minimize 
the number of clusters pertinent to the query signature in dynamic environment. We 
present the placement using Gray code to minimize the number of qualified clusters. To 
accommodate the dynamic feature, linear hashing for partitioning the signatures into 
Gray code order is modified. The performance measured by the number of clusters 
accessed is analyzed. The formula of performance for a specific query signature is also 
derived. It is useful for the access cost estimation of query optimization in information 
retrieval. Performance analysis shows that placement using Gray code order outper- 
forms that using binary code codc. © Elsevier Science Inc. 1998 

1. I N T R O D U C ~ O N  

Signature  file is one  of the access methods  widely used in text databases  
and in fo rmat ion  retrieval [5]. It acts as a search filter to reduce the a m o u n t  
of texts that  needs  to be searched for con ten t  retrieval.  Besides, s ignature  
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file access method is also applied to other application domains. These 
include partial match retrieval on multi-attributes in formatted database, 
clause resolution in Prolog database [11], retrieval by subpicture in iconic 
image database [8]. 

For storage structure of signature file, the dynamic partitioning paradigm 
Quick Filter is the most promising one [13]. In Quick Filter, a signature 
file is partitioned into signature pages by linear hashing. Quick Filter 
reduces the amount of disk pages that need to be accessed for the 
evaluation of query signature. However, the disk access time is determined 
by three time components, namely the seek time, the latency time, and the 
transfer time. Among the three time components, seek time and latency 
time dominate the disk access time. The reduction of the number of 
accessed disk pages by Quick Filter only reduces the total transfer time in 
query signature evaluation. The total seek time and latency time can be 
further reduced by clustering the simultaneously accessed disk pages. 

In this paper, we will discuss the placement of pages of signature files 
partitioned by Quick Filter. The optimal but impracticable one is the 
placement method based on the consecutive retrieval property [6]. The 
consecutive retrieval technique stores the record pertinent to any query in 
consecutive storage locations. Partitioned signature files can be clustered 
by consecutive retrieval technique in static environment. However, this 
technique is not adaptable in dynamic environment and incurs consider- 
able redundancy. The compromising strategy stores the simultaneously 
accessed signature pages on clusters of pages and minimizes the number of 
clusters pertinent to any query. We present the placement method using 
Gray code. 

The performance measured by the number of clusters accessed is 
analyzed. For a specific query signature, we derive the exact formula of 
performance of the placement method using Gray code order and binary 
code order, respectively. Then we derive and comparc the average number 
of clusters accessed using Gray code and binary code order. Performance 
analysis shows that placement using Gray code order outperforms that 
using binary code order. 

The derivation of performance analysis for a specific query is useful for 
the cost estimation of query optimization in information retrieval. In query 
processing of information retrieval, there may exist several possible access 
paths. Query optimization estimates the access costs of executing a query 
using different access path and chooses an economic access path. For 
example, given the query specified as follows. 

Retrieve the document where the last name of the author is "Gray" 
and the text contains keywords "Indexing" and "Database" 
and "Model," 
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there exists three possible access paths. One retrieves all the documents 
authored by Gray first. The, each of these retrieved documents is checked 
for the existence of specified keywords. Another access path retrieves all 
the documents containing the specified ke~vords. Then, each of these 
retrieved documents is checked for the last name of the author. The other 
access path retrieves the set of identifiers of documents authored by Gray 
and the set of identifiers of documents containing the specified keywords, 
respectively. Then, the documents corresponding to the intersection of 
these two sets of identifiers are retrieved. Query optimization must esti- 
mate the access costs for these three access paths. If the partitioned 
signature f'de is used for the retrieval by keywords, access time for the 
query signature of the specified keywords must be estimated. Formula of 
the number of signature pages accessed by a specific query signature was 
derived [2, 13]. Our analysis of the number of clusters accessed by a 
specific signature makes the estimation more precise. 

In the next section, we first review the signature file access method. 
Section 3 discusses the placement using consecutive retrieval technique. In 
Section 4, the placement method of signature file using Gray code is 
developed. The performance analysis is presented in Section 5. The con- 
clusions and future research are discussed in Section 6. 

2. SIGNATURE FILE 

Signature file access method is widely used acting as a filter in text 
retrieval. It is used for content-based retrieval whenever data objects are 
characterized by sets of terms [13]. Content-based retrieval retrieves the 
objects which contain all the queried terms. In signature file access 
method, each object is associated with an object signature. An object 
signature is produced from the transformation of terms of an object. A 
collection of the object signatures is called a signature file. Query de- 
scribed by a set of specified terms is also transformed to query signature by 
the same method of object signature generation. After evaluating the 
query signature with the object signatures in signature file, most of the 
impossibly qualified objects are pruned out and the objects corresponding 
to the qualified signatures are evaluated further. The object whose signa- 
ture seems to be qualified but actually is unqualified is called false drop 
[13]. Two main design issues of signature file access method are the 
signature extraction method and the signature storage structure. The main 
design issue of signature extraction method deals with the reduction of 
false drop probability while that of signature storage structure deals with 
the reduction of the number of accessed physical pages in query pro- 
cessing. 
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Thc basic types of signature extraction methods include Word Signa- 
ture, Superimposed Coding, Bit-Block Compression, and Run Length 
Compression [13]. Over all, Superimposed Coding is the most popular and 
is the focus of this paper. In Superimposed Coding, each term is hashed 
into a binary coded word of size F in which rn bits have value "1" while 
others have value "0." These binary coded words are OR-ed together to 
form the object signature. The number of bits set to 1 in the binary coded 
word is called the signature weight. If an object signature contains Is in the 
same bit positions as the query signature does, then the object signature 
qualifies for the query signature. Figurc 1 illustrates an example of 
Superimposed Coding applied in searching of books in the library. In the 
library, each book is associated with a set of keywords. Users wish to 
search the book which contains the keywords specified by users. In this 
cxample, the signature size F is six bits, weight m is two bits. If the user 
wishes to retrieve the book which contains keywords "Indexing" and 
"Query," then the query signature is generated by (100001) OR (010001) 
which is (110001). Evaluating the query signature against the three object 
signatures, we get the qualified signatures, object signatures of Book0 and 
Book1. After false drop resolution, only Bookl is actually qualified while 
Book0 is a false drop. 

Approaches for the storage structure of signature file include sequen- 
tial, Bit-Slice, Frame-Slice, S-Tree, Quick Filter, etc. Over all, Quick Filter 
is economical in space and is very efficicnt in dealing with large files of 
dynamic data and high weight query signature [13]. Quick Filter uses linear 
hashing to partition the signatures into pages. Signatures with the same 
suffix are grouped together. The search space can be reduced by first 
comparing the common suffix of pages with the suffix of query signature. 
Only the pages of signatures with the qualified common suffix are re- 
trieved. The size of the suffix is determined by current level of hashing. By 

Book0 Bookl Book2 

Object 
Signature 

Keywords Term Si~. Ke),words Term Si~. Ke),words Term Si~. 
Indexing 100 001 Indexing 100 001 Database 001 001 
Database 001 001 File System 100 010 Query 010 001 

Model 010 010 Query 010 001 Security 001 100 
111 011 110011 011 101 

Fig. 1. Illustration of Superimposed Coding. 
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Clustering of six signatures by Quick Filter. 

the property of linear hashing, the Quick Filter can dynamically organize 
the signatures in the dynamic environment. Figure 2 shows the result after 
partitioning six signatures by Quick Filter. In this example, the capacity of 
a page is assumed to be two signatures. All signatures in a page have the 
same suffix, in this case with the size of two bits. Given the query signature 
(010001), only pages with the common suffix (01) and (11) are retrieved. 
This is done by comparing the two-bit suffix of query signature with that of 
signature pages. And the pages with suffix (00), (10) cannot contain 
qualified signatures. 

The common suffix of each signature page may be regarded as the key 
of the signatures in each page. In the following, when the term "signature 
key" is mentioned, it denotes the common suffix of signature pages. 

3. PLACEMENT USING CONSECUTIVE 
RETRIEVAL TECHNIQUE 

The optimal placement method is that for every query signature, the 
qualified signature pages are stored in consecutive storage location. In this 
file organization, only one seek time and one latency time are required. 
This best file organization is called the consecutive retrieval organization. 
Ghosh studied the consecutive retrieval property for files with binary-value 
attributes [6]. Consider a simple formatted file. Each attribute can take the 
value 0 or 1. Thus a record is a n-tuple of 0 and 1. Each coordinate of the 
tuple corresponds to an attribute and is equal to 1 if the corresponding 
attribute is present in the record. The query specifies the presence of 
attributes and does not care about the value of the attributes. The query 
can also be represented as an n-tuple. Note that the query evaluation in 
signature files is the same as that in binary attributes files. It is observed 
that the consecutive retrieval technique for binary attributes file can be 
applied to the placement of partitioned signature file. 
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However, consecutive retrieval property usually does not exist for the 
record set and the corresponding query set. Some variations of consecutive 
retrieval organization are consecutive retrieval with redundancy [7], de- 
composition of query set [9] and quasi-consecutive retrieval [12]. Some 
organizations of consecutive retrieval with redundancy for binary at- 
tributes file were proposed. It only deals with single-attribute query. For 
combinatorial query, the approach based on decomposition of query set 
was proposed. However, the analysis shows that it takes one third the 
space as that in the inverted file [9]. 

Though the consecutive retrieval technique is the optimal placement 
method, it suffers from two main drawbacks. First, it is hardly that the 
consecutive retrieval property exists for binary attributes Ides (and also for 
signature file). The compromising approach is the admission of redun- 
dancy. Second, most of the consecutive retrieval techniques are not adapt- 
able in dynamic environment. That means optimal placement without 
redundancy of binary attributes file (and also for signature file) does not 
exist in static environment for combinatorial query, and neither does that 
of signature files in dynamic environment. 

4. PLACEMENT USING GRAY CODE 

Rather than storing in a consecutive location, another strategy stores 
the qualified signature pages in clusters of consecutive location. A cluster 
is a set of consecutive, qualified pages. In Quick Filter, the signature key 
of signature pages are arranged in binary code order (BCO). Observing 
that in BCO, signature key of neighboring pages may differ in many bit 
positions. Zezula et al. suggested using Gray code in a similar way that was 
recommended by Faloutsos for multiattribute hashing [3]. However, it 
lacks detail implementation and performance evaluation. 

We improve the dynamic partitioned signature files by storing the 
signature pages in Gray code order (GCO). In Gray code, successive 
codewords differ only in one bit position [1]. In the class of Gray code, 
binary reflected Gray code is easy to implement. Figure 3 shows the 
storage of the two placement of 16 signature pages. The left is the 
placement using binary reflected Gray code while the right is that using 
BCO. Given 16 partitioned signature pages, the size of signature key is 
four bits. Consider the query signature with four-bit suffix (1001), the 
qualified pages are pages 9, 10, 13, 14 in GCO and pages 9, 11, 13, 15 in 
BCO. In GCO, two seek and latency operations are required, instead of 
four in BCO. 
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GCO BCO 

0000 0000 

0001 0001 

0011 0010 

0010 0011 

0110 0 I00 

Ol l l  OlOl 

OlOI OllO 

OlO0 Ol l l  

11(X) I(XIO 

1101 1001 

1111 1010 

1110 1011 

1010 1100 

1011 1101 

1001 1110 

1000  111 I 

Two p l a c e m e n t s  o f  16 s igna tu re  pages .  

The binary reflected Gray code is defined recursivcly as follows: 

DEFm, ITION 1. An ( r +  D-bit Gray code G ( r +  1) is represented as an 
( r +  1) '2 '+ 1 binary matrix, with each row being a codeword, 

O(r+l)= 

0 G r ,  o 

0 G r ,  1 

0Gr,2'- 1 

1G,,2'.- 1 
o o .  

1G,,1 

1G~,o 

(1) 

with 
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where 

G~,j is the j th  row of r-bit Gray code. 

The generation of four-bit Gray code G(4) from three-bit Gray code 
G(3) is shown in Figure 4. 

In dynamic environment,  the signature pages may expand or contract. It 
is necessary to modify the linear hashing. The mirror  image property of 
binary reflected Gray code makes the modification easier. 

The  basic idea of linear hashing involves a set of p primary pages, each 
with an overflow list of  pages chained to it [10]. To insert a signature S, the 
page address is computed as A = g ( S , r , p ) ,  where r is the current file 
level, 2r-1 < p  ~<2 r, g is the hashing function. If  overflow occurs in the 
page where signature is being inserted, the address space is expanded from 
p to p + 1 primary pages. The current level r is increased by one when p 
is equal to U. Expansion of the address space progresses by page splitting. 
A pointer  S P  designates the primary page that is to be split next. The 
pointer S P  is advanced according to 

S P  = ( S P  + 1)mod2  r-  1 (2) 

The  splitting sequence determines the page order. From the observation 
of mirror  image property of binary reflected Gray code, the equation of 
splitting sequence is modified into 

S P  = ( S P  - 1)mod2 r-  1 (3) 

G(3) G(4) 
0 000 
1 001 

2 011 
3 010 
4 110 
5 111 
6 101 
7 100 

0 0000 
I 0001 
2 0011 
3 (R)IO 
4 O110 
5 0111 
6 0101 
7 0100 

8 1100 

9 1101 
I0 1111 
11 1110 
12 1010 
13 1011 
14 1001 
15 1000 

Fig. 4. The generation of Gray code G(4) from G(3). 
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The splitting sequence of modified linear hashing using GCO. 

Figure 5 shows the splitting sequence of expansion from one page to 
four pages. The codeword in each page is the common suffix of signatures. 
And the number shown below each page is the page number. The arrow 
above the page is the pointer SP. Note that signature suffix (signature key) 
size equals to current level r by the nature of linear hashing. 

Besides the modification of linear hashing, the conversion of a Gray 
codeword to its page number is needed when signatures are accessed. The 
conversion from the r-bit Gray codeword (grgr- 1 ""gl) to its page number 
expressed in binary codeword (brb ~_ 1"'" bl) is specified by the following 
formula, 

bj= ~ g,,(mod2), l < j < r .  (4) 
m=j 

5. PERFORMANCE ANALYSIS 

The performance of placement method can be measured by the number 
of clusters accessed in the query processing. Because the number of 
accessed signature pages is the same for any placement method without 
redundancy, the transfer time is the same whereas the seek time and 
latency time dominate the disk access time. The number of clusters 
pertinent to a query is equivalent to the number of seek and latency 
operations required to answer a query. Therefore, the number of clusters 
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is a reasonable performance measure. In Section 2, we have shown that 
2 r- 1 <p  ~< 2 r, where p is the number of signature pages, r is the current 
level and the signature key size. In this section, for the sake of conve- 
nience, we assume that the number of signature pages p equals 2 r. In this 
section, we first derive the formula of performance for a specific query 
signature key in Theorems 1 and 2. Then we derive the formula of average 
performance for query signature key with a given weight in Corollaries 1 
and 2. At last, since the probabilities of occurrence of query signature key 
are not the same, we analyze the average performance by considering the 
effect of the signature size, signature weight, and number of query terms. 

Consider an r-bit query signature key. Let M s be the set of bit 
positions which are set to value 1 in the query signature key s. The bit 
positions are ranked from the least significant (rightmost) bit position in 
increasing order. Let max(M s ) be the value of the largest element in M s 
and Ms-{max(Ms)} be the set after deleting the element max(Ms). 

We first calculate the number of clusters CA(r, Ms,) using BCO perti- 
nent to the query signature key s, 

c~(~, Ms) = 

-2*Co(r-l ,Ms) 
ff Ms¢ { } &max(Ms)¢r,  (5.1) 

CB(r- l ,Ms-{max( Ms)}) 
ifMs=~ { } &max(Ms)=r, (5.2) 

1 if M s ,={ }. (5.3) 

E X A M P L E  Ca(5, {3, 2}) = 2* CB(4 , {3, 2}) = 2* 2* Ca(3, {3, 2}) = 
2* 2*1* C/j(2, {2}) = 2* 2* l* l* CB(1, { } )=2"2"1"1"1=4 .  That is, given 25 
signature pages, four clusters of signature pages are accessed for the query 
signature with five-bit suffix (00110) using BCO. 

Equation (5) comes from the observation of the generation of BCO. 
Figure 6 shows the generation of four-bit binary code B(4) from the 
three-bit binary code B(3) along with their page number. We explain this 
formula by example. 

CASE 1. (Ms ~={ } & max(Ms)--t=r). 
Consider C0(4,{3,2}), the qualified pages 6, 7 and 14, 15. Pages 14 and 

15 correspond to page 6 and 7 by changing the most significant bit. Pages 6 



SIGNATURE FILE AND ANALYSIS 331 

B(3) B! 4) 

000 0 0000 
001 1 0001 
010 2 0010 
011 3 0011 
100 4 0100 
101 5 0101 
110 6 0110 
111 7 0111 

8 1000 
9 1001 
10 1010 
11 1011 
12 1100 
13 1101 
14 1110 
15 1111 

Fig. 6. The generation of binary code B(4) from B(3). 

and 7 are also the qualified pages of query signature with three-bit suffix 
(110) in B(3). Therefore, CR(4,{3,2})= 2"CR(3,{3,2}). We refer to pages 6 
and 7 as the "original cluster" and pages 14 and 15 as the "corresponding 
cluster." 

It is impossible that the original and the corresponding cluster are 
merged into one cluster. Because in the binary code, the first page of the 
corresponding cluster is the complement of the last page of the original 
cluster. There is no query accessing these two pages simultaneously, except 
the query signature with zero weight which is classified as Case 3. 

CASE 2. (Ms4={ } & max(Ms)=r) .  
Consider another case Cn(4,{4, 1}). The qualified pages are pages 9, 11, 

13, and 15. These pages correspond to pages 1, 3, 5, and 7 in B(3) by 
setting the most significant bit to value 1. Pages l, 3, 5, and 7 are the 
qualified pages of query signature with three-bit suffix (001) in B(3). So, 
CB(4, (4, 1}) = 1" CB(3, (1}). 

CASE 3. ( M  s ={ }). 
In this case, the query signature key has no bit set to 1. All the pages 

are qualified. There is only one cluster. 
We can derive the exact solution for this recurrence relation. 

THEOREM l. Let s be an r-bit query signature key, M s be the set o f  bit 
positions which are set to tJalue 1 in the query signature key s, min(M s) be the 
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value of the smallest element in M s , card(M s ) be the number of elements in 
M s. The number of clusters Cs(r, M s) using BCO pertinent to the query 
signature key s is given by 

• ram(Ms) c a r d ( M s ) + l  

C. (r ,  Ms) = 
if ca rd(Ms)  >t 1, (6.1) 

if card( M s ) = 0. (6.2) 

Proof. In (5), Cs(r, M s) is solved recursively by decreasing the parame- 
ter r step by step. r is decreased by one in each step until M s becomes an 
empty set. Therefore,  totally there are r -  min(M s) + 1 decreasing steps. In 
each of these r - m i n ( M s ) +  1 steps, the value of CB(r, M s) is doubled 
except when max(M s) equals the current value of r. There  are card(M s) 
occurrences that max(M s) equals the current value of r. Therefore,  the 
value of Cs(r, M s) is doubled r-min(Ms)-card(M s) + 1 times. The other  
equation, (6.2) comes from (5.3) directly. [] 

E X A M P L E .  C R ( 5 , { 3 , 2 } ) = 2 5 - 2 - 2 + 1  = 2 2 = 4 ,  since min(M s ) = 2 ,  
CB(5, {4, 3, 1}) = 25 - 1 - 3 + 1 = 22 = 4, since min(M s) = 1, card(M s) = 3. 

COROLLARY 1. Given the common suffix size r and the weight of common 
suffix w, the average number of clusters using BCO is formulated as, 

[ Z~2~-12~-~-~ ~x . C r-, (7.1) w-i if w>~l, 
C'~V(r'w) = cr" (7.2) 

1 if w = 0 .  

Proof. 

CASE 1. Let i be the bit position of the least significant (rightmost) bit 
which is set to 1 i.e., i equals min(Ms). The value of i ranges from 1 to 
r - w -  1. According to (6.1), the number of clusters accessed is 2 ~-;-w÷l 
(w is the cardinality of Ms). Among the ( r - i )  bits, there are (w - 1) bits 

r - i  set to 1 which implies that there are C w_ ~ combinations of signature keys. 
~r-w-l,~r-i-w+l C r-i number of clusters. Totally there are ,_,~= 1 ~ * ,~- 1 

CASE 2. Equation (7.2) follows from (6.2) directly. [] 
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Next, we derive the formula for the number of clusters accessed 
Co(r, M s) using GCO, giving the query signature key s, 

Cc(r, Ms) = 

2 * C c ( r -  l ,Ms) 
if Ms-{max(Ms)}--l= { } &max(Ms) 4:r, (8.1) 

C , ( r -  1, M s - {max(Ms)}) 

if Ms-{max(Ms)}4: { } &max(Ms)=r,  (8.2) 
2 r -  max(Ms)- 1 

if Ms-{max(Ms)}= { } &max(Ms)4:r, (8.3) 

1 if Ms-{max(Ms)}= { } &max(Ms)=r,  (8.4) 

1 if M s={ }. (8.5) 

E X A M P L E .  Ca(5 ,  {3, 2}) = 2* Ca(4 ,  {3, 2}) = 2* 2* C6(3, {3, 2}) = 
2" 2* 1" Ca(Z, {2}) = 2" 2* 1" 1 = 4, Ca(5, {5, 3}) = 1" Ca(4, {3} = 1" 2 4- 3-1 = 1, 
Co(5,{1} ) = 2 5- 1 -  1 = 8,  C G ( 5 ,  {5 }) = 1. 

This recurrence relation comes from the observation of the mirror 
property of the binary reflected Gray code. We explain this formula by 
example from Figure 4. 

CASE 1. (Ms-{max(Ms)}--#{ } & max(Ms)¢r). 
Consider Cc(4,{3,2}). The qualified pages are pages 4, 5 and 10, 11. 

Pages 10 and 11 correspond to pages 5 and 4, respectively, by changing the 
most significant bit. Pages 4 and 5 are also the qualified pages of query 
signature with three-bit suffix (110) in G(3). Therefore, Cc,(4,{3,2})= 
2* CG(3, {3, 2}). We refer to pages 4 and 5 as the original cluster and pages 
10 and 11 as the "mirror cluster." 

It is impossible that the original and the mirror clusters are merged into 
one cluster, except when the weight of query signature key is 1. In this 
case, there is only one element in Mq. This case is included in cases 3 
and 4. 

CASE 2. (Ms-{max(Ms)}--#{ } & max(Ms)=r). 
Consider another case Ca(4, {4,1}). The qualified pages are pages 9, 10 

and 13, 14. These pages correspond to pages 6, 5, and 2, 1, respectively, by 
changing the most significant bit. Pages 1, 2, 5, and 6 are the qualified 
pages of query signature with three-bit suffix (001) in G(3). So, 
C6(4, {4, 1}) = 1" Ca(3, {1}). 
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CASES 3 AND 4. ( M  s -{max(Ms)} ={ }). 
In this case the query signature key has only one bit set to 1. Observing 

that Cc(3, {3}) = 1, CG(3,{2}) = 1, Cc,(3,{1}) = 2, and Cc,(4, {4}) = 1, 
Cc(4,{3})= 1, C6(4,{2})=2, Cc(4,{1})=4, we can conclude that in this 
case Cc(r,{i}), i = 1,2 . . . . .  r -  1, is a geometric series with ratio 2. The only 
exception is C6(r,{r})which is classified as Case 4. 

CASE 5. ( M  s ={ }). 
In this case where the query signature key has no bit set to 1, "all the 

pages are qualified. There is only one cluster. 

We also derive the exact formula for this recurrence relation in Theo- 
rem 2. Figure 7 helps the illustration of proof of this theorem. 

THEOREM 2. Let s be an r-bit query signature key, M s be the set of  bit 
positions which are set to value 1 in the query signature key s, min(M s) be the 
value of  the smallest element in M s, min2(M s) be the value of  the second 
smallest element in M s , card(M s ) be the number of  elements in M s . The 
number of  clusters C6(r, M s) using GCO pertinent to the query signature key s 
is given as 

C (r, Ms) = 

- 2r_ r a in (Ms) -  card(M 0 

if (minZ(Ms) - min(Ms)  ) > 1, (9.1) 
2 r -  ra in (M,) -  ca rd (Ms) -  1 

if (min2(Ms) - min(Ms)  ) = 1, (9.2) 
2 r- r a in (M, ) -  1 

if (card(Ms) = 1) & (min(Ms)  ~ r ) ,  (9.3) 

1 if (card(Ms) = 1) & (rain(Ms) = r ) ,  (9.4) 

1 if card(Ms) = 0. (9.5) 

I r min2(Ms) rain(Ms) 

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 1 0...010 ......... 0 

] Phase 1 11 Phase2 
r-min20(0+ 1 min2(Ms)-I 

Fig. 7. Illustration of Proof of Theorem 2. 
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Proof. According to (8), there are two phases in the derivation of 
Co(r,  Ms).  

In the first phase, C6(r,  M s) is solved recursively by decreasing the 
parameter r step by step. r is decreased by one in each step until there is 
only one element left in M s. Therefore, totally there are r -  min2(M s) + 1 
decreasing steps. In each of these r - m i n 2 ( M s ) +  1 steps, the value of 
Co(r,  M s) is doubled except when max(M s) equals the current value of r. 
There are c a r d ( M s ) - I  occurrences that m a x ( M  s) equals the current 
value of r. So, CB(r, Ms,) is doubled, 

r - min2(Ms) + 1 - (card(Ms) - 1) = r - min2(Ms) - card( M s) + 2, 

(10) 

times in the first phase. 
In the second phase, there is only one element min(M s) left in M s and 

m a x ( M  s) = min(Ms). Current value of r is equal to 

r - ( r - m i n 2 ( M s )  + 1)---min2(Ms) - 1 .  (11) 

If min(M s) is not equal to the current value of r (which implies that 
min2(M s) - m i n ( M  s) > 1), CB(r, Ms)  is doubled, 

(min2(Ms) - 1) - min(Ms)  - 1 = min2(Ms) - m i n ( M s )  - 2 ,  (12) 

times. Otherwise, if min(M s) equals the current value of r (which means 
that min2(M s) - m i n ( M  s) = 1), then CR(r, M s) is not doubled in the sec- 
ond phase. 

Totally, if min2(M s) - min(M s) > 1, CB(r, M s) is doubled, 

r -  min2( M s)  - card( M s)  + 2 + min2(M s)  - min( M s) - 2 

= r - min( M s)  - card( M s ) ,  (13) 

times. If min2(M s) - min(M s) --- 1, CB(r, Ms,) is doubled, 

r - min2( Ms, ) - card( M s ) + 2 = r - (min( M s ) + 1) - card( M s ) + 2 

= r -  min(Ms)  -card(Ms.  ) - 1, (14) 

times. Otherwise, if card(M s) = 1, the solutions directly come from (8.3) 
-(8.5). [] 



336 M.-K. S H A N  A N D  S.-Y. L E E  

E X A M P L E .  Since r = 5, m i n ( M  s) = 2, m i n 2 ( M  s) = 3, c a r d ( M  s) = 2, ac- 
cording to (9.1), C6(5,{3,2}) = 25-  2-2+ 1 = 22 = 4. Since r =  5, m i n ( M  s) = 3, 
m in2 (M s) = 5, c a r d ( M  s) = 2, according to (9.2), C6(5, {5, 3}) = 25-  3 - 2 + a = 
2 1 = 2 .  Because r = 5 ,  ca rd (Ms) - - - I ,  m i n ( M s ) = l ,  according to (9.3), 
CG(5, {1} ) .= 25-  1 - 1 = 23 = 8. 

COROLLARY 2. Given the common suffix size r and the weight o f  common 
suffix w, the average number o f  clusters using GCO is formulated as 

cav g r , w )  ~- Gk  

, )r -w*(",r-1  /(".r if W>__-2, (15.1) 

2 ' - 1  ( 15.2) 
if w = l ,  

r 

1 if w = 0 ,  (15.3) 

C~ is the combinatorial function which is equal to n! / (  k!*( n - k  )l). 

Proof. Let i be the bit posit ion of  the least significant (r ightmost)  bit 
that  is set to 1. 

C A S E  1. (w >~ 2). 
In this case, the left ne ighbor  o f  i is e i ther  0 o r  1. For  the former,  the 

value of  i ranges f rom 1 to r - w .  Accord ing  to (9.1), number  o f  clusters 
accessed is 2 " - i -w (w is the cardinality o f  Ms, i is rain(Ms)).  A m o n g  these 
r - i -  1 bits, there  are ( w -  1) bits set to  1 which implies that  there  are 

r - i - 1  C , _  1 combinat ions  o f  signature keys (Fig. 8(a)). Hence ,  there  are 
y ' , -  ~ r r -  i-  x * 2 r-  i -  ~ clusters accessed. For  the latter, the value o f  i ranges i =  1 ~.--w.- 1 

f rom 1 to r - w + 1. Accord ing  to (9.2), the number  of  clusters accessed is 
2 r-  ~-~ + 1. In addit ion a m o n g  the r - i -  1 bits, there  are ( w -  2) bits set to 

r - i - I  1 which implies that  there  are C w_ 2 combinat ions  of  signature keys (Fig. 
~ r -  ~ + 1C r-  i-  1 * 2 r-  i -  ~ + 1 clusters accessed for  the latter. 8(b)). There  are i~ a ~-2  

Totally, there  are C~ combinat ions  o f  query signature keys. Therefore ,  the 
average  n u m b e r  o f  c lus ters  accessed  is ,,-,itv"-~r'~-i-l=~ ~ - ~  * 2 r - , - w  + 
Er.-w+ l f r - i -  1 , 2 r - i - w +  l ) / / c r  

i = 1  w - 2  

Expanding  the series, we get 

w - 1  cav*~ Cw" = 12 ' -  w- 1" C ' -  2 ~  ~-1 + 2 r - w - 2 * c r - 3 + " ' -  + 2a* C~-  a + 2°* C ~ -  1 ) 

+(2r -~*C~ -2+2r-~-'*Cr-3- ~-2+'"+21"C~-~+2°*~22)'- - 

(16) 



S I G N A T U R E  FILE AND ANALYSIS 337 

w bits set to 1 ] 
r i 

4, 
XXXXXXXXXXXXXXXXXXXX 010 ............. 0 

(a) Left neighbor is "0" 

w bits set to 1 { 
r i 

4' 
XXXXXXXXXXXXXXXXXXXX 110 ............. 0 

(b) Left neighbor is "1" 

Fig. 8. Illustration of Proof of Corollary 2. 

Expanding the series of  (7.1), we get 

cav,cr cr-1 +2r-w-l,cr-2 .a_ 21, (-w 90*pw-  1~ B w = (  2r-w* w - 1  w - 1  "t- " ' "  - -  " ' w - 1  "~-~ " ' w - l ]  

r-2  2 r - w - l * [ c r - 3  r-3 --2r-w*[C r-2 + C w _ 2 ) +  +Cw_2) 
- -  ~, w - 1  ~, w - 1  

+21. /CW-1 w-1 + " "  ~, w-1 + C w - 2 ) + 1  

=(2r-~*Cw_,r-Z +2.-. ,- , ,cr-aw_, + - . - + 2 ' * C : - ~ ) _  

+ ( 2 r - w * t ~ r - 2  _t_, jr-w-l* r-3 .a_ 9 1 * p w -  1 ~ 
• - .w_2--~ C w _ 2 + ' " - , .  ,~w_21+l, (17) 

where the second equation comes from the addition formula of binomial 
coefficients. Let f(r,w) denote the series 2 r - ~ - 1 " C  r-2 + 2 r - w - 2 * C  r-3 w - 1  w - I  

-~o*r~-I  and g(r,w) denote  the series 2 ~-~*r~-2  ~- + " ' "  + 2 1 * C W -  1 + ' - -  ' , - ' w -  l ,  " - ~ w - 2 -  
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2"- w -  l * c r - 3  _1_, ' )1" / - 'w-  1 ~ , ' )0"  f ' , w -  2 w- 2 + "'" - ,- "--w- 2 ~- ~ ~w- 2. Then we have 

av :~ r Cw=f( ,w) +g(r,w), 

= 2* f (  r,w) +g(r,w) 

=f(r ,w)  +g(r ,w)  +f ( r ,w) .  

Moreover,  f rom (17) and the definition of f(r,w), we have 

f a Y *  f ' r B  ""w = ~")r-wl'r-X"-'w- x + f ( r ,w) .  

Therefore,  

f ( r , w )  +g(r ,w)  =2 "-w*t ' ' - '  ~ w -  1, 

C~V = 2 r -  w* c r - _ l l / C r  " 
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(18) 

(19) 

(20) 

(21) 

(22) 

clusters accessed and the average number  of  clusters accessed is 2 " -1 / r .  

CASE 3. (w = 0). 
The result directly comes from (9.5). [] 

COROLLARY 3. The number of clusters accessed using GCO is less than 
that using BCO. 

Proof. Comparing Theorems  1 and 2, it is obvious that G C O  is bet ter  
than BCO when 

(1) the left neighbor of  the least significant bit which is set to 1 is 0, if 
the weight of signature key is greater  than one [(9.1)]. 

(2) The bit which is set to 1 is not the most significant bit if the weight 
of signature key equals one. 

= ( 2  "-1 -- 1)  + 1 = 2 " -  1, ( 2 3 )  

r - I  

2 ' - i - ' * ( r -  1) + 1 = ( 2  ' - 2 + 2  ' - 3 +  ".- + 2 ° ) * ( r  - 1) + 1 
i = 1  

CASE 2. (w = 1). 
In this case, only one of the r-bits is set to 1. According to (9.3) and 

(9.4), if bit r is set to 1, then the number  of clusters accessed is only one. 
Otherwise, the number  of clusters accessed is 2 r-i- 1. Totally, there are 
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In both of the foregoing cases, the number of clusters accessed using GCO 
is half of that using BCO. In other cases, the number of clusters accessed 
using GCO ties with those using BCO. Therefore, GCO is never worse 
than BCO. 0 

Table 1 compares the number of clusters for query signature key with 
weight two, giving 2r” signature pages organized in GCO and BCO. From 
Table 1, it is obvious that GCO is never worse than BCO for query 
signature key with weight two. We may also observe that there is asymrnet- 
ric phenomenon in both GCO and BCO. The query signature key, in 
which bit positions set toward the most significant bit, achieves fewer 
clusters. For example, given the query signature key (101CKKMOOO), the 
numbers of clusters accessed in GCO and BCO are one and two, respec- 
tively. On the other hand, given the query signature key (clOOOOOOlOl>, the 
numbers of clusters accessed in GCO and BCO are 128 and 256, respec- 
tively. This asymmetric phenomenon comes from the asymmetry property 
of binary reflected Gray code and binary code. In both codes, the bit 
positions, which change between consecutive codewords, occur more often 
in least significant bit. This will produce more numbers of clusters. 
Symmetric 2, 3, and 4 bits Gray codes were discovered. However, system- 
atic ways for designing symmetric Gray code with more than four bits are 
not known [3]. 

The comparison of the average number of clusters between GCO and 
BCO pertinent to 10 bit query signature key with weight w, 0 <w < 10, is 

TABLE 1 

Number of Clusters Accessed by l&Bit Query Signature Key with Weight Two 

Bit GCO BCO Bit GCO BCO Bit GCO BCO 

172 256 256 2,9 64 128 5,6 16 16 
173 128 256 2,lO 64 128 5,8 8 16 
I,4 128 256 3,4 64 64 S,8 8 16 
1,s 128 256 3,s 32 64 579 8 16 
196 128 2.56 3,6 32 64 5,lO 8 16 
137 128 2.56 3,7 32 64 677 8 8 
1,8 128 2.56 3,8 32 64 6,8 4 8 
1,9 128 256 3,9 32 64 699 4 8 
1,lO 128 256 3,lO 32 64 6,10 4 8 
2,3 128 128 4,s 32 32 7,8 4 4 
2,4 64 128 4,h 16 32 7,9 2 4 
275 64 128 4,7 16 32 7,lO 2 4 
2,6 64 128 4,8 16 32 8,9 2 2 
237 64 128 4,9 16 32 8,10 1 2 
278 64 128 4,lO 16 32 9,lO 1 1 
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shown in Table 2. We may observe that GCO achieves relative saving from 
0 to 50%. Besides, this relative saving decreases with the increasing weight 
of signature key. 

Note that the probabilities of occurrences of query signature keys are 
not the same. It is necessary to measure the average performance by 
considering probabilities of occurrence of query signature key. Given the 
query signature size F, query signature weight W, signature key (common 
suffLx) size r, the average number of dusters accessed is measured by 

Prob(q W, F, W, r)*Cav(r,w), (24) 
Vw 

where qW is the query signature with suffLx weight w, Prob(q w, F, W, r) is 
the probability of occurrence of qW, CaV(r,w) is the average number of 
clusters accessed by qW. The probability Prob(qW, F,W,r) is derived as 
following. Given signature size of F bits, signature weight of m bits, and 
the number of query terms Tq specified in a query, then the expected 
weight of query signature W can be estimated as [4], 

W=F*[1-(1-m//F)Tq]. (25) 

TABLE 2 
Comparison of Average Number of Clusters 

Query key 
weight GCO BCO 

0 1 1 
1 51.2  102.30000 
2 51.2 91.04449 
3 38.4 61.85830 
4 25.6 37.75920 
5 16.0 21.83730 
6 9.6 12.19520 
7 5.6 6.65833 
8 3.2 3.57780 
9 1.8 1.90000 

10 1.0 1.00000 
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The probability Prob(q '~, F, W, r), can be estimated as 

341 

P r ° b ( q W ' F ' W ' r )  = C~, ' (26) 

C] is the combinatorial function. Equation (26) can be explained as 
follows. Totally, there are C~., combinations of  signature with weight 141. In 

F - r  addition there are C~* C w - w  combinations of signatures in which r-bits 
suffix has w bits set to 1. 

Figures 9-11 show the comparisons of  the average number of clusters 
accessed between BCO and GCO. From the analysis, it can be seen that 
GCO always outperforms BCO. Figure 9 compares the number of clusters 
accessed as a function of the number of query terms. We can observe that 
relative saving decreases with the increasing number of query terms. This 
is because the increasing number of  query terms produces the increasing 
query key weight while the relative saving decreases with the increasing 
query key weight. Moreover,  the number of clusters accessed in both 
orders decreases with the increasing number of query terms except when 
the number of query terms is five. The reason is the same as that of 
relative saving. The increasing number  of query terms produces the 
increasing query key weight which in turn decreases the number of clusters 

No. 
of  

Clusters 

75 ,.  I : a c o  I 

65 

55 

45 

35 

25 

15 

5 

5 10 15 20 25 30 35 40 45 50 

rq 
r=lO, F = 600, m = 10 

Fig. 9. Comparison of the number of clusters accessed as a function of the number of 
query terms. 
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Fig. 10. 
size. 
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of 1oo 
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2O 

0 I , I  i | 
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p 

F = 600, m = 10, T q = 5  

Comparison of the number of clusters accessed as a function of signature key 

accessed. The reason for the exception lies in the high probability of 
occurrences of zero-weight query signature key. Zero-weight query signa- 
ture key accesses only one cluster of signature pages. 

Figure 10 compares the number of clusters as a function of signature 
key size. It is shown that Gray code achieves about 50% of relative saving. 
This rate of relative saving is steady, despite the increasing signature key 
size. Signature key size is determined by the number of signature pages. 
Therefore, this rate of relative saving is not affected by the increasing 
number of signature pages. 

Figure 11 compares the number of clusters accessed as a function of 
signature size. It is well known that giving the value of signature size F and 
the number of terms per object D, the optimal value of signature weight 
m, that minimizes the false drop probability is derived from the following 
formula [4], 

F* ln2 =m*D. (27) 

In Figure 11, the values of signature size F ranges from 300 to 1000 and 
the signature weight m equals 10. This implies that the number of terms D 
ranges from 20 to 69. A typical value of the number of terms is about 40 in 
traditional text document. From Figure 11, we can observe that the 
number of clusters accessed decreases with the increasing signature size. 
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Comparison of the number of clusters accessed as a function of signature size. 

The reason lies in the effect of the increasing signature size. The increas- 
ing signature size with fixed signature weight produces the decreasing 
signature key weight. The decreasing signature key weight brings about the 
decreasing number of clusters. From (27), it is shown that with timed 
signature weight m, signature size F is proportional to the number of 
terms D. Therefore, the number of clusters accessed decreases with the 
increasing number of terms per object. 

6. CONCLUSIONS AND FUTURE WORK 

In this paper we investigate the placement of partitioned signature files. 
In static environment, the optimal placement method using the consecu- 
tive retrieval technique can be utilized with the overhead of much redun- 
dancy. This is especially beneficial in the storage of CD-ROM that takes 
much seek time by sacrificing the storage space. In dynamic environment, 
the placement using Gray code is presented. Partitioned signature pages 
are clustered such that the common suffixes of these pages are arranged in 
Gray code order. Using Gray code, the number of clusters pertinent to the 
query signature is minimized. The exact formulas for the performance 
measured by the number of clusters are derived. It is useful for the cost 
estimation of query optimization. The performance analysis shows that the 
approach using Gray code achieves better performance than that using 
binary code order. 
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We indicated the asymmetric phenomenon of clustering using binary 
reflected Gray code. One approach of improvement  is developing a sys- 
tematic way for constructing symmetric Gray code. Another  approach may 
try to modify the hashing function of signature extraction. Terms  with high 
frequency of query occurrences may be hashed toward the most significant 
bits. It will reduce the average number  of  clusters accessed. Other  future 
researches include application of clustering to disk allocation of parti- 
tioned signature files in multiple disk systems. 
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