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Abstract

This article presents a finite-difference-method formulation to the application of inverse problem algorithms for uniform
temperature tracking of several different linear ramp-up rates in rapid thermal processing. A one-dimensional thermal model anc
temperature-dependent thermal properties of silicon wafers are used. The required incident-heat-flux profiles for temperature
uniformity across 300-mm-diameter 0.775-mm-thick silicon wafer were intuitively evaluated. Our numerical results indicate that
temperature non-uniformity occurring during the ramp increase with the ramp-up rate. Although a linear ramp-up ratef 300
s was used and random errors did reach 3.864the temperature over the wafer was maintained within 0.85%f the wafer
center if the incident-heat-flux profiles were dynamically controlled according to the inverse results. These temperature non-
uniformities could be acceptable in the advanced rapid thermal processing syst@®02 Elsevier Science B.V. All rights
reserved.
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1. Introduction wafer is heated by means of radiation supplied by one
or more lamp bank§l]. Because of radiative heat losses
The Semiconductor—manufacturing trend toward ultra- from the wafer edgeS, uniform irradiation does not
large-scale-integration has led to a dramatic decrease ingyarantee uniform radial temperature profiles. If not
feature size with new generation. Rapid thermal proc- corrected, this radial temperature gradient is usually
essing(RTP) is an emerging and promising technology |arge enough to generate thermal stresses and produce
for microelectronic processes such as annealing, oxida-an unacceptable variation in film thickness, which affect
tion, chemical vapor deposition that prOVideS numerous the processing results and wafer-to-wafer uniforrﬁﬂl{
advantages over conventional furnace-based batch procconsequently, maintaining a uniform temperature across
eSSing. RTP will be indispensable to meet the processthe wafer is a process requiremd@ﬂ. Genera”y, the
requirements of future devices. In RTP, wafers are maximum temperature difference across the wafer must
processed one at a time in a small, cold-walled reactionpe maintained within 2C during rapid thermal proc-
chamber. The treated wafer is heated from room tem-essing [4,5]. The stringent process uniformity and
perature to as high as 110C, in a few tenths of  repeatability requirements demand a continuous

seconds, then processed and cooled. In general, thgmprovement in wafer temperature contfél.
_ Many approaches including utility of a patterned
* Corresponding author. Tel.:#886-3-7323152, ext. 25; fax+ susceptor[?] and model-based contrdl2—4,6,8-11
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temperature gradients across waffgsl2—21. Hill and

. . . . . . Incident Heat Fl op (5
Jones[13] investigated thermal uniformity with a uni- neident Heal L X Tp (71)

Heat losses
form intensity field and one in which the intensity was * A * A ; A
linearly enhanced to a maximum of 8% vertically over
the last 15 mm of a 150-mm wafer. Kakoschke et al. A - r
[14] evaluated enhanced illumination intensities at wafer & e o — T T [
peripheries vertically and laterally for a compensation ¥ : :
of edge heat losses during processing. Gyurcsik et al.
[15] introduced a two-step procedure for solving an / * v * v f Y Heat losses
inverse optimal-lamp-contour problem to achieve tem — o G (110)

perature uniformity in steady state. Sorrel et Hi]

applied power-law(first-, second- and seventh-degree
PP P W ’ g) Fig. 1. Schematic representation of energy flux in a silicon wafer

|rraQ|at|on ,prOf_”e_S to Study the Increases reqwred ',n under two-sided incident radiation and radiant loss emitted from all
perimeter irradiation to maintain a wafer at an approxi- syrfaces.

mately uniform temperature. Normdd6] presented a

technique based on linear programming for minimization

of worst case error during temperature trajectory follow-

ing. Zolner et al.[17] compensated for radial tempera- determining crucial parameters in analyses such as those
ture decreases using an adjustable lamp arrangemenfor internal energy sources, surface heat fluxes, thermal
with OptimiZEd power settings calculated from wafer propertieS, etc., and has been W|de|y app“ed to many
heat losses. Riley and Gyurcsjk8] presented a nodal  gesijgn and manufacturing probler@s,25. We [26,27
analysis of wafer-edge to determine the amount of lateral 3ppjied a one-dimensional thermal model to study the
heating needed to counteract edge cooling. Cho et al.temperature uniformity of 300-mm silicon wafers sub-
[19] optimized the incident heat flux profile over a jected to a uniformly distributed heat flux during RTP
wafer by determining the heat loss profiles using Lord's ysjng the inverse-source method. It was discovered that
thermal mode[[12], which simulates radial temperature (he resulting maximum temperature differences were
gradients_ by assuming uniform temperature t_hrough theonly 0.326°C during RTP. In the present article, a
wafer thickness. Following the work of Riley and fnjte.difference-method formulation to the application
Gyurcsik [18], Perkins et al[20] used wafer-edge node ¢ inyerse problem algorithms for uniform temperature
analysis to determine the idealized intensity profiles tracking of several different linear ramp-up rates is
required for maintaining thermal uniformity both during studied in rapid thermal processing systems. A one-

transient and steady state. Jan and [24] derived & ;yansional thermal model and temperature-dependent

necessary and sufficient condition on the irradiation of thermal properties of silicon wafers are adopted. The
the wafer surface for their lamp configuration design. required incident-heat-flux profiles for temperature uni-

Some of these approaches rely largely on tI’ial'and'(:"rror'formity across 300-mm-diameter 0.775-mm-thick silicon

\gglrﬁz ;anrogihg:niu;)\(p;snsé\rﬁ eaggs]t';nnedcggrskuirrgng' wafers were intuitively evaluated. The effects of random
PP ' error of input data on temperature uniformity are also

et al. [19], are systematic design methods for knowing . )

; N ) P . 2 investigated.
whether a design satisfying given specifications exists
and whether a given approach has an optimal design
that satisfies given specifications. With microelectronic 2. Thermal model
device specifications becoming tighter, it is imperative
that the wafer temperature trajectory must be controlled ) ] ) ] ] N
precisely to meet processing requirements. Recently, Consider thg thl_n axially symmetrical cwculgr silicon
computer-aided design of thermal processing based onwafer shown in Fig. 1. Let and 5 be the radius and
Balakrishnan and Edgd@] discussed the development temperature, and the ambient temperaturd isSym-
of temperature control algorithms for the RTP process. metric heating on both sides of the wafer is adopted.
Janicki et al.[22] had successfully applied an inverse The total incident heat fluxes on the top and the bottom
problem algorithm, which was implemented as a digital surfaces of the wafer are denoted by, and gpoom
filter, for integrated circuit temperature estimation. Kurz respectively. Assume that the heat losses occur at all
and Muller [23] presented an inverse-modeling algo- surfaces and that the temperature is uniform through the
rithm that is able to calculate the powers of arbitrary wafer thickness. A description of the one-dimensional
numbers of heaters in a crystal growth configuration in thermal model is used here.
order to obtain a prescribed temperature distribution in  The governing equation for an axially symmetric
a growing crystal. The inverse problem deals with cylindrical coordinate system with its origin at the wafer
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center is

1.4
oT 19 ]
pe(T )——;g[k(T)r—] 1.2-
i Specific heat capacity ¢ (T) Jg'lK'l
+ g [Gtop+ G botton] § 1.0
0<r<Ii D g 7
o 0.8
with s: i Emissivity ¢ (T)
Gtop= Qo] top(rvt) — € 1o £T4_ T4; Té 0.6 —
Ghottom= @ bottord bottm(\rut) — & pottoh (g’d_ T4)a E 0.4 _: Thermal conductivity
where 0,=5.672x10"2 W cm 2 K 4 is the Stefan— i Kk (T) Wem 'K
Boltzmann constant, the wafer temperatiires a func- 0.2 —
tion of radiusr, and timer; p, k(T), (1), qop Etop i
Qoo @NA &€ porom are the wafer density, thermal con- 0.0 : lThermal dilffusivin(T) em%s
.. g . ) . Ll T T 1 l |l
ductivity, specific heat capacity, absorptivity of the top 0 400 800 1200 1600 2000

side, emissivity of the top side, absorptivity of the
bottom side and emissivity of the bottom side, respec-
tively. Here, because of the large temperature variations
that occur during the processing, the temperature Fig. 2. Temperature dependence of silicon wafer thermal properties
dependence of wafer thermal conductivity as well as 1 5g.

specific heat capacity must be considered as follows

[1]:
k(T)=802.99 ~112

Temperature (K)

(W cm~! K1) 300-1683 K (2a) during processing are equal, igep(r.1) = qpotionl? 1) =
q(r,t), and that the absorptivity of all wafer surfaces
C(T)=0-1641+12-473>< 1041 equals the emissivity of those surfaces. For simplicity,
(J g* K79 >300 K, (2b) the emissivity of all surfaces is assumed to be the same

while the wafer density is assumed to be constant andand simply temperature-dependent as described by Virzi
equal to 2.33 g cm® . Since the silicon wafer is [28]:

considered to be homogeneous in the present study, the

dependence ok(7) on spatial position is introduced top~ £top— &bottoni— & bottorn- & edge &(T) 578852

only implicitly by the spatial dependence of the temper- =0.2662+ 1.8591 ~ 0199 [~ 10SSSAFH/TEI - (7)
ature. Becaus&(7) is weakly dependent on temperature
(see Fig. 2, spatial temperature variations across wafers
at a certain time are expected to be small enougBi00

Thus, Eqs(3) and(6) may be rewritten, respectively,
as

K) so that spatial variations in thermal conductivity may 2T 19T
be ignored[14]. Thus, Eq.(1) may be reduced to pC(T)— —k(T)[ 8r]
oT 9°T 10T 1
pel0) 57 =HD)| 55+ 75|+ 3 Gt Gronor + 2ol lalr)— oA T3]
O<r<l (3) 0<r<i (8)
The initial and boundary conditions for the system and
described above are
T
T(r)=To at =0 @ —k(T)(z—=a(T)(rs(T4—T‘a‘) at r=1 ©
r
oT
—=0 atr=0 (5) k(T)
or Defining wafer thermal diffusivity aSk(T)ZW
aT pe
_k(T)E = Ceagd” T*—T%, atr=I (6) and introducing the dimensionless temperatireadial

position R, time T, incident heat fluxQ, thickness-to-
where sqqq4¢ is the emissivity for the radiant heat losses radius ratiom, thermal conductivityk(6), specific heat
at the wafer edges. We may assume without loss of capacityC(6), thermal diffusivity D(6), and emissivity
generality that the incident heat fluxes on both sides £(0) as:
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kit l the wafer temperature distributions. Calculation of the

T r
b= T, R=5, 7= pcd?’ OR,7)= kaTaq(r’t)’ temperature field mentioned above is a so-called direct
5 k problem. It is well-posed because for every given inci-
n=-—, K(0)=—, dent heat flux, the temperature distribution may be
! ka uniquely determined. In the present study, it is necessary
c K(0) to determine causes of procesdesg. the amount of
c(0)=—, D(6)= o) incident heat flux from their effects(temperature dis-
Ca tributions across the waferProblems of this kind are
£(0)=0.2662

called inverse problems. The intrinsic characteristic of

inverse problems is that they are ill-posed; hence it has
been considered for many years that solutions to inverse
problems do not exist. However, in the early 1960s it

was proved that the solutions to inverse heat conduction
problems usually exist and are unique, but obtained
estimates are not always numerically stalpit,29.

+ 1.8591Taﬂ) —0.1996,[— (1.0359x 1025)/(T,,9)8-832§1 (10)

wherek,=k(T,) andc =c(T ) are the thermal conduc-

tivity and specific heat capacity of the wafer at the
ambient temperatur&,, respectively, then, the energy
equation of Eq(8) becomes

90 020 190 2 #(6) i :
_=D(9)(_2+__J+_ [O(R.7) +A(L—0%)], _Therefore, special methods must be applied to solve
aT dR? ROR) mC(6) inverse problems.

0<R<1 (11

The initial condition Eq(4) and boundary conditions 3. Inverse problem algorithm

Egs.(5) and (9) become, respectively, . . . .
as. (5) © P y The inverse problem algorithii24,29 is practical for

8(R,1)=6, at 7=0 (12 use in determining how to achieve temperature unifor-
and mity with RTP systems in which the magnitudes of

incident heat fluxes required for maintaining temperature
@:0 at R=0 (13) uniformity across wafers during processing are
R unknown.

The finite-difference scheme in the thermal model

96 _ @A(l—e“) at R=1 (14) above atr=1"=mA~ is used to construct the following
oR K(0) matrix equation:

. . L. T, m m\ — [gm—1 m m m
Here the dimensionless initial temperatw‘rg=;° |7 [{67)={6m =% +{s"} + (Vi@ (16)
a Then the wafer temperature distributiff™} can be

and the dimensionless constant rewritten as follows:

T8 _ _ _
- ote (07 = [F7] {2+ {57 + (7] vl
a =[M{{0m M+ (" + N"He)
Th_e_numerlcal solution techniques us&_ed here are fromWhere [M™] = [F"]~* and [N"] = [F"]~*[V™].
the finite-difference method. A central-difference repre- The vector{ "’} containsp+1 values of the initial
sentatlpn of the space derl_vatlve and_an |mp_I|C|t_ back- distribution or the temperature distribution for the pre-
ward-difference representation of the time derivative are ceding time step. Thé€s”} vector includes any known

adopted. We can approximate the governing equation, ,i-pias of the problem. The vectfr”} consists of
and the initial condition as well as the boundary condi- o \nknown incident heat fluxes”  fgr=1,2,..p
J 1 »oeey, b

A
an

tions using7(r,r)=0((i—1)AR,nAT) =07 withp equi-
distant grid and the temporal coordinate increm&mnt
After the non-linear radiant fourth-power terms in Egs.

p+1 (e {¢"=

p+1
Y {uter). {u} is the unit column

j=1

(11) and(14) have been simulated using a linear scheme Vector with a unit at thg-th component. As wellj is

and the successive over-relaxati@OR)-by-lines meth-

the grid number of the location of the estimated heat

od has been adopted, the unknowns in the subgroups tdlux function ¢,.

be modified simultaneously are set up such that the

matrix of coefficients will be tridiagonal in form per-
mitting use of the Thomas algorithm as follows:

b0 +dr0" 4+ a0, =", (15)

The superscript is denoted as the index of the temporal
grid and the subscript is denoted as the index of the

For the next time step:+1 we arrive at

(o= [ {07} + (57 )+ [N Y
= [ M (6m 4 (5™}
+ M AN @)+ (M s

+ [Nt (18)

In the same way, the temperature distribution at

spatial grid. Given the incident heat flux, we can obtain successive future timesy=1"*""1 | can be represented
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as follows:

{em+r71}: [Mm+r71]{{em+r72}+{Sm+r71}}
+ [Nerrfl]{(Pmﬁ»rfl}

Ve I Vg Y (e R
S 1 W VR 1 G TP

M M2 N g
+ [Mm+r71][Mm+r72]".[Mm+1]{Sm+l}
+ MM M N Y

+.'.[Mm+r—1]{Sm+r—1}[Nm+r—1]{(Pm+r—l} (19)

A temporary assumption that the incident heat flux is
constant over future time steps is used to stabilize the
estimated results in the inverse algorithms:

m+1 m+2 _ m—+r—1

ortl=¢! =
for j=1,2,..pp+1.

=¢
(20
Then, the temperatures at each -spatial dviet1,

2,...,p, p+1) for each analysis interval can be expressed
as follows:

p+1
efn+k=h§n+k'o+ ZE’JQD;" k=0,1,2,...’;_1, (21)
j=1
where
k
E;r‘j_+k= Zh;’rf/ﬁ»k,mel, (22)
=0

here

h?f;+k,/ﬂ+l
(N}, 1=k, k=0,1,2,..,r—1

NN ), =k—1, k=1,2,..r—1

[ui][Mm+k][Mm+k*l][erl+k*2HujJ)’

I1=k—2, k=2,..r—2r—1

[ui][Mm+k][Mm+k—l]...[Mm+2][Nm+1]‘\Lu‘}’ l:1’ k=r_2’r_l
J

b 4+ M N

il

1=0, k=r-1,
(23)
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and

wlMm1{(6m =Y +{s™}, k=0

M {072+ {S7) + M HYism k=1

ko=

[ ][ =M =2 M Mo+ (5

+ [ui][Merr—:L][Merr—Z].“[Mm+1]{sm+1}+

M AT A M ST, k==l
(24

[u] denotes a unit row vectofi.e. a unit at thei-
componenk The subscript$ and; are the grid numbers
of the temperature distribution location and the unknown
incident heat flux location, respectively.

When 1=1", the estimated parameter vectdrg'},
{¢?%,..., and{¢" "} have been evaluated and the task
is now to determine the unknown incident heat flux
vector { ¢}. We can construct the following matrix
equation

(25

After the known temperature distributions have been
substituted into vecto®y , the components of vecior
can be found using the linear least-squares-error method.
The result is:

P =(OTD) 1PTY. (26)

This equation provides a sequential algorithm flow
chart as in Fig. 3, which can be used to determine the
unknown incident heat fluxes by increasing the value of
m by one for each time step. Thereafter, the incident
heat fluxes can be obtained iteratively along the tem-
poral coordinate. Then, the incident heat-flux profiles
on the silicon wafer required for tracking uniform
temperature trajectories during RTP can be estimated.

{ﬁ}r'(er Dx1= {cb}r-(p +D X+ l){q,}(p +Dx1-

4. Results and discussion

To ensure precision and optimal computer use, the
numerical solution techniques withye=50 equidistant
grid and a time step oAT=0.0001 were used in the
present study to compute radial temperature distributions
and incident-heat-flux profiles on a typical 300-mm-
diameter 0.775-mm-thick silicon wafer. Numerical sim-
ulations linearly ramped from initial uniform
temperature 27C (300 K) to a steady state of 1097C
(1370 K) at an ambient temperature Bf=27 °C (300
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Choose the number of future time r,
discretized spatial size AR , and temporal

size At

f

Attime 7=71" =mAr , the wafer temperature
distribution history is known

Construct the wafer temperature distribution {9”’ },

{9m+1 }, and %,m+r+l } at successive » future time

’,{
[

J

[ Calculate hl-mjf*'k’m"'l and him+k,0 ]

1

Construct the matrix equation

[ {9y = 1@ ity ¥ i

]

[ Calculate the incident heat fluxes {(pm } ]

Is the final time attached?

| Yes

Fig. 3. Flow chart to the application of inverse problem algorithm.

K) were performed to examine the wafer temperature
non-uniformity during RTP as a function of the ramp-
up rate. Plots of the wafer center temperature for three
linear ramp-up rates, 100, 200 and 300/s are given

in Fig. 4. While random errors of input data were added

to the desired temperature trajectories, as described

elsewherd29]:

T+owo,

(27

where the subscript 1 is the grid number of the spatial-
coordinate at the wafer center, and the supersaript
denotes the grid number of the temporal-coordinéte.

is the dimensionless ‘exact’ calculated temperaturg, Y
is the dimensionless ‘input-measured’ temperaturés

the standard deviation, and is a random number. The
value of o is calculated using the IMSL subroutine
DRNNOR and chosen over the range —2.5&6<
2.576, which represents the 99% confidence bound for

n _—
1=

the input temperature. In the present study, the respective

dimensional input temperature$};+0.7728°C and
T:+3.864 °C were simulated for the cases @=0.001
and 0.005.

We set

n __ n __ J— n__ n — n
Ya=Yi=...=Yi=Y" =Y,

(29
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as the desired uniform temperature tracking during
processing, for the known temperature distribution used
in the inverse problem algorithm to evaluate the
unknown incident heat-flux profiles over the wafer. After
that, the radial temperature distribution across the wafer
could be computed. Finally, the wafer temperature non-
uniformity both during transient and steady state was
investigated.

The inverse wafer-center-temperature trajectory results
for three linear ramp-up rates with various random
errors,o =0.0 (means ‘exac), o =0.001 andr =0.005,
are shown in Fig. 4. The transient times from initial
uniform 27 °C (300 K) to reach higher steady state
1097 °C (1370 K) are approximately 10.7, 5.35, and
3.57 s for 100, 200 and 30€C/s, respectively. We can
see that the differences between inverse-results and
exact-result resulting from the random errors were rea-
sonable. The greater the random errors, the less accurate
the inverse-results.

Fig. 5a—c show the three-dimensional graph of the
inverse incident-heat-flux profile results with errer=
0.0 for uniform temperature tracking of 100, 200 and
300 °C/s ramp-up rates, respectively. The axis ‘Radial
Position’ shows the distance from the wafer center in
centimeters. The axis ‘Time’ represents the time during
this temperature transition. The vertical axis represents
the calculated incident-heat-flux profile yielded by the
inverse problem algorithm. The incident heat-flux energy
is absorbed by top and bottom surfaces of the wafer,
and the heat losses also occur at all wafer surfaces.
Ramping of wafer temperature takes place when there
is an excess of the absorbed energy over the energy of

1200
1000 - 300°C/s

P .

°U 800 —

A

® .

S

2 600

<

I ]

L

=%

g 400 —

al Desired Temperature

200 — = <>' Inverse Result with = 0.0
“&“ Inverse Result with ¢ = 0.001
'+' Inverse Result with ¢ = 0.005
0 I T I T l T I T
0 2 4 6 8 10 12
Time (s)

Fig. 4. Desired uniform temperature trajectories for 100, 200 and
300 °C/s linear ramp-up rates, and inverse results for random errors
of ¢=0.0, 0.001, and 0.005.
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Fig. 5. Inverse results of incident-heat-flux profiles for a random error
of 0 =0.0 at linear ramp-up rates 6&) 100 (b) 200 and(c) 300 °C/

Incident Heat Flux (W/cm?) Incident Heat Flux ( W/em?)

Incident Heat Flux ( Wem? )

S.
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1700 K (see Fig. 2. However, the temperature-depend-
ent specific heat capaciy(6) does not vary much with
increasing wafer temperature. Thus the terap)/
C(0), on the right-hand side of the energy equation at
the higher wafer temperature is greater than that at the
initial lower wafer temperatures. To balance the energy
equation during constant temperature ramp-up process-
ing, the net of incident heat flux and heat losses,
O(R,7)+A(1—0%), is larger in the initial transient phase
because of the lowes(6) /C(6). This results in larger
incident heat fluxes being needed in the initial phase.
When the wafer temperature reaches approximately 800
K, the necessary incident heat fluxes are reduced due to
the largere(0)/C(0). While, in the higher temperature
periods, the heat losses occurring at all surfaces become
much greater and greater incident heat fluxes are needed
to counteract the heat losses. Thus, the necessary inci-
dent heat fluxes increase with the increasing wafer
temperature until the wafer reaches the higher steady
state(the temperature ramp-up rate becomes rarul

the necessary incident heat fluxes also become steady
because the absorbed energy balances the heat losses.
For these cases of three different ramp-up rates, they
are all the same at the value of 20 Mdh¥ in this
temperature transient during steady-state processing
(after the time of 10.7, 5.35, and 3.57 s for 100, 200
and 300°C/s, respectively. Due to the additional heat
losses at the wafer edges, more heat compensation is
needed at the wafer perimeters during processing. Since
the wafer edge is slightly cooler than the center during
the initial transient phase, the edge heating compensation
was not significant. As the ramp-up proceeds, the
temperature-dependent thermal conductiviti(6)
decreases with the increasing wafer temperafisee

Fig. 2) and the temperature-dependent emissivity men-
tioned above; the edge heat losses increase with the
increasing wafer temperature from the boundary condi-
tion described in Eq(14). Edge-heating compensations
are increasingly modulated to meet the requirement of
uniform temperature tracking. Thus, the additional
amounts of energy directed to the edge to offset the

heat losses. During the initial transient phase, the waferedge heat losses are apparent. Finally, as the wafer
temperature increases with the increasing absorbed enereaches the steady state, the edge heating compensation
gy, and heat losses also increase with the increasingapproaches the constant heat-flux scaling factor of 1.26
wafer temperature. The initial absorbed energy, required(25.2 W/cn¥) for a uniform temperature of 1097C

for wafer uniform-temperature tracking, was larger than (1370 K) for these cases of three different linear ramp-
that during other periods for this temperature transient. up rates. These figures show that the dynamically
This can be explained by the energy equation for the individual control of incident heat fluxes is needed for

silicon wafer [Eq. (11)]. On the left-hand side of the
equation, the tern@6/9r

tracking the desired uniform-temperature trajectories

is constant during processing during RTP. Fig. 6a,b show the inverse incident-heat-

because of constant temperature ramp-up rate. Due tdlux profiles results from tracking the desired uniform-
uniform temperature tracking, on the right-hand side, temperature trajectory of 200C/s ramp-up rate with

the radial temperature gradient termag9/oR2+ 1/R X

random errors otr =0.001 ando =0.005, respectively.

(00/0R), are approximately zero. The temperature- These results are almost the same as those shown in

dependent emissivity:(6) is 0.3 at initial lower tem-

Fig. 5b. However, the incident heat flux profiles have

peratures, and 0.68 at higher temperatures from 800 toto be dynamically modulated according to the random-
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100 °C/s). When the wafer reaches the higher steady
state, the incident-heat-flux profile changes from the
transient stage to the steady stage, the temperature non-
uniformity drops gradually and approaches the steady-
state. Thus, edge-heating compensation has an
overheating effect on temperature uniformity during
processing.

(a)

SRS
3 SRR,
R
R
RS-
<o TR
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\\\\\\\“\\‘\ SR
RO \“\\“o‘\\\x“\t“:“s@\,
R

R R e

Incident Heat Flux (W/em?)
o7
o

(b)

SRR ke,
TR AR
R e
R R RIS
\\“\““:‘\“gfl\%\\\\\ R
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R
N
W
Il“\“\}

Temperature Difference ( °C’)

Incident Heat Flux (W/em?)
o1
o
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Ideally, if it were not for the edge of a wafer,
temperature uniformity could be achieved by applying
uniform heat-flux profiles of varying strengths on the
top and bottom surfaces of a wafer to achieve uniform
temperature-trajectory tracking. However, temperature
distortions develop near the wafer edges during process-
ing. Many rapid thermal processg0] direct additional
amounts of energy toward the edges to counteract these
temperature non-uniformities occurring at the wafer
edges achieving results similar to our inverse incident-
heat-flux results shown in Fig. 5. Inverse dynamic
incident-heat-flux profile results on temperature non-
uniformity for the three linear ramp-up rates with a
random error ofs =0.0 are shown in Fig. 7a—c, respec-
tively. The vertical axes represent temperature non-
uniformity graphed according to the temperature
differences between points on the wafer and the wafer’s
center. These figures show that when incident heat-flux
profiles are controlled as our inverse-results, temperature
differences develop at the edge. Initially, the temperature
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proceeds, the temperature non-uniformity developed at - ™ Y S
the edge increases with increasing edge-heating compen- . S5

sation, as shown in Fig. 5. When temperature-dependent
emissivity changes from 0.3 to 0.68, a sudden variation Fig. 7. Inverse results of temperature non-uniformity for a random

is seen in the temperature non-uniformity profiléer error of 0=0.0 at linear ramp-up rates ¢& 100 (b) 200 and(c)
instance, at 4 s in Fig. 7a, in the ramp-up rate of 300 °C/s.
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Fig. 8. Inverse results of temperature non-uniformity at a linear
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Generally, the temperature over the wafer has to be
maintained within 2°C of the wafer center during rapid
thermal processingp]. Fig. 7a—c show that the temper-
ature difference from the wafer center is not significant
for our present inverse incident-heat-flux profiles. Even
though during transient periods, the resulting maximum
temperature differences were 0.152, 0.389 and 0.858
for the cases of 100, 200 and 30Q/s ramp-up rates,
respectively, it was found that temperature non-unifor-
mity occurring during the ramp increased with the ramp-
up rate, but within 1°C during processing. Fig. 8a,b

show the respective inverse-results on wafer temperature

non-uniformity for the 200°C/s ramp-up rate when the
random errors otr =0.001 and 0.005 were introduced.
The temperature non-uniformity increased as the random
error was increased, as expected. However, the maxi-
mum temperature difference was less than €1
although the random error did reach 3.882 (in the
case ofc =0.005.

Fig. 9 illustrates the resulting maximum temperature
differences (|A7], the absolute value of temperature
difference between the wafer edge and the cemtgring
transients as a function of the desired linear ramp-up
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rates for random errors of =0.0, 0.001, 0.003 and
0.005, respectively. Our present results show that the
maximum temperature differences occurring during the
ramp increase with the ramp-up rate. Although a linear
ramp-up rate of 300C/s was used and random errors
did reach 3.864°C (in the case ofo=0.005, the
temperature over the wafer was maintained within
0.665 °C of the wafer center if the incident-heat-flux
profiles were dynamically controlled according to the
inverse-results. Furthermore, random-error effects on
temperature non-uniformity were not apparent when the
desired linear ramp-up rate exceeded 2@)'s. When
ramp-up rate was lower than 15€/s, the random-
error effect ofoc =0.005 on temperature non-uniformity
was enlarged due to the dimensional error of 3.864

but remained under 0.3%C. These temperature non-
uniformities could be acceptable in the advanced rapid
thermal processing system. The extended model can
then be combined with view factor information from
more detailed modeling analysis to provide a realistic
model for controller design for temperature uniformity
problem.

5. Conclusion

This article presents a systematic method to the
application of inverse problem algorithms for uniform
temperature tracking of several different linear ramp-up
rates in rapid thermal processing. Temperature-depend-
ent thermal properties of the silicon wafer were consid-
ered in this study. Using a one-dimensional thermal
model, temperature solutions for the inverse-method
matrices can be constructed by applying the finite-
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Fig. 9. Inverse results of maximum temperature difference for random
errors of=0.0, 0.001, 0.003 and 0.005 as a function of the linear
ramp-up rate.
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