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Thermal Uniformity of 12-in Silicon Wafer in
Linearly Ramped-Temperature Transient Rapid
Thermal Processing

Senpuu Lin and Hsin-Sen Chu

Abstract—This paper presents a systematic method for es- uniformity during process ramp-up and steady-state phases.
timating the dynamic incident-heat-flux profiles required to  Gyurcsiket al.[5] used a two-step procedure to solve an inverse

ramped-temperature transient rapid thermal processing using the : o )
inverse heat-transfer method. A two-dimensional thermal model temperature uniformity in the steady state. Soetsl. [6] ap

and temperature-dependent silicon wafer thermal properties are Plied power-law (first-, second-, and seventh-degree) irradiation
adopted in this study. The results show that thermal nonuniformi-  Profiles to study the increases required in perimeter radiation
ties on the wafer surfaces occur during ramped increases in direct to maintain a wafer at an approximately uniform temperature.
proportion to the ramp-up rate. The maximum temperature Riley and Gyurcsik [7] presented a wafer-edge nodal analysis
differences in the present study are 0.835C, 1.174°C, and  tg determine the amount of lateral heating needed to counteract
1.516°C, respectively, for linear 100°C/s, 200°C/s, and 300°C/s edge cooling. Chet al.[8] presented a method for optimizing

ramp-up rates. Although a linear ramp-up rate of 300 °C/s was . % . . .
used and measurement errors did reach 3.864C, the surface incident-heat-flux profiles by studying wafer heat-loss profiles.

temperature was maintained within 1.6°C of the center of the Following the work of Riley and Gyurcsik [7], Perkiret al.
wafer surface when the incident-heat-flux profiles were dynami- [9] used wafer-edge node analysis to determine the idealized
cally controlled according to the inverse-method approach. These intensity profiles required for maintaining thermal uniformity
thermal_nonuniforimities could be acceptable in rapid thermal poth during transient and steady states.
processing systems. The works mentioned above describe quantifying incident
Index Terms—inverse heat-transfer method, linear ramp-up heat fluxes over wafers to achieve the necessary thermal
rate, rapid thermal processing, thermal uniformity, 12-in silicon  uniformity requirements during RTP. Some of these approaches
wafer. have been largely trial-and-error, which can be quite expensive
and time-consuming. Some approaches, such as those of Cho
|. INTRODUCTION et al.[8] :_:md Perkinset al. [9], are syste_matic_: design mgthqu
for knowing whether a design satisfying given specifications
A S DEVICE dimensions shrinks to the submicrometesyists and whether a given approach has an optimal design that
range, reduction of the thermal budget during microelegatisfies given specifications. There may be more efficient sys-
tronic processing is becoming a critical issue. Single-wafgimatic methods for determining the incident heat-flux profiles
rapid thermal processing (RTP) has become an alternativeré@uired over a wafer to ensure thermal uniformity. To the best
conventional furnace-based batch processing in many processe§ur knowledge, no inverse heat-transfer methods for use in
[1]. To obtain uniform processing across wafers and to preveqétermining how to achieve thermal uniformity during linear
creation of slip defects due to thermal stresses, temperatuigsp-up transient RTP have been published to date. The inverse
must be nearly uniform across wafers throughout the procefsat-transfer method deals with determining crucial parameters
cycle [2]. in analyses such as those for internal energy sources, surface
It is known that incident-heat-flux profiles (energy distriheat fluxes, thermal properties, etc., and has been widely
butions) in RTP systems must be nonuniform across wafe{gplied to many design and manufacturing problems [10]-[13].
to ensure temperature uniformity at all times because of h@écenﬂy, we [14], [15] applied a one-dimensional thermal
losses at wafer edges. Hill and Jones [3] investigated thgydel to study the thermal uniformity of 12-in silicon wafers
temperature uniformity of a 150-mm (6-in) wafer in whichsypjected to a uniformly distributed heat flux during RTP using
the intensity was linearly enhanced to a maximum of 8% oV@{e inverse-source method. It was discovered that the resulting
the last 15 mm of the wafer. Kakoschkeal. [4] presented a maximum temperature differences were only 0.386during
wafer-heating theory for estimating the edge-heating compeRtp. However, many researchers have adopted the two-dimen-
sation required vertically and laterally to ensure temperatu§@ynal (2-D) (radial and axial) thermal model to study the RTP
thermal uniformity problem. The inverse boundary heat-flux
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A z 1) dence of the temperature. Becak$®) is weakly dependent on
. [ Diap T temperature, instantaneous spatial temperature variations across
fcident Heat Flux ' wafers at given times are expected to be small enogd?0Q K)
A ; ; i ’ so that spatial variations in thermal conductivity may be ignored
T T ‘ [4]. Thus, (1) may be reduced to
B > ar OT 10T 0T
r pc(T) 5 = k(T) 57 T o T (3)

The initial and boundary conditions for the system described

B above are
Y y Heat losses
T(r,z,t) =To, att =20 4)
8_T

)
Y

Y =0 atr =0 )
Qbottam (I’,I) ar ’
k2L = T - T tr =1 6
Fig. 1. Schematic representation of energy flux in a silicon wafer under ( )E = edgeas (17 = 1), atr = (6)
two-sided incident radiation and radiant loss emitted from all surfaces. T
3 =0, atz =0 @)
z
surfaces of a 300-mm-diameter 0.775-mm-thick silicon wafer 9T

are heated is studied for application to RTP systems. The —k(1) EP = —Curtaced (7, 1) + Eourtaceds (T = 1),
temperature-dependent thermal properties of the silicon wafer i

are considered. Then, the incident-heat-flux profiles over the atz=5 (8)
wafer surface calculated using the inverse boundary heat'ﬂ\%erea ince i the wafer surface absorptivity, s gce is the
method for tracking uniform temperature trajectories quri%fer Slj‘r‘]f;; emissivity,.. is the emissivity f:)urrtaﬁg S e
both ramp-up and steady-state RTP phases are exammed.he%t losses at the wafer edges, and= 5.672x 1012 W-cm 2

also discuss measurement-error effects on the wafer therl?za 4 is the Stefan—Boltzmann constant. Note that absorptivity

uniformity. and emissivity may depend on wafer temperature, position, and
radiant spectral wavelength [16], [17]. In this work, we may as-
sume without loss of generality that the absorptivity of all wafer
Consider the thin circular silicon wafer shown in Fig. 1. Legurfaces equals the emissivity of those surfaces. For simplicity,
[ andé be the radius and thickness, respectivélyis the ini- the emissivity of all surfaces is assumed to be the same and
tial uniform wafer temperature, and the ambient temperaturesignply temperature-dependent as described by Virzi [18]:
T,. Symmetric heating on both sides of the wafer is adopted.
The total incident heat fluxes on the top and the bottom sur e s
faces of the wafer are denoted by,, and guottom, respec- =0.2662 + 1.8591770-1996,—(1.0359x1072/T )
tively. We may assume without loss of generality that the inci- 9)
dent heat fluxes on both sides during processing are equal, I.Is-:r-1
Gtop(7, 1) = Quattom (7, 1) = ¢(r, ). Radiant heat losses occur

Il. THERMAL MODEL

surface = Esurface = fedge = E(T)

us, (6) and (8) may be rewritten, respectively, as

at all surfaces. The process is considered to operate in a vacuum _k(T)a_T =e(T)o(T*—T%. atr=1 (10)
so heat transfer due to convection can be ignored. ar
The governing equation for an axially symmetric cylindricagnd
coordinate system with its origin at the wafer center is _ (T)a_T = —e(D)q(r,t) + e(T)o, (TH — TH,
(T)aT 10 k(T ar n 0 k(T)aT 0 Oz
PG o D N L .
r at r or ar 0z 0z atz — g (11)

where wafer temperatufE is a function of the radius, thick- o e
nessz, and timet; p, k(T), and¢(T") are the wafer density, ~Defining wafer thermal diffusivity as (7)) = (k(T')/pc(T))
thermal conductivity, and specific heat capacity, respectivefd introducing the dimensionless temperafijradial position
Here, because of the large temperature variations that océu@Xxial positionZ, timer, incident heat flux?, thick-to-radius
during processing, the temperature dependence of wafer therf@éP 77, thermal conductivity< (¢), specific heat capacity(6),
conductivity as well as specific heat capacity must be considef@grmal diffusivity D(6), and emissivity:(6) as

as follows [1]: - r Rol y_% __ kot
E(T) =802.9977 112 (W-.cm™ . K1) 300-1683 K (2a) T’ I I pcal?’
_ N l 8 k
(T)=0.641+2473x 107*T (J-g ' K1) > 300K, — . _° _r
(1) ) QR7) =1—alr), =7, K6)=1,

(2b) kc K(6)

while the wafer density is assumed to be constant and equal to C(6) = —,  D(¢) = o) &(6#) = 0.2662
2.33 gcm~3. Since the silicon wafer is considered to be homo- “
geneous in the present study, the dependendégBf on spa- +
tial position is introduced only implicitly by the spatial depen- (12)

1.8591 (Tae)_0~19966—(1.0359>< 1025 /(T 6)5-8328)
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wherek, = k(1) ande, = (1) are the thermal conductivity we can obtain the wafer temperature distributiéjis The rel-
and specific heat capacity of the wafer at the ambient tempeagive criterion for each iteratioh is considered to be

tureTy,, respectively. The energy equation (3) then becomes |9k+1 _ k
L (1
% _ by % 106 9% max|9k+1|
or OR? R OR 0927
n and when
0<R<1,0<Z<§. (13) o+t _ g
y y i < 107
The initial condition and boundary conditions become, respec- max |9i,j
tively, it may be assumed that processing has reached the steady state.
O(R,Z,7)="6y, atr=0 (14)
[ll. | NVERSEHEAT-TRANSFERMETHOD
and The inverse heat transfer method [13] is practical for use in
90 determining how to achieve thermal uniformity with RTP sys-
R 0, atR=0 (15) tems in which the magnitudes of incident heat fluxes required
to achieve temperature uniformity are unknown.
a0  =(6) s T .
— = A(l —6%), atR=1 (16) The finite-difference scheme in the thermal model above at
OR  K(6) o .
9 T = 7™ = mAr for eachj is used to construct the following
A 0, atz =0 (17) matrix equation:
00 _ <(6) 1 n FPHOs = 1077+ {57y + VI Ny} (20)
— = Al — . = . ’ ; / / i 1%,
97 = K(0) [Q(R,7)+ A(1 - 6%)] atz 5 (18) g WYy J j j j

where[/7"] is defined in (21), shown at the bottom of the page,
Here the dimensionless initial temperatdses 1, /7,, and the and
dimensionless constawit is o, 172 /k,.

The numerical solution techniques used here are from the fi- UB’] USL, 8 8
nite-difference method. A central-difference representation m = |0 21 0 0
the space derivative and an implicit backward-difference repre-’ 0 v 0 o™ 0
sentation of the time derivative are adopted. We can approxi- 0 0 ““a(’)‘ Ld o] ‘
mate the energy equation and the initial condition as well as the ) { AT max Xt “(1;‘2)
boundary conditions (13)—(18) using . . 9’"*1
1,5
6(R, Z,7) = 6((i — 1)AR, (j — 1)AZ,nA7) = 6}, 03 _1 93,71
: {67} = Ao =
with the radial coordinate incremem®¥R = (1/imax —1), O tnax —1,5 0, s 17
the axial coordinate incremelXZ = (1/j max—1), and the O hhax 7 imax A -
temporal coordinate incremendr. After the nonlinear radiant (23)
fourth-power terms in (16) and (18) have been simulated using (- STy (e
a linear scheme and the SOR-by-lines method [19] has been S5 @5
adopted, the unknowns in the subgroups to be modified simgiF*} = A} =
taneously are set up such that the matrix of coefficients will be SHO Ol — 1.
tridiagonal in form permitting use of the Thomas algorithm as U ST axs 7 imax U 0 axy 7 imax
follows: (24)
00 07+ al 0k =y (19) Hered;, of;, as well ag;”; were described in Section 18",

|ncludes any known variables of the problem, asid denotes
The superscript is denoted as the index of the temporal gridthe coefficient for the unknown variable”;. Note tha
The subscriptsand; are denoted, respectively, as the indices 09[7”1 forj = 1,2,---,jmax —1, while ¢} QZ’JmaX for
the radial and axial grids. Given the incident heat 9%, .., j = jmax. Once given the temperature d|str|but|ona§13,

diy ar; oo 0 0
by'; dyY; e 0 0
[_F;n = 0 " " 0 " 0 (21)
0 o b7 max —1,5 d7 max —1,5 Qi max — 1,5
0 . 0 pm dm

< max,j i max,j 2 max X¢ max
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for j # jmax, the temperature distribution of next axial po- [M;’I’;’ai [N Kl
sition 8", ; can be obtained from (20). Whegn= j max, the ML gt
2 ) +- [ J max ] j max
wafer surface temperature distributiéft; .. has been com- el 1r e
puted fromj = j max —1. The undetermined variables are the + [V s ¢S max '} (@7)
incident heat fluxe€);”; ... over the wafer surface. The wafer 5 sequential in-time procedure is adopted to estimate

surface temperature distributi¢& .} may be rewritten from

J max the unknown incident heat-flux parameters. The time do-
(20) as follows:

main is divided into analysis intervals each of length

_ m= 1 < < m+r—1
{0} = ] O]t} + 4} ros e [0 The parameterss.,,, for
1y =1, 2, -+, imax are determined simultaneously for each
+ [F ] ™ [V mas] {6 max analysisintervaI.Atemporary assumption that the incident heat
=M O oy + {5} flux is constant over future time steps is used in the inverse
[ IllaX]{(pj max (25) algorlthms
where ¢le—tiax ¢le—tiax == 4)023—1;111;}( <)0i,j max?
fori=1,2,- ax. 28
(M = [Ed ™ 800 [N7] = (7] V) T 9

. . ... .. Then,the surface temperatures at gachdial grid =1, 2,-
The vector 67, ! 1 containg max values of the initial distri- P grid

max 1 max) for each analysis interval can be expressed as foIIows
bution or the temperature distribution at the wafer surface for the

preceding time step. ThgST;,,.. } vector includes any known o " @ max 1
variables of the problem. The vectdp?’, ..} consists of the O, fmax =P jmax T Z B ax®i g mass
unknown incident heat fluxeg;”; ... over the wafer surface

= k=0 1 2 r—1 (29)
for t= 1’ 2’ L max (I €. {901 max} Ezmax {ul}¢z J max) T !

{u;} isthe unrt cqumn vector with a unit at théh component. where
As well, i is the grid number of the location of the estimated
surface heat flux function; ; max- _ mik Z ke (30)
For the next time step: + 1, we arrive at PyiyJ max Ppiyj max
=0
{9m+1 } [Mm+1 ]{{em }

Jj max Jj max J max

whereh Tkt s defined in (31), shown at the bottom of the

m—+1 m—+1 m—+1 p,t,J max
S s+ IV {97 s} page, andz;'f;ﬁflfx is defined in (32), shown at the bottom of the
= M M s {6 v next page, ar{d,] denotes a unit row vector (i.e., a unit at the
qm 1 - i g i i
+{STax}} + [Mff;rax I . p-component). The strbs_,crrp_;tsandt are the radial grid number _
ML g N 26 of the temperature distribution location and the unknown inci-
+ M {5 st + NG s 4 e} (26) dent heat flux location, respectivelymax denotes the axial
In the same way, the temperature distribution at successiv8rid number of the wafer surface.
future timesr = 7"~ can be represented as follows: WhenT = 7™, the estimated parameter vectdrs; ...},
{07 max)s - and{ﬁ’max} have been evaluated and the task
{7ty = (M e is now to determine the unknown incident heat flux vector
1 1 —1 . . .
{571:;( P+ N:Lj:x H(p;n;lrv } {#] maxt- We can construct the following matrix equation:
+ +r—
[Mjnllna?X ][Mjnllna?X {6}1 4 max X1 — {(P}1 -i max X4 Inax{gaj max J? max X1- (33)
Mrn-i—l M ern 1 . ) )
B e [ ma’;]li e e After the known surface temperature distributions have been
S e (M 1M ] substituted into vecto?, the components of vectdrp?’ .}
[M;’;j’alx][N P L8] max can Ibe found using the linear least-squares-error method. The
meTr— m-r ™m ™m resu t IS
+ [Mj n—li—ax 1][Mj n—li—ax ] [Mj n—li—alx]{sj n—li—alx}
+ (M M (@] ot = (27 @) 10T Y. (34)
r m—+k
[UP][NJI1-1|—a.X]{u7} :k’ k:0a1a2a"'a7)_1
[up][Mjnrl;l'—a’;( [Njnrl;l;’;( 1]{U’Z} l=Fk- 17 k= 17 27 RN A 1
mk,m—+1 [U’P] [Mjnrli—a’;] [Mjnrli—a’;c 1][N;7111—1:’; 2]{ui}7 l=Fk-— 27 k= 27 T 27 r—1
P.i.g 17nax = (31)
m—+k m—+k—1 m—+2 N™ 1
[U’P] [Mj nTaX] [Mj Il—l:X ] o [Mj n—l:X][ J 11—11—3,)(]{“7} l= 1’ k=r— 2a r—1
[ MM ST - M N s { ), 1=0, k=r—1,
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incident-heat-flux profiles on a typical 300-mm-diameter
0.775-mm-thick silicon wafer. Numerical simulations ramped
linearly from an initial uniform temperature of ZTC (300 K)

Choose the number of future Gme 7. to a steady state of 109T (1370 K) at an ambient temperature
the discretized spatial size AR, AZ, of T, =27 °C (300 K) were performed to examine the wafer
and temporal size Az thermal nonuniformity during RTP as a function of the ramp
* rate. Since the wafer is so thin that the thermal nonuniformity
[At time 7 =" = mAr, the temperature distribution] may be insignificant in axialz) direction, we concentrated on
history for the axial coordinate ;=1 is known the wafer surface thermal nonuniformity in radia) @irection.
‘ Plots of the wafer center temperature for three linear ramp-up
[Calculate}he temperature distribution histow] rates, 100, 200, and 300C/s are given in Fig. 3. Random
for the axial coordinate ;= 2,3, » , jmax measurement errors were added to the desired temperature

trajectories in simulations, as described elsewhere [14]:

{49/”’,",“}, {Hj’l;a'x}, and {0}:;;’} at successive r future time

( Construct the wafer surface temperature distribution ]

Y =01, +wo (35)

where the subscript 1 is the grid number of the spatial-coordi-
[ Caleulate #7500 and #7, ] nate at the wafer center, and the superserigenotes the grid
number of the temporal-coordinaé ; is the dimensionless
Construct the matrix equation “exact” desired temperaturé;; is the dimensionless “mea-
[ 19 s = {9 sured” temperatures is the measurement-error standard de-
i viation, andw is a random number. The value ©fis calcu-
[ Calculate the incident heat fluxes !, | ] lated using the IMSL subroutine DRNNOR and chosen over the
range—2.576 < w < 2.576, which represents the 99% con-
fidence bound for the measurement temperature. In the present
study, the respective dimensional measured temperatiires
0.7728°C andiT'; + 3.864 °C were simulated for the cases of
o =0.001 andr = 0.005.
We set

Yo =Yy ==Y} Y1 (36)

zmax,l —

. i o . as the desired uniform temperature during RTP, for the known
Fig. 2. Flow chart for estimating the dynamic incident-heat-flux profiles o ; .
required to achieve thermal uniformity using the inverse heat-transfer methd@mperature distribution used in the inverse heat-transfer

method described in Section Il to evaluate the unknown

incident heat-flux profiles over the wafer surface. After that,

This equation provides a sequential algorithm flow chart i’ilﬁ . L
A . . L e radial temperature distribution across the wafer surface
in Fig. 2, which can be used to determine the unknown incident

heat fluxes over the wafer surface by increasing the value ofCOUId be computed. Flnally, the th.ermal nonuniformities on
by one for each time step. Thereafter, the incident heat fluxtgse wafer surface during both transient and steady states were
can be obtained iteratively along the temporal axis. Thus, thné/estigated. .
. L The inverse wafer-center-temperature trajectory results for
present procedures can estimate the dynamic incident heat—fIHx . . .
. o . ; three linear ramp-up rates with various measurement ewors,
profiles on the silicon wafer surface required to achieve therma

. N ; .= 0.0 (means “exact”)y = 0.001 andr = 0.005, are shown in
uniformity in linearly ramped temperature-transient rapid. ) ; . .
. ig. 3. The transient times required to reach the higher steady-
thermal processing.

state 1097 C (1370 K) from the initial uniform 27C (300 K)

were approximately 10.7, 5.35, and 3.57 s for the 1Q0s,

200°C/s, and 300C/s ramped-up rates, respectively. The accu-
The numerical solution techniques described above wesy of the proposed method is assessed by comparing the esti-

used to compute the temperature distributions and the surfacated results with the desired temperature trajectories. The re-

IV. RESULTS AND DISCUSSION

[ )M M o A0 i+ {S a1} + [l IMPEESTL S, k=1

J max max J max J max

Wt = . Y . : . (32)
’ [ IMIEr =M =2 M I 0o+ (ST

J max J max J max J max J max

oM M) ML ST Y + -

Jj max Jj max Jj max Jj max

Hup )M M HST ™ + wplIMT ST ) b= =1

J max J max Jmax J max J max

\
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Fig. 3. Desired uniform temperature trajectories for *@Js, 200°C/s, and
300 °C/s linear ramp-up rates, and inverse results for measurement errors
o =0.0,0 = 0.001, ande = 0.005.

sults of all test cases have excellent approximations when me“'\
surement errors are free € 0.0). As for the inverse results with ¥
measurement errors =0.001 ands = 0.005, it appears that
large errors make the estimated results vary from the desire §
temperature trajectories. For example, the inverse results wi
measurement erroks = 0.005 for linear 300 C/s ramped-up
rates have the maximum deviation from the desired temperatu
trajectories. The estimation of the inverse analysis is excellel
for measurement errots= 0.0. It is noted that the accuracy of
the inverse analysis is also good for simulated experimental da
containing measurement errorscof 0.001 and> = 0.005. In-
creasings from 0.001 to 0.005, the accuracy of the estimatec.
results decreases.

Fig. 4(a)—(c) shows the three-dimensional (3—D) graph 6fo- 4. In\{erse incident-heat-flux profiles results for a measurement error of

- o . o = 0.0 atlinear ramp-up rates of (a) 10C/s, (b) 200°C/s, and (c) 306 C/s.

the inverse incident-heat-flux profile results on the wafer
surface at a measurement ersor 0.0 for uniform temperature
tracking of the 100 C/s, 200°C/s, and 300 C/s ramp-up rates, of (13), is constant during processing because of the constant
respectively. The axis “Radial Position” shows the distandemperature ramp-up rate. However, on the right-hand side,
from the center of the wafer surface in centimeters. The attee sum of the radial and axial temperature gradient terms,
“Time” represents the time during this temperature transitiod?¢/0R? + 1/R(96/9R) + 9?/9Z2, must be equal to the
The vertical axis represents the calculated incident-heat-flmagnitude ofd8/9+. Moreover, according to (16) and (18),
profile yielded by the inverse method. The incident heat-fluthe temperature-dependent emissivifyd) is 0.3 at the initial
energy was absorbed by top and bottom surfaces of the wafewer temperature, and 0.68 from 800 K to 1700 K (see Fig. 2
and the heat losses also occurred at all wafer surfaces. Ramping14]). However, the temperature-dependent thermal con-
of wafer temperature took place when there was an excekgtivity K(6) decreases with increasing wafer temperature.
of absorbed energy over heat-loss energy. During the initihus, the ternz(#)/K (6) on the right-hand side of the energy
transient phase, the wafer temperature increased with #guation at the higher wafer temperature is greater than that
increasing energy absorption, and heat losses also increaseat dke initial lower wafer temperatures. To balance the energy
the wafer temperature increased. The initial absorbed energguation during constant temperature ramp-up processing, the
required for wafer uniform-temperature tracking, was largeet of incident heat flux and heat loss€§R, 7) + A(1—6*) in
than that during other periods for this temperature transigii), is larger in the initial transient phase because of the lower
because, as shown in the energy balance (13), and boundd#y) /K (#). This resulted in larger incident heat fluxes being
conditions (16) and (18), the ter&®/d+ on the left-hand side needed for thermal uniformities in the initial phase. When

Incident Heat Flu
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J

the wafer temperature reached about 800 K, the necessen
incident heat fluxes dropped due to the largéf)/K(6).
During higher temperature periods, the heat losses occurrir

( Wem
—_—
=0
g

at all surfaces became much greater and greater incident he x \‘l.. R

fluxes were needed to counteract the heat losses. Thus, t& S SR ~‘§$§s‘°“

necessary incident heat fluxes increased with the increasir § ;@Qﬁ:l&%%%&o:’w

wafer temperature until the wafer reached the higher steac S ‘g§g§§§§§§§§§§§§§§§§§f?”

state (the temperature ramp-up rate became zero) and t§ §§§§§E§§§:§§§§§§§§:§" =
. RS \\\:.{;4 >

necessary incident heat fluxes also became steady because %
absorbed energy balanced the heat losses. These three differ™
ramp-up rates were all the same at the value of 20 W/cm
in this temperature transient during steady-state processin <o
(after 10.7, 5.35, and 3.57 s for 16@/s, 200°C/s, and 300
°Cl/s, respectively). Due to the additional heat losses at tt

T

N
: b
wafer edges, more heat compensation was needed at the WE\E (b) )
. . . . o,
perimeters during processing. Since the wafer edges Wey g ;:g@s;g\gg., <5
. . .y . X QORI R K
slightly cooler than the center during the initial transient phaseg \‘s,it‘i‘:‘g‘::‘;i‘:‘g‘::‘g\&?;?”
SR >

R SRR,

SRR ORISR,
DO \, RIS
o

R
proceeded, the temperature-dependent thermal conductiv?~ ) =
K(#) decreased with the increasing wafer temperature ar § ' S os“‘\:ﬁg‘%\\\ S
the temperature-dependent emissivity mentioned above; ed R R
heat losses increased as wafer temperature increased from
boundary condition described in (16). Edge-heating compens
tions were increasingly modulated to meet the requirement
uniform temperature tracking. Thus, the additional amounts of o _ '
energy directed to the edges to offset edge heat losses becrﬁ'lﬂ_ﬁc-)r #}rg’:srjfér’;‘ggfgrgf:gg“égoof'.'g&rfn‘gt?b")"éa:'”gfgg?’s ramp-up
apparent. Finally, as the wafer reached the steady state, fhe
edge heating compensation approached the constant heat-flux
scaling factor of 1.26 (25.2 W/chh for a uniform temperature differences develop at the edges. Initially, the temperature dif-
of 1097 °C (1370 K) for these three linear ramp-up ratederence (thermal nonuniformity) is not significant, however, as
These figures show that dynamic individual control of inciderthe ramp-up proceeds, the thermal nonuniformity developed at
heat fluxes is needed for tracking desired uniform-temperatuhe edge increases with increasing edge-heating compensation,
trajectories during RTP. Fig. 5(a) and (b) shows the inverse shown in Fig. 4. When the wafer reaches the higher steady
incident-heat-flux profiles resulting from tracking the desiredtate, the incident-heat-flux profile changes from the transient
uniform-temperature trajectory of the 30C/s ramp-up rate stage to the steady stage, the thermal nonuniformity drops
with measurement errors of = 0.001 andr = 0.005, respec- gradually and approaches the steady-state. Thus, edge-heating
tively. These results are almost the same as those showrc@mpensation has an overheating effect on thermal uniformity
Fig. 4(c). However, the incident heat flux profiles had to bduring processing.
dynamically modulated according to the measurement-errorGenerally, the temperature over the wafer must be maintained
effects to maintain thermal uniformity during both transienwithin 2 °C of the wafer center during rapid thermal processing
and steady state phases. [6]. Fig. 6(a)—(c) shows that the thermal nonuniformity was
Ideally, if it were not for the wafer edges, thermal uniformitynot significant in the present inverse incident-heat-flux profiles,
could be achieved by applying uniform heat-flux profiles oéven though during transient periods, resulting maximum tem-
varying strengths to the top and bottom surfaces of a wafeerature differences were 0.83F, 1.174°C, and 1.516°C
to achieve uniform temperature-trajectory tracking. Howevdnr the 100°C/s, 200°C/s, and 300°C/s ramp-up rates, re-
thermal distortions develop near the wafer edges during pspectively. It was found that thermal nonuniformities occurring
cessing. Many rapid thermal processes [9] direct additionddiring ramp-up increased with the ramp-up rate, but remained
amounts of energy toward the edges to counteract these thermighin 1.6 °C during processing. Fig. 7(a) and (b) shows the
nonuniformities occurring at the wafer edges, thus achievimgspective inverse incident-heat-flux results on thermal nonuni-
results similar to our inverse incident-heat-flux results showinrmity for the 300°C/s ramp-up rate when measurement errors
in Fig. 4. Inverse dynamic incident-heat-flux profile resultsf s =0.001 andr = 0.005 were introduced. The resulting max-
for wafer surface thermal nonuniformities at three lineamum temperature differences were 1.5Z3and 1.493C for
ramp-up rates with a measurement errog 6f0.0 are shown in measurement errors= 0.001 and» = 0.005, respectively. The
Fig. 6(a)—(c), respectively. The vertical axes represent therntlaérmal nonuniformity decreased as the measurement @rror
nonuniformities graphed according to temperature differencess increased from 0.001 to 0.005. The maximum temperature
between points on the wafer surface and the wafer surfatiference was less than 1°& even though the measurement
center. These figures show that when incident heat-flux profilesror did reach 3.864C (in the case of = 0.005). The thermal
are controlled as in our inverse-method approach, temperatoomuniformity could be acceptable during RTP.

So
edge-heating compensation was not significant. As ramp—t‘g«j a4
%

d

“

Tnc,




IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 14, NO. 2, MAY 2001

150

(D, ) dousrpgIq simeroduray

(D, ) dsusrapnq oimeradway

OGN
AR (X KX
R
OREER
RO

R
R

(2, ) dduorpiq drmperadarsy

(D, ) ssusryiq srmerodmway

1.6
1.5 —
4 —

1.0 -

1

ptt

o
_h<_ WNWIXeA

®
o

0.7

©
Lﬂla-)
0 O
£ e
S R
2z *© i
x . -

% R
31 - 8
59 O -
Wrml .
=) S (203 B
£5 " o
mm O ~ &

>
M% 2 89 O B
X g © & & 9§ -
= = s & o B
=9 m_v T .’A_Av o
oo b b b b — 0
o O -
[0} =
wmu
L H 0+ o |
5 2 =
=0 T T T T LI T |I1
)

™

@

(]

£

o = 0.005.

Fig. 7.

(D, ) om0 2Injerodursy

-heat-flux thermal nonuniformity profile results for ¢

dent:

measurement error of = 0
°Cls, and (c) 300 Cl/s.

inci

Inverse

Fig. 6.

(a) 16@/s, (b) 200

-up rates of

inear ramp

0atl

temperature di

the absolute value of temperature differenc

ing maximum

Fig. 8 illustrates the result

ferences |AT)]

between the edge and the center of the wafer surface) duri

transients as a function of the desired linear ramp-up rat

for measurement errors af

°Clsec)

Linear Ramp-up Rate (

003, and 0.005,

0.0, 0.001, O.

respectively. Our present results show that the maximum

temperature difference for measurement errors of

i SEd. 8. Resulting maximum

ing ramp-up increa

dur
ing measuremen

temperature differences occurring

o = 0.0,0 = 0.001,6 = 0.003 ando = 0.005 as a function of the linear

amp-up rate.
|rtS p-up

t esrémom

0.001 to 0.005, the thermal nonuniformity of the inverse resu

with the ramp-up rate. Increas

-up rate of 30 was used

Inear ramp

decreases. Although al

profiles were dynamically controlled according to the in-

and measurement errors did reach 3.864(in the case of

Id

Imities cou

0.005), the surface temperature was maintained withirf €.6 verse-method approach. These thermal nonunifor

RTP systems.

In

dent-heat-flie acceptable

inci

of the center of the wafer surface when the



LIN AND CHU: THERMAL UNIFORMITY OF 12-IN SILICON WAFER

V. CONCLUSION [9]

This paper presents a systematic method for estimating
incident heat flux on a 300-mm-diameter 0.775-mm-thick[10]
silicon wafer to achieve uniform temperature tracking at[ll]
several linear ramp-up rates during rapid thermal processing
using the inverse heat-transfer method. Temperature-dependéial
thermal properties of the silicon wafer were considered ir‘[13]
this study. Using a 2-D thermal model, temperature solutions
for the inverse-method matrices can be constructed by apl4l
plying the finite-difference scheme to calculate the desired
incident-heat-flux profiles required for uniform temperature|is)
tracking. In the present study, the wafer was ramped-up from
an initially uniform 27°C temperature to a steady state of [16]
1097 °C via simulation at several linear ramp-up rates. The
resulting maximum temperature differences as a function of the
desired linear ramp-up rates using several measurement errdtd
were investigated. The maximum temperature differences in
our present study were 0.83%, 1.174°C, and 1.516°C,  [18]
respectively, for the 100C/s, 200°C/s, and 300 C/s ramp-up [19]
rates when the incident heat fluxes on the wafer could be
dynamically controlled according to the inverse-method ap-
proach. Thermal nonuniformities occurring during ramp-up
increased with the ramp-up rate. Although a linear SQs
ramp-up rate was used and the dimensional measurement error
reached 3.864C (o = 0.005), the resulting maximum tem-
perature differences were not significant and remained unc
1.6 °C when the incident-heat-flux profiles were dynamicall
controlled according to the inverse-method approach. The
thermal nonuniforimities could be acceptable in RTP system:
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