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Thermal Uniformity of 12-in Silicon Wafer During
Rapid Thermal Processing by Inverse Heat Transfer
Method

Senpuu Lin and Hsin-Sen Chu

Abstract—Through an inverse heat transfer method, this required to maintain the wafer at approximately uniform
paper presents a finite difference formulation for determination  temperature via applying power-law (first, second, and seventh
of incident heat fluxes to achieve thermal uniformity in a 12-in degree) irradiant profiles. Norman [7] presented a technique

silicon wafer during rapid thermal processing. A one-dimensional b d i ina f inimizati f t
thermal model and temperature-dependent thermal properties of ased on linear programming for minimization ot worst case

a silicon wafer are adopted in this study. Our results show that the €rror during temperature trajectory following. Zdlinet al.
thermal nonuniformity can be reduced considerably if the incident  [8] compensated for radial temperature decreases using an
heat fluxes on the wafer are dynamically controlled according to adjustable lamp arrangement with optimized power settings
the inverse-method results. An effect of successive temperature -5 |cylated from wafer heat losses. Riley and Gyurcsik [9]

measurement errors on thermal uniformity is discussed. The det ined th t of lateral heati ded t t t
resulting maximum temperature differences are only 0.618, 0.776, etermine € amount ot lateral heating needed to counterac

0.981, and 0.326.C for 4-, 6-, 8- and 12-in wafers, respectively. The €dge cooling during RTP. Clet al.[10] optimized the incident
required edge heating compensation ratio for thermal uniformity heat flux profile over a wafer by determining the heat loss

in 4-, 6-, 8- and 12-in silicon wafers is also evaluated. profiles using Lord’s thermal model [3], which simulates
Index Terms—4.2-in silicon wafer, inverse heat-transfer method, radial temperature gradients by assuming uniform temperature
rapid thermal processing, thermal uniformity. through the wafer thickness. Following the work of Riley and

Gyurcsik [9], Perkinset al. [2] used their special wafer-edge
node analysis to show that idealized intensity profiles can
maintain thermal uniformity at steady-state temperatures, and
S DEVICE dimension shrinks to the submicrometethat dynamic continuously changing profiles are required to
range, reduction of thermal budget during microelegnaintain temperature uniformity during thermal transients.
tronic processing is becoming a crucial issue. Single-waferThe works mentioned above describe quantifying incident
rapid thermal processing (RTP) has become an alternativeat flux over a wafer to achieve the necessary thermal unifor-
to the conventional furnace-based batch processing in manity requirement during RTP. However, the question is whether
processes [1], [2]. To obtain uniform processing across thgere is a more efficient way than a purely trial-and-error
wafer and to prevent the creation of slip defects due to thermglproach to determine the incident heat flux over a wafer to
stresses, the temperature must be nearly uniform on the wadasure thermal uniformity. The inverse heat transfer problems
throughout the process cycle [3]. (IHTPs) deal with the determination of the crucial parameters
It is known that the incident heat flux profiles (the distribuin analysis such as the internal energy sources, surface heat
tion of energy) from a RTP system must be nonuniform ovéiuxes, thermal properties, etc., and have been widely applied
a wafer to obtain uniform temperature at all times, the reasgm many design and manufacturing problems [11]-[14]. The
being heat loss by the edge of the wafer. Hill and Jones [4] ifhverse source problem is practical in thermal uniformity of
vestigated thermal uniformity with a uniform intensity field andQRTP systems in which the heat source strength required to
one in which the intensity was linearly enhanced to a maximugaghieve temperature uniformity is undetermined. The one-di-
of 8% vertically over the last 15 mm of a 6-in wafer. Kakoschkgensional inverse problem with two unknown sources has been
et al. [5] evaluated enhanced illumination intensities at wafénvestigated, and satisfactory results are reported [15].
peripheries vertically and laterally for a compensation of edgeln this paper, a finite-difference solution to a one-dimen-
heat losses during processing. Gyurasilal. [6] introduced a sional (radius, assuming uniform temperature through the
two-step procedure for solving an inverse optimal-lamp-cowafer thickness) thermal model in which both surfaces of a
tour problem to achieve temperature uniformity in steady state2-in silicon wafer are heated is studied for application to
Sorrelet al. [1] determined the increase in perimeter radiatioRTP systems. The wafer is subjected to a steady uniformly
distributed heat flux [2], [5] (uniform heat flux, i.e., intensity

. . . _ _mode during processing). The temperature-dependent thermal
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Il. THERMAL MODEL

Consider a thin axially symmetrical circular silicon wafer, aEig' 2. Temperature-dependent thermal properties of a silicon wafer.
shown in Fig. 1. Lef andé be the radius and thickness, respec- . 1,1
tively. T; is the initial temperature of the wafer, and the temper- oT) =0.641 42473 x 10°°T (Jg "K7) >300K
ature of the surrounding mediumg. Symmetric heating on (2b)
both sides of the wafer is assumed. The total incident heat quxe@

on the top and the bottom surfaces of the wafer are represen :Ise the V‘gafg.r dentf:ty '.f. assum;ed .to be c%nsta(;]i agd Equal 0
bY Giop aNd grottom, respectively. The heat losses occur at aft’ g-cn=. SInce the silicon water IS considered to be homo-

wafer surfaces. Assume that the temperature is uniform thrm%ﬁfeou_s_ in ?he present st_udy,_ t_he dependendg L on spa-
the wafer thickness. Thus a one-dimensional thermal modef'@ Pos!tion is introduced implicitly only by the spatial depen-
adopted dence of the temperature. Becak$#) is weakly dependent on

The governing equation for an axially symmetric cyIindricalierm)eraIture (seg Fig. 2), spatial temperature variations across
coordinate system with its origin at the wafer center is wafers at a cer.tam t|r.ne. are gxpected to be Sm"?‘”. enoggnq :
K) so that spatial variations in thermal conductivity may be ig-

ar 1 9 ar . i [
pe(m) 2 =2 9 e L nored [5]. Equation (1) is thus reduced to
at  r or ar 2
1 (T)aT k(T 8T+18T
C — =K —_— - —
+ E[Gtop + Gbottom]7 0<r<l (1) p ot or? r or
1
with + E[Gtop + Gbottom]7 0<r <l (3)
Grop = Cropiop(Ts 1) — €topas (T — Ti) The initial and boundary conditions for the system mentioned
Gbottom = abottomqbottom(Ty t) — €bottomTs (T4 - T;,L) above are
whereo, = 5.672 x 10~'2 Wem~2K~* is Stefan—Boltzmann T(T(’?tT) =L att =0 )
constant; wafer temperatuféis a function of radiug and time =0 atr =0 (5)
t; andpu k(T); C(T), atopu 6topr hottoms Ebottom iS Wa-fer den' g%
sity, thermal conductivity, specific heat capacity, absorptivity of —k(T) == = €eagevs(T* = T) atr =1 (6)
the top side, emissivity of the top side, absorptivity of the bottom or
side, and emissivity of the bottom side, respectively. wheree. g iS the emissivity for radiant heat loss emitted from

Note that the absorptivity and emissivity may depend dhe wafer edge. We may assume without loss of generality that
wafer temperature, position, and radiating spectral wavelengjie incident heat flux on both sides during processing is equal,
[16], [17]. And, because of the large temperature variationg., ¢iop(”, t) = Ghottom (7, t) = ¢(r, t), and that the absorp-
during processing, the temperature dependence of walfigity in all wafer surfaces is the same as the emissivity of these
thermal conductivity as well as specific heat capacity must Iserfaces. For simplicity, the emissivity in all surfaces is assumed
considered as follows [18]: to be the same and only temperature dependence as [19]

k(T) =802.99 T_1'12 (W Cm_lK_l) 300 — 1683K Utop = €top = €bottom — (bottom = Eedge = E(T)
(2a) =0.2662 + 1.85917~0-1996,—((1.0359x107%)/T%52%) 7y
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Thus, (3) and (6) may be rewritten, respectively, as 1200
or o°T 10T\ 2 9 |
T)— =k(T) | == + - — | + =e(T S i
(D) g =k (G +3 50 ) + 3 2 1000
la(r, ) —ou(TH =T, 0<r<l (8 c T
£ 800
and g ]
or
DL ot -TH  atr=1. (9 5 0
ar t ]
The numerical solution techniques used here are from the § 400 —
finite-difference method. A central-difference representation § Desired Temperature
of the space derivative and an implicit backward-differ- —O~= Inverse Result with G = 0.0
ence representation of the time derivative are adopted. = 200 —2£X- Inverse Result with ¢ = 0.001
We can approximate the governing equation and the ini- = -—-  Inverse Result with ¢ = 0.005
tial condition, as well as the boundary conditions, using 0 LI e e e e e e
T(r, t) = 0((i — 1)AR, nA7) = 67 with p equidistant grid ] 5 10 15 20
and the temporal coordinate increméxt. After the nonlinear
radiant fourth-power terms in (8) and (9) have been simulated Time (sec)

using a linear scheme and the successive over-relaxation
(SOR)-by-lines method has been adopted, the unknowns in the
subgroups to be modified simultaneously are set up such that 250
the matrix of coefficients will be tridiagonal in form permitting
use of the Thomas algorithm as follows:

—@— Desired Temperature

"<'>‘ Inverse Result with ¢ = 0.0
Inverse Result with ¢ = 0.001]

AN
b?9?_1 + d%? + G?Q?.H = C?- (10) 7 ++ Inverse Result with ¢ = 0.005)

The superscript is denoted as the index of the temporal grid,
and the subscript is denoted as the index of the spatial grid.
Given the incident heat flux, we can obtain the wafer temper-
ature distributions.

100

Il. | NVERSEHEAT TRANSFERMETHOD

The inverse heat transfer problem in application to RTP is
given a wafer temperature-distribution history to determine the
incident heat flux profiles on the wafer required for achieving
thermal uniformity during processing. The given wafer temper-
ature-distribution history is just our desired temperature trajec-
tory required for thermal uniformity. Without loss of generality,
we may assume that the desired temperature trajectory is the
temperature history of the wafer center as calculated from the (b)
thermal model given above using constant incident heat flux
(uniform heat flux), i.e., intensity mode during processing [2],
[5].

The finite-difference method in the thermal model above at
7 = 7™ = mAr is used to construct the following matrix
equation [14], [15]:

787 = (67 ST V™) (D)

Then the temperature distributiqg@™} can be derived as fol-
lows:

{7} = (P77 HLO™ (S + [T Ve
= (MU T+ (ST N (@2)

where[M™] = [F™]~* and[N"] = [F™] L[], ©
The VeCtOf{emil} containsp + 1 values of the initial dis- Fig. 3. (a) Desired temperature trajectory and inverse results for measurement
I . . . ._errorso = 0.0, 0 = 0.001, ande = 0.005. (b) Desired temperature ramp-up
tribution or the temperature distribution for the preceding UM&te and inverse results for measurement ervors: 0.0, ¢ = 0.001, and
step. The vectofy™} is composed by the unknown incidentr = 0.005. (c) Thermal distortions during uniform heat flux processing.
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heat fluxesy!" for j = 1,2, ..., p, p + 1. As well, j is the (@
grid number of the location of the estimated heat flux func- 28
tion ¢;. The vector{S™} includes any known variables of the Inverse Result with 5 = 0.001
problem, and the vectdii’™} contains the coefficients for the _ i —@— at Time=5sec
unknown variablesy’". A time-sequential procedure is used g 26 - O - at Time =10 sec L
to determine the unknown incident heat flux parameters. The é i — A= at Time = 15 sec
time domain is divided into analysis intervals, each of length z —F- at Time =20 sec
=l < ¢ < =L wherer is the number of future time B 24
steps [11]. The parameteyd™ are determined simultaneously E ]
for each analysis intervals. s

For the next time step: + 1, we arrive at = 227

g =t = e
{07y = M0} + {S™ ) + [N (e :Jyy DN |
:[Mm+l][Mm]{{9mfl}+{Snz}} ,5 SO -0 el Gl o R

[N + [T

18
7’77/+1 7’77/+1 T L) L] ] I H 1 ] T I ¥ L) L) L)
In the same way, the temperature distribution at successive Radial Position (cm)
future times; = 7™+7~1, can be represented as follows: ®)
{9771-1-7‘—1} — [Mm-l-r—l]{{em-i-?‘—Q} + {Sm-l—r—l}} 32 m
+ [Nm+r—1]{<pm+r_1} Inverse Result with o = 0.005 A
. . —_ T —@— at Time =5 sec
— [Mm,-H 1][Mm,+1 2] . [Mm,—l—l][Mm,] e
1 o1 tr_2 =] - <> - at Time = 10 sec
) {{ern } + {Snl}} + [Mrn ! ][Mrn ! ] § 287 —sAc-=  at Time = 15 sec
e [MnH_l] [an]{(pnl} - i --B- at Time = 20 sec
»
+ M M M TS Y R = B
24 -
+ [Mm,—l—r—l][Mm,-l—r—Q] . [Mm,—l—Q][Nm,-i—l] .§
. {<pm+1} 4ot [Mm+r71]{5m+rfl} E 4
+ [Nm+r_1]{(pm+r_l}. (14) E 20 _.r —& L L L 2 4?
E !
To stabilize the estimated results in the inverse algorithms, = ) GRS G i S
a temporary assumption that the incident heat flux is constant
overr future time steps is used L e L e e e e e
m—+1 m—+2 m—+r—1 0 5 10 15
Vi TR m Y RS Radial Position (cm)
forj=1,2,...,p, p+1. (15)

©
m—+k . H R
Then, the temperatures; at each L'Spa_t'al_ grid Fig. 5. Incident heat flux calculated by inverse methods at several times for
¢ = 1,2,...,p, p + 1) for each analysis interval measurementerrors (&)= 0.0, (b) o = 0.001, and (c)o = 0.005.
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k =012, ..., — 1 can be derived. Whem = 7™,
the estimated parameter vectdts' }, {¢?}, ..., and{¢™ 1}
have been evaluated, and the task now is to determine the |
known incident heat flux vectofe™}. Thus, we can construct
the following matrix equation: 4200

{9} rx1 = L@ o) x o+ Y 1) x1- (16)

After the known temperature distributions are substituted int
vectord, the components of vectar can be found using the

S
MO
XX

Temperatare (CCY)
LY
>

linear least squares error method [20]. The result is 200 hat
e e
U= (oTd) toTy. (17) - = = =
@”& s> '&@\"@
This equation provides a sequential algorithm that can & q"’o%r ~ = <
e, P

used to estimate the unknown incident heat fluxes by increasi _
the value ofm by one for each time step. Thereafter, the inci- ()
dent heat fluxes can be obtained iteratively along the tempo-~' .
coordinate. The incident heat flux profiles on the silicon wafe 7} 039

required to maintain thermal uniformity during RTP can be de 2
termined from the desired temperature trajectories.

IV. RESULTS AND DISCUSSION

The numerical solution techniques described above were us
in a typical 12-in (775zm thickness) silicon wafer. A simula-
tion from initial temperaturely = 27 °C (300 K) transition
over 20 s to a steady state of 1097 (1370 K) is demonstrated
at the surrounding temperatufgé = 27 °C (300K) under the
uniform incident heat flux(r, t) = 20 W/cn?. The assump-
tions of intensity mode and no reabsorption by the wafer itse
were made during processing [2], [5]. The wafer center tempe.
ature and ramp-up rate were calculated by the finite-difference (b)
scheme during this temperature transition, as shown in Fig. 3&). 6. Inverse results of (a) temperature distributions and (b) thermal
and (b), respectively, denoted by desired temperature, whigigfortions for measurement errars= 0.0.
was taken as the desired uniform temperature for the inverse
calculation. Since there are no losses, also no intensity is gare transition were similar to the results reported by other
quired for compensation initially, and therefore all the absorbegthors [1]-[3]. Initially, the temperature difference developed
energy is used to increase the wafer temperature. But, in thisar the wafer perimeter is small. Gradually, it becomes signif-
study, since the temperature-dependent absorptivity and engsmt firstly at the wafer edge and increases with the time. Fi-
sivity are 0.3 at the initial lower temperature, and 0.68 fromally, when the wafer temperature approaches steady state, the
800 K'to 1700 K (see Fig. 2), there is a sharp increase at the tegfeatest temperature difference ofZ5occurs during this tem-
perature range 600 K—800 K, which is approximately 400 perature transient.

The wafer is more efficient in energy absorption above this tem-|n generaL the temperature at the wafer center spot was mon-
perature. Thus, the wafer temperature rises more rapidly at thésed during the rapid thermal processing. The calculated tem-
jump. As the wafer temperature increases with the increasipgrature trajectory of the wafer center as shown in Fig. 3(a)
energy absorption, heat losses also increased as the wafer i@ adopted as our desired (or measured) uniform tempera-
perature increased and part of the absorbed energy is consufesltracking required for thermal uniformity during processing.
for compensation. Accordingly, less absorbed energy is left fgince our desired (or measured) temperature trajectory was gen-
ramping. The ramp-up rate is decreased gradually. During t8ted from the “exact” calculated finite-difference solutions de-
steady state, all the absorbed energy is consumed for compgitibed in Section I, it is presumed to contain errors for succes-
sating heat losses and nothing is left for ramping [5]. sive temperature measurement if there is an active temperature

Fig. 3(c), a three-dimensional graph, shows temperature dibntrol. Random measurement errors may be added to the de-
ference during uniform heat-flux processing. The axis “Radiglred temperature trajectory in simulations, as described else-
Position” shows the distance from the wafer center in centim@here [15]
ters. The axis “Time” represents the time during this temper-
ature transition. The vertical axis represents thermal nonuni- Y =0} +wo (18)
formity graphed according to the temperature differences be-
tween points on the wafer and the wafer’s center. The signifhere the subscript “1” is the grid number of the spatial-co-
icant thermal gradients in the wafer undergoing this tempesrdinate at the wafer center and the supersarigienotes the

TNemperatare Difference
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Fig. 7. Desired thermal uniformity and inverse results at several times for measurement erross (&), (b) 0 = 0.001, and (c)o = 0.005.

grid number of the temporal-coordinatg: is the “exact” cal- incident heat flux profiles for thermal uniformity were deter-
culated temperatur&;” is the “measured” temperaturejs the mined, the radial temperature distribution across the wafer was
standard deviation of measurement errors, arid a random computed again using the finite-difference method described in
number. The value af is calculated using the IMSL subroutineSection Il to make a comparison between the desired tempera-
DRNNOR and chosen over the rang@.576 < w < 2.576, ture distribution and the inverse-method results. The tempera-
which represents the 99% confidence bound for the measurge trajectory and ramp-up rate calculated by inverse methods
ment temperature. For the casesef 0.001 andes = 0.005,in  at the wafer center for measurement errers= 0.0 (means

this study, the respective measured temperatfr¢€).7728 °C  “exact”), o = 0.001, ando = 0.005 are also shown in Fig. 3(a)
andf? + 3.864 °C are simulated. and (b). From this figure, we can see that estimation errors re-

We set sulting from the measured errors are reasonable. The greater the
measurement errors, the less accurate the estimated results. In
the case ot = 0.0, there is a good accuracy of estimated re-
sults through such an inverse heat transfer method.

Fig. 4 shows the three-dimensional graph of the incident
as the requirement of thermal uniformity during rapid thermdleat-flux profiles calculated by inverse methods for mea-
processing, for our known temperature distributéfnused in surement errors = 0.0 during processing. It is found that
the inverse heat-transfer method described in Section Il to evildle heat compensation for thermal uniformity is only needed
uate the incident heat flux? profiles on the wafer. After the near the wafer edge. The result is similar to those reported

Y'2n = an == Y})n = pn_’|_1 = len (19)
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Fig. 8. Desired and inverse temperature-difference results between Wafereﬁ%e 9. Maximum temperature difference calculated by inverse method in the
and wafer center for measurement eriors: 0.0, = 0.001,ando = 0.005. 4.’ 8- and 12-in silicon wafers for measurement erozs 0.0, ¢ = 0.001

o = 0.003, ando = 0.005.

by Perkinset al. [2]. During processing, the edge heating
compensation increases with the increasing wafer temperatQrg32 °C. Fig. 7(a)-(c) shows the temperature differences
due to the increasing heat losses emitted from the wafegtween points on the wafer and the wafer’s center at several
edge by fourth-power relationships with the temperature atiches for measurement errors of = 0.0, ¢ = 0.001, and
temperature-dependent emissivity of the wafer. As the steadly= 0.005, respectively. For = 0.0, in Fig. 7(a), it also can
state is reached, the edge heating compensation is also tdobeseen that the temperature difference is first developed at
constant. Fig. 5(a)—(c) shows the incident heat-flux profilabe wafer edge, and the evidence of the wafer’s returning the
calculated by inverse methods at several times for measurenteermal uniformity is also shown at the time of 20 s (near
errors ofc = 0.0, 0 = 0.001, ando = 0.005, respectively. steady state). In Fig. 7(b) and (c), the thermal nonuniformity
The only edge heating compensation fore= 0.0 is also seen is developed at all surfaces, not from the edge. However,
in Fig. 5(a). Since the measurement errors affect the given tetihe maximum temperature difference occurs at the wafer
perature trajectory during processing, in the case ef 0.001 edge. Fig. 8 shows the temperature differences between
[Fig. 5(b)] ande = 0.005 [Fig. 5(c)], the incident heat flux wafer edge and wafer center for several measurement errors
profiles must be dynamically modulated with the measuremeshiiring the processing. From these figures, we can find
errors to maintain thermal uniformity in RTP systems. If it weréhat the thermal nonuniformity increases with increasing
not for the cooler edge of a wafer, thermal uniformity wouldneasurement errors but remained under 93 when the
be achieved by applying uniform heat flux profiles to the tomcident heat fluxes on the wafer were dynamically varied
or bottom surfaces of a wafer. However, because of the edgegording to the results calculated by inverse methods,
the additional amounts of energy are directed to the edge fthough the dimensional measured error did reach 37864
thermal uniformity, as shown in Figs. 4 and 5. (in the case ofr = 0.005). The dynamic incident heat flux
Fig. 6(a) shows a three-dimensional graph of the wafessults yielded by the present inverse method show that
temperature distributions calculated by inverse methotteermal uniformity could be achieved efficiently during rapid
for measurement errors = 0.0 during processing. The thermal processing.
thermal nonuniformity of temperature difference from wafer The dynamic incident heat flux calculated by inverse methods
center calculated by inverse methods for measurement erronsthermal uniformity are also studied in 4-in (6p@3 thick-
o = 0.0 is demonstrated on Fig. 6(b). Initially, the thermahess), 6-in (675:m thickness), and 8-in (72bm thickness)
distortion developed at the wafer edge is small. As thslicon wafers. Fig. 9 shows the absolute value of maximum
wafer temperature increases, the thermal nonuniformity neéamperature difference from wafer center for these wafers in
the edge is increased with time. But the thermal nonurthe temperature transients for measurement erross6f0.0,
formity can be decreased by the modulation of incidemt = 0.001, 0 = 0.003, ando = 0.005, respectively. The
heat fluxes, and the wafer returns to thermal uniformity abost maximum temperature differences for measurement er-
the higher steady-state temperature of 10€7 Comparing rors of s = 0.005 are 0.618, 0.776, 0.981, and 0.326 for
with the uniform heat flux case in Fig. 3(c), we see thdhe 4-, 6-, 8-, and 12-in silicon wafers, respectively. The max-
the maximum thermal distortion is reduced from 26 to imum temperature difference of 0.98C occurs in the case of
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Fig. 10. Dynamic edge heating compensation scaling factors calculated b;l ]
inverse method for 4-, 6-, 8-, and 12-inch silicon wafers.

[3]
the 8-in wafer. The 12-in wafer has the lowest maximum tem-
perature difference. In the transient periods with measuremeniy,
errors, the maximum temperature differences from wafer center
remain under EC.

Furthermore, as mentioned above, in the exact measuremer[E]
errors ofo 0.0, only edge heat compensation is needed
to maintain thermal uniformity during processing. Following (6]
the works of Perkingt al. [2], we define the edge heat flux-
scaling factor as the ratio of required edge compensation to unif7]
form heat applied at central region. Fig. 10 shows the edge heat
flux-scaling factor from the present results calculated by inverseg;
methods for 4-, 6-, 8-, and 12-in wafers, respectively. Because
edge heat radiant emission increased with the increasing wafz[rgl
temperature, in the initial transient, the scaling factor increase
with time. But when the energy of the incident heat fluxes finally
balanced with the total energy emitted from the wafer, the wafett0!
reached a constant temperature, referred to as the steady state,
the scaling factor is independent of time. Since wafer thicknesg1]
has increased much less than wafer diameter, the amount of rﬁ\-]
diant edge emission has not increased much, so the requir (f
edge heating ratio has decreased. If the edge heat flux can bg]
controlled as shown in Fig. 10, thermal nonuniformity during 14]
processing can be reduced considerably. The maximum ten[1-
perature differences in our study were 0.184, 0.385, 0.655 ardi5]
0.132°C for 4, 6, 8, and 12 in, respectively, as shown in Fig. 9
for o = 0.0.

(16]

V. CONCLUSION [17]

Through an inverse heat-transfer method, this paper presents
a finite difference formulation for the detection of unknown in- g,
cident heat fluxes for achieving thermal uniformity in silicon
wafer during RTP. A simulated 12-in silicon wafer subjected to 1]
uniform heat flux of 20 W/crhfrom 27°C transition to a steady [20]
state of 1097 C was studied at the surrounding temperature 27
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°C. Our results show that the thermal nonuniformity can be re-
duced considerably if the incident heat fluxes on the wafer can
be dynamically controlled according to the results calculated by
inverse methods. Measurement error effects on the thermal uni-
formity were also discussed. The most maximum temperature
differences in our study were 0.618, 0.776, 0.981, and 0.326
°C for 4-, 6-, 8-, and 12-in wafers, respectively. The maximum
temperature difference occurred at the 8-in wafers. The 12-in
 wafer has the lowest maximum temperature difference. In the
transient periods with measurement errors, the maximum tem-
perature differences from wafer center were remained under 1
°C. Therequired edge heating compensation for thermal unifor-
mity in 4-, 6-, 8-, and 12-in silicon wafers was also calculated
using the inverse heat-transfer method. The maximum tempera-
ture differences in our study were only 0.184, 0.385, 0.655, and
0.132°C for the 4-, 6-, 8-, and 12-in wafers, respectively.
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