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Abstract

In this thesis, we introduce the ranging problems, algorithms, analyses and
implementation issues for IEEE 802.16e:tOFDMA PHY system.

Ranging is one of the significant processes. in.the mobile WiMAX standard. Initial and
periodic ranging are two important uplink:processes to ensure that the signals from all
active users arrive at the BS synchronously:so that the orthogonality among the subcarriers
in the uplink of OFDMA systems. is maintained. Periodic ranging allows the MS to adjust
transmission parameters so that the:MS can maintain uplink communication with the BS. In
this thesis, we discuss about the details of ‘periodic ranging and algorithms. In fact, there
still exist other types of ranging process such as: initial ranging, bandwidth request ranging
and handover ranging. However, periodic ranging is the only ranging process being
discussed in this thesis.

In the periodic ranging process, the BS is required to detect different received ranging
codes and estimate the timing, power and possibly frequency offset for each user that
transmits a periodic ranging code. The BS then broadcasts a ranging response message
(RNG-RSP) with needed adjustments and a status notification.

We employ a frequency domain method to accomplish the ranging code detection and
timing offset estimation. We find that the frequency offset which was within the range of
[-0.1,0.1] of subcarrier spacing did not cause an effect on the performance in evidence.
Thus, we ignore the estimation of frequency offset. We perform some simple analyses of
the ranging algorithm, simulate our ranging system in both AWGN and multipath Rayleigh
fading channel and see the performance.

In the end, we modified the program to fixed-point version, implement them on the
digital signal processor (DSP) platform and employ some optimization techniques to



accelerate functions of ranging as fast as we can. Finally, some clock cycles simulation
results were provided to show that the ranging task can achieve real-time requirements.
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Chapter 1

Introduction

The IEEE 802.16 Wireless Metropolitan Area Network (WirelessMAN) standard family pro-
vides specifications for an interface for fixed and mobile broadband wireless access systems.
Among them, the IEEE 802.16-2004 has been proposed to provide last-mile connectivity

to fixed locations by ratio links. Thererare four air.interface specifications in 802.16-2004:

WirelessMAN-SC, WirelessMAN-SCa, WirelessMAN-OFDM, and WirelessMAN-OFDMA.

Orthogonal frequency division multiple-aceess.(OFDMA) can be considered as OFDM
based frequency division multiple access.. It has been adopted as important physical layer
techmiques in many specifications recently because of its good spectral efficiency, robust-
ness in the multipath propagation environment, and capability to cope with inter-symbol

interference (ISI).

An amendment to 802.16-2004, IEEE 802.16e-2005, considers mobility. It provides en-
hancement specifications to the 802.16-2004 to support mobile stations (MS) moving at

vehicular speeds and thereby specify a combined fixed and mobile systems.

Our study is about the ranging techniques for the IEEE 802.16e OFDMA PHY. Ranging
is a important process for an MS to acquire or adjust transmission parameters to initialize or

maintain uplink communications with the base station (BS). The transmission parameters



include timing, power, and possibly frequency offset. In this thesis, we use the term MS and

subscriber station (SS) interchangeably.
The following shows the work that we have done.
e Study of ranging-related specifications in IEEE 802.16e.

e Development of the ranging algorithms for transmission and reception of ranging sig-

nals.
e Some simple analysis of the performance of ranging algorithms.
e Floating-point simulation in fixed and mobile channels.

e Implementation of the algorithms on Texas Instrument (TI)’s digital signal processor
(DSP) employing the Code Compasér-Studio (CCS). We also use some techniques to

accelerate the execution speed-of the programs.

This thesis is organized as follows.

e The ranging techniques in the ITEEE "'802.16e WirelessMAN OFDMA standard are

introduced in chapter 2.

Chapter 3 introduces the ranging algorithms, and provides some analysis and simula-

tion results.

The DSP platform is introduced in chapter 4.

Chapter 5 discusses the implementation of the ranging process on DSP platform.

The conclusion and some future work are given in chapter 6.



Chapter 2

Ranging-Related Specifications in
IEEE 802.16e OFDMA

The material in this chapter is largely taken from [1] and [2]. First, we give an overview of
IEEE 802.16e OFDMA standard and introduce some basic idea regarding OFDMA. Then,
we introduce the ranging technique in the specification. This is the main content of this
chapter. Other contents in the specification are not our concern and are ignored in this

introduction.

2.1 Introduction to IEEE '802.16e

The TEEE 802.16 standard specifies the air interface and MAC protocol for Wireless MAN.
Part of it has been dubbed WiMAX (Worldwide Interoperability for Microwave Access) by
an industry group called the WiMAX Forum. The mission of the Forum is to promote and

certify compatibility and interoperability of broadband wireless products.

The first 802.16 standard was approved in December 2001. It is a standard for point to
multi-point broadband wireless transmission in the 10-66 GHz band, with only a line-of-sight

(LOS) capability. It uses a single carrier (SC) physical layer (PHY) technique.

To overcome the disadvantage of the LOS requirement, the 802.16a standard was ap-



proved in 2003 to support non-line-of-sight (NLOS) links, operational in both licensed and
unlicensed frequency bands from 2 to 11 GHz. It was subsequently integrated with the
original 802.16 and 802.16¢ standards to create the 802.16-2004 standard (initially code-
named 802.16d). With such enhancements, the 802.16-2004 standard has been viewed as a
promising alternative for providing the last-mile connectivity by radio link. However, the

802.16-2004 specifications were devised primarily for fixed wireless users.

Mobility enhancements are considered in IEEE 802.16e-2005, which was published as
an amendment to IEEE 802.16-2004 in February 2006. It specifies four air interfaces:
WirelessMAN-SC PHY, WirelessMAN-SCa PHY, WirelessMAN-OFDM PHY, and WirelessM AN-
OFDMA PHY. This study is concerned with the OFDMA PHY uplink (UL) in a mobile

communication environment.

2.2 Introduction to OFDMA

The basic idea of OFDMA is OFDM based frequency: division multiple access (FDMA).
In OFDM, a channel is divided into‘garriers which are used by one user at any time. In
OFDMA, each user is provided with a fractionof available number of subcarriers, as shown

in Figure 2.1.

OFDMA can also be described as a combination of frequency domain and time domain
multiple access, where the resources are partitioned in the time-frequency space, and slots

are assigned along the OFDM symbol index as well as OFDM subcarrier index [3].

OFDMA has many advantages. For example, cyclic prefix (CP) can deal with the ISI
problem, simple equalization techniques (one-tap equalization) can be used, it provides ro-
bustness in the multipath propagation environment, and so on. Due to these many benefits,

OFDMA is popular recently and has been adopted as the main physical layer techniques in
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Figure 2.1: OFDMA frequency description (3-channel schematic example, from [1], Figure
214).

the IEEE 802.16e standard.

2.3 Definition of Basic Terms and Parameters [1], [2]

We present some basic concepts and definition of some parameters and basic terms of the

802.16e OFDMA PHY in this section.

2.3.1 Definition of OFDMA Basic¢ Terms

In the OFDMA mode, the active subearriers are divided into subsets of subcarriers, where
each subset is termed a subchannel. The subcarriers forming one subchannel may, but need

not be, adjacent. The concept is shown in Figure 2.1.

In the following, we introduce some basic terms in the OFDMA PHY.
Slot

A slot in the OFDMA PHY is a two-dimensional entity spanning both a time and a sub-
channel dimension. It is the minimum unit for data allocation. For downlink (DL) PUSC
(Partial Usage of SubChannels), one slot is one subchannel by two OFDMA symbols. For

uplink (UL) PUSC, one slot is one subchannel by three OFDMA symbols.
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Figure 2.2: Example of the data region which defines the OFDMA allocation (from [1]).

Data Region

In OFDMA, a data region is a two-dimensional allocation of a group of contiguous sub-
channels, in a group of contiguous OFDMA symbols. All the allocations refer to logical
subchannels. A two dimensional allogation may be wisualized as a rectangle, such as the 4

x 3 rectangle shown in Fig. 2.2.
Segment

A segment is a subdivision of the set of available OFDMA subchannels (that may include

all available subchannels). One segment is used for deploying a single instance of the MAC.
Permutation Zone

A permutation zone is a number of contiguous OFDMA symbols, in the DL or the UL, that
use the same permutation formula. The DL subframe or the UL subframe may contain more

than one permutation zone.



2.3.2 OFDMA Symbol Parameters

Primitive Parameters

The following parameters characterize the OFDMA symbols.

e BW: The nominal channel bandwidth.

Nuysea: Number of used subcarriers (which includes the DC subcarrier).

n: Sampling factor. Its value is set as follows: For channel bandwidths that are a
multiple of 1.75 MHz, n = 8/7; else for channel bandwidths that are a multiple of
any of 1.25, 1.5, 2 or 2.75 MHz, n = 28/25; else for channel bandwidths not otherwise
specified, n = 8/7.

e G: This is the ratio of CP time tosfuseful” fime, i.c., T,,/7s.

Derived Parameters

The following parameters are defined in terms-of the primitive parameters.

e Nppp: Smallest power of two greater than N, 4.
e Sampling frequency: F, = |n - BW/8000] x 8000.
e Subcarrier spacing: Af = Fy/Nppr.

e Useful symbol time: T, = 1/Af.

o CP time: T, = G x Tj,.

e OFDMA symbol time: T, = Ty, + Tj.

e Sampling time: T,/Ngpr.



2.4 WirelessMAN OFDMA TDD Uplink [1], [2]

Since the ranging process is performed in the uplink, we only introduce some basic idea of
the uplink and ignore the description of downlink. We describe the frame structure and

subcarrier allocation briefly. For more details we refer the reader to [1] and [2].

2.4.1 Frame Structure

In licensed band, the duplexing method may be either frequency-division duplex (FDD)
or time-division duplex (TDD). FDD SSs may be half-duplex FDD (H-FDD). In license-
exempt band, the duplexing method should be TDD. The system that we implement is a
TDD system.

When implementing a TDD system, the frame structure is built from BS and SS trans-
missions. Figure 2.3 shows an example. Faeh.frame consists of a DL subframe and a UL
subframe. The DL subframe begins Wwith a preamble followed by frame control header (FCH),
DL-MAP, UL-MAP and DL bursts: The UL-subframecontains a ranging subchannel and
UL bursts. In each frame, the transmit/receive transition gap (TTG) and receive/transmit
transition gap (RTG) shall be inserted between the DL subframe and UL subframe and at
the end of each frame, respectively, to allow transitions between transmission and reception

functions.

The parts of the frame that are related to ranging process are the UL-MAP and the

ranging subchannel. The relation will be described in later sections.

2.4.2 Subcarrier Allocation

The OFDMA PHY defines four scalable FFT sizes: 2048, 1024, 512, 128. Here we only

introduce the 1024-FFT subcarrier allocation which is the most popular choice and is used



OFDMA symbol number !

o=
ket g kRS kS p kT k9 J kL A3 EELS S T A 20 23 20 k+29 k+30 pht32
3 ANeine § hz 5
e . Ranging subchannel i
s+2 _| = . "
— = DL burst #3 UL burst #1
. b= .
7 P UL burst #2
5 | 3 o : .
< - = DL burst #
2| Je E — |
- = a o = -9
| JE |2 - E
an . - = UL burst #3 54 ;.
z | 4 |2 DL burst #5 & |2
3 - DL burst 42 DL burst #6 UL burst £4
- LIL burst #5
kel
by ad et
v -} - a—————

DL TG UL RTG

Figure 2.3: Example of an OFDMA frame (with only mandatory zone) in TDD mode (from

[2])-
in our study.

An OFDMA symbol consists three types-of subcarriers:

e Data subcarriers: For data transmission:
e Pilot subcarriers: For various estimation purposes.

e Null subcarriers: No transmission at all, for guard bands and including the DC sub-

carrier.

Subtracting the guard tones from Ngpr, one obtains the set of used subcarriers Nys.q. For
both uplink and downlink, these used subcarriers are allocated to pilot subcarriers and data
subcarriers. However, there is a difference between the different possible zones. In PUSC

uplink which concern us in this study, each subchannel contains its own pilot subcarriers.

The general OFDMA subcarrier allocation scheme contain data mapping rules, carrier



Table 2.1: OFDMA Uplink Subcarrier Allocation [1], [2]

] Parameter \ Value \ Notes ‘
Number of DC 1 Index 512 (counting from 0)
subcarriers
Noysed 841 Number of all subcarriers used within a symbol
Guard subcarriers: 9291 | Left, right
TilePermutation Used to allocate tiles to subchannels

11, 19, 12, 32, 33, 9, 30, 7, 4, 2, 13, 8, 17, 23,
27,5, 15, 34, 22, 14, 21, 1, 0, 24, 3, 26, 29,
31, 20, 25, 16, 10, 6, 28, 18

Nsubchannels 35

Nsubcarriers 48

Ntiles 210

Number of subcarriers 4 Number of all subcarriers within a tile
per tile

Tiles per subchannel 6

allocation and pilot modulation, but the detailed sprocedure is not related to our study.

Therefore, we only introduce some basic ideas here.

The uplink supports 35 subchannels in .the 1024-FFT PUSC permutation. Each trans-
mission uses 48 data carriers as the“minimal blockof processing. Each new transmission
for the uplink commences with the parameters as given in Table 2.1. A slot in the uplink
is composed of one subchannel in three OFDMA symbols. Within each slot, there are 48
data subcarriers and 24 pilot subcarriers. The subchannel is constructed from six uplink
tiles, each having four successive active subcarriers with the configuration as illustrated in

Figure 2.4.

2.5 Ranging Process [1], [2]

There are four kinds of ranging process: initial ranging, periodic ranging, handover ranging

and bandwidth-request ranging. The last two kinds are for purposes that are not of our
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% % Symbol 0

Symbol |

% % Symbol 2

% pilot carrier data carrier

Figure 2.4: Structure of an uplink tile (from [1]).

interest. The first two kinds, initial and periodic ranging, are important uplink processes
to ensure that the signals from all active users arrive at the BS synchronously, so that the

orthogonality among the subcarriers in the uplink of OFDMA systems is maintained.

Initial ranging allows an MS joining the network to acquire correct transmission para-
meters, such as time offset and transmission power level, so that the MS can communicate
with the BS. Following initial ranging, periodic ranging allows the MS to adjust transmission
parameters so that the MS can maintain uplink communication with the BS. In this section,
we mainly introduce periodic ranging?.Note that initial ranging process is similar to periodic

ranging.

During the periodic ranging procedure, the MS shall find an periodic ranging interval
and acquire needed parameters from the UL-MAP message, as shown in Figure 2.5. Then,
it shall transmit a randomly chosen frequency domain ranging code (CDMA codes) on the

ranging channel in a randomly chosen ranging time slot.

Since more than one MS may choose the same time slot, the received ranging signal may
include several MSs’ ranging information. So, at the receiver side, the BS is required to
detect different received ranging codes, estimate the timing offset, power level and possibly

frequency offset of each user that transmits a periodic ranging code.
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Syntax Size Notes
UL-MAP _IE() { T |
CID 16 hats —
TiuC 4 bis —
1 (UIUC =11} {
Extended UIUC 2 dependent ITE variable | See 843544732
1
elseif (UTUC == 12) { S e
OFDMA symbol offset 8 bits —
Subchannel offset 7 bits —
No. OFDMA symbols 7 bits —
No. subchannels 7 bits —
Ranging method 2 bits Ob0O — Inttial Ranging/Handover Ranging over
two syvmbols
0b01 — Initial Ranging/Handover Ranging over
four symbols
Ob10 — BW Request/Periodic Ranging over one
svinbol
0b11- BW Request/Periodic Ranging over three
symbols
ReservesdDedicated ranging indicator 1 bit shall be cet 4o zero
0: the OFDMA region and Ranging Method
defined are used for the purpose of normal ranging
1: the OFDMA resion and Ranging Methed
defined are used for the purpose of ranging using
dedicated CDAA code and transmission opportu-
nities assigned in the MOB_PAG-ADV message
or 1n the OB SCN-RSP message.
+else if (UIUC ==13) { — s
PAPR._Reduction_and Safetv_Zone I2bits | —
Allocation IE
telse 1if (UIUC == 14) { — —
CDMA_Allocation_TE() 2bits | —

Figure 2.5: The ranging region and information indicated in UL-MAP (from [2]).
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Upon successfully receiving a periodic ranging code, the BS broadcasts a Ranging Re-
sponse message (RNG-RSP) that advertises the received periodic ranging code as well as
the ranging slot (OFDMA symbol number, subchannel, etc.) where the ranging code has
been identified. This information is used by the MS that sent the ranging code to identify
the ranging response message that corresponds to its ranging request. The RNG-RSP also
contains all needed adjustment and a status notification. The status notification may be
success, continue or abort. The MS can know what action should be done next according
to the status. We refer the reader to [1] and [2] for more details about the periodic ranging

process.

The main subjects of our work are ranging code transmission, ranging code detection

and timing offset estimation.

2.6 OFDMA Ranging

The WirelessMAN OFDMA PHY specifies a ranging sibchannel and a set of pseudonoise
(PN) ranging codes. An example of ranging channelinr OFDMA frame structure is specified
in Figure 2.3. Subsets of codes should be allocated in the Uplink Channel Descriptor (UCD)
Channel Encoding message for the four types of ranging, such that the BS can determine

the purpose of the received code by the subset to which the code belongs.

A ranging channel is composed of one or more groups of six adjacent subchannels, using
PUSC mode, where the groups are defined starting from the first subchannel. Optionally, a
ranging channel can be composed of one or more groups of eight adjacent subchannels, using
optional PUSC or adjacent subcarrier permutation mode. We use the former in our study
since the system we build is based on the PUSC mode. Subchannels are considered adjacent
if they have successive logical subchannel numbers. The indices of the subchannels that

compose the ranging channel are specified in the UL-MAP message, as shown in Figure 2.5.

13
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Figure 2.6: PRBS generator for ranging code generation (from [2]).

Users are allowed to collide on the ranging channel. To effect a ranging transmission, each
user randomly chooses one ranging code from a bank of specified binary codes. These codes

are then BPSK modulated onto the subcarriers in the ranging channel, one bit per subcarrier.

2.6.1 Ranging Codes [1], [2]

The binary ranging codes are the PN codes produced by the PRBS generator described in
Figure 2.6, which implements the polynomial generator-1 + z' + 2* 4+ 27 + 2'°. The PRBS
generator is initialized by the seed b14:.b0 = 0,0,1,0,1,0,1;1,80,81,82,83,84,85,86 where s6 is the
LSB of the PRBS seed, and s6:s0 = UL PermBase,  where s6 is the MSB of UL_PermBase.

The binary ranging codes are the subsequences of the PN sequence appearing at its
output C%. These bits are used to modulate the subcarriers in a group of six adjacent
(logically) subchannels, which is the so-called ranging subchannel. The bits are mapped to
the subcarriers in increasing frequency order of the subcarriers, such that the lowest indexed
bit modulates the subcarrier with the lowest frequency index and the highest indexed bit
modulates the subcarrier with the highest frequency index. The index of the lowest numbered

subchannel in the six shall be an integer multiple of six.

The length of each ranging code is 144 bits. The first ranging code is obtained by clocking

the PN generator 144 times as specified. The next code is produced by taking the output of

14



the 145th to 288th clock instances of the PRBS generator, etc.

There are 256 available codes, numbered 0 to 255. Each BS uses a subgroup of these
codes, where the subgroup is defined by a number S, 0 < S < 255. The group of codes will
be between S and ((S+O+N-+M+L) mod 256).

e The first N codes produced are for initial ranging, obtained by clocking the PRBS

generator 144 x (S mod 256) times to 144 x ((S + N) mod 256) —1 times.

e The next M codes produced are for periodic ranging, obtained by clocking the PRBS
generator 144 x ((N + S) mod 256) times to 144 x ((N + M + S) mod 256) —1

times.

e The next L codes produced are for bandwidth (BW) requests, obtained by clocking
the PRBS generator 144 x ((N #3M + S) mdd 256) times to 144 x (N + M + L +
S) mod 256) —1 times.

e The next O codes produced are forihandever-ranging, obtained by clocking the PRBS
generator 144 x ((N + M + L +§).mod 256) times to 144 x (N + M + L + O +
S) mod 256) —1 times.

The values of S, N, M, L and O are provided in the UCD Channel Encoding message.

Possible values are 0 to 255.

2.6.2 Cross-Correlation of Ranging Codes

As mentioned above, the binary ranging codes are generated by the PRBS generator shown
in Figure 2.6. Then the codes are BPSK modulated onto the subcarriers in the ranging
channel. We provide some analysis of the cross-correlation of the BPSK modulated ranging

codes in this section.
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Table 2.2: Cross-correlation Values of Ranging Codes
lcode[ O [ 1 [ 23] 4567 ][8]9 [10][11][12]13]

0 144 | -8 6 14 | -10 | 18 | 20 | -10 | O -6 | 28 | -8 0 |-10
1 144 | 2 22 110 | 10 | 16 | -2 | 20 | 14 | 16 | -12 | -8 6
2 144 | 12 | 16 | -8 | -6 4 14 | 16 | © 6 | -26 | -16
3 144 | 8 4 6 8 6 -8 | -14 | 14 | -2 | -8
4 144 | -4 | 14 | 12 2 | -12 | -2 6 -2 | 12
5 144 | 22 0 -6 | -4 |14 |-10| 14 | 24
6 144 -2 |12 | -6 | -4 | 12 | 4 6
7 144 | 6 0 -2 130 | -14 | 4
8 144 | 6 4 8 4 | -14
9 144 | -38 | -22 | -10 | -16
10 144 | -8 4 2
11 144 | -20 | 2
12 144 | -6
13 144

Since the length of each BPSK moedulated code.is 144 bits, the correlation values are
between —144 and 144. Ideally, the“code should ‘be orthogonal and the cross-correlation of
the codes should be zero. But this+is not the case and we find that the codes do not have
good orthogonality. We calculate the eross-correlation values of ranging code set for given
UL_PermBase values. Table 2.2 to 2.4 shows'some parts of the result for UL_PermBase=0.
There are 256 x 256 + 2 = 32640 values since there are a total of 256 codes. Since the total

table is too large, we only depict some parts of it.

Figures 2.7, 2.8 and 2.9 show the histograms of code cross-correlation values for
UL_PermBase=0, 30 and 60, respectively. We can conclude that the cross-correlation val-
ues are mainly between —20 and 20 and their distribution is little affected by different

UL_PermBase values.

We also calculate the sample mean and sample variance of the cross correlation values,

which are —0.039 and 143.37, respectively.

16



Table 2.3: Cross-correlation Values of Ranging Codes (Continued)

lcode | 14 [ 15 [ 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27

16 | -10 | 8 -4 8 2 -2 | -20 | -10 | 14 | -2 8 -8 | -6

200022 12012 | -8 |-10| -2 | 12 | -6 | 10 | © 16 | -8 6

-6 | -8 6 | 26 | -2 |-12 ] 4 6 -8 0 -4 | -6 6 0

-6 [-12 | -2 | 14| -2 |-12 | 8 2 4 -4 4 2 18 | -8

22 |-120-2 (22| -6 |12 |-20|-10| 4 | -8 | -8 | 10 | 18 8

6 0 6 -2 6 16 | -8 6 4 4132 | -6 | -6 4

14 | 4 12 4 10 | -2 | 4 | -2 2 14 | 12 4 -2

-6 | 4 | -2 6 |-18 | 8 |-24| 2 -8 | -20 | 4 6 10 | -24

=24 | 2 -4 | 28 | -8 | -2 6 8§ |-18| 6 | -14 | 4 0 6

-4 -8 | 10 | -2 | -14 | -8 8 |-22|-32| 8 4 -2 | 14 | -12

16 2 4 -8 4 -2 |10 | -8 | 14 6 -2 | -24 | -8 6

—| =
D S| o]~ o o is| wl o =] o
|
o0

0 6 |-16 | 12 | -16 | 2607 =2 44-16 | 10 | -14 | 10 | 16 | -4 6

-16 | -16 4+ 14 | 14 0 -6 | 10 6 -4 4 2

—_
[\
[\
)
D
e}

13 -2 4 2 -2 2 20 =12 1,225 0 | -16 | 8 -2 | -2 0
14 | 144 22 | 4 -4 O =18 | 18- °-12 |=-6 | 30 | 6 | -20 | -12 | -2
15 144 | 2 10 | 18| 8 8 10 =12 8 12 6 |-14| 0
16 144 | 12 | -32+] -18.] -2 4 -6 | -10 | 10 | 24 | -4 | -22
17 144 | -24 [¥76..| -22 =8 | -6 | -14 | -6 | 12 | -8 | 10
18 1441 6 14" 4 2 |-101-10 | -12 | -8 6
19 1441 -32 | 10 | 8 |-12 | 12 | 14 | -2 0
20 144 | 10 | -8 4 -4 | -10 | 18 | -12
21 144 | 6 6 2 4 4 -2
22 144 -4 | 12 | -6 | -6 | 20
23 1441 0 -6 | 10 | O
24 1441 -2 | -6 | 4
25 144 | 4 -2
26 144 | -10
27 144

17



Table 2.4: Cross-correlation Values of Ranging Codes (Continued)

lcode | 28 [ 29 [ 30 [ 31 [ 32 |33 [34]35]36[37 ]38 [39]40]41
0 [12] 0 [-10][-16] 4 [-10][-16] 4 [10]10] 2 ]2 [-10] 4
1 [4]8[2[-16]0[-6]16]0]2][-10]-6[-2[]10[0
2 103 ][4 ]10]-2]2]-2[14]2]-4]0]-4]-8]2
3 |12 4] 66126 |-14]-4]8]4][12]4]-2
4 [26[10]-8]-14] 6 |0 [-2]18] 4] -4]-12[24][-20]10
5 | 64228 21416142 |08 [12]0]12]-14
6 | 8|8 ]-22]-12] 4] 6 | 8] 8 [-10[-18] 2 [-10]10] 16
7 |14 18[12]-10[-10] 4] 2[6]-4]0]4]-4]-4]-10
8 |4 ]12]10]-12] 8] 6|44 ][14][26]-6][-2]10] -8
9 |62 ]| 4]6]6]|-8]-14]6[0][4][-4]0]-8]10
10 (24161024 ] 8] 2|24[-4]2]10]2|-2]2]12
11 [0 |16] 2 |-16]-4[]10] 0] 8 |-14]6]-2]-6]14]12
12 | 8 [-12[-10] 4[20] 2] -8]-2]6 | 6 |-6][-10] 2[-36
13 [10] -6 [24[-18-22[20 | 18] 6 | 4 |[-16] 12 |16] 4 | 2
14 [ 8 |-16] -2 [ 16 |-16 [ 10 | 12 [-40 [ -2 | 10 | -10 [ -22 [ -18 [ -12
152 ]-26[20]-2]-10] 0] 2 [-10]-16] 0 [-12]-16] 0 |-22
16 [-12] -8 [ 6 | 20 | -4 [ A8V 4716 |-14 |-18[-22 | -2 | -2 | 12
17 [ 20 | 12 [ -6 | 20 | 124] -18 |s=l64 0] -2 |-10] -6 | -6 |-10 | 12
18 [ 4 [-12] 6] 4| 41146 /=2010 110 | 10 [ 18 [ 2 | 14 [-12
19 [ 14 [-10[-20]-14] 4]0 |-14] 18 F-4 | 4 ]12]16]20]-14
20 [-10[ 10| 8 [-10] 10| A2 F-10F12 ] 0 | 4 [-28] 4] 6
20 | 0 [ 4 [-10] 0 [ oSp 2074 8] 18 [-18] 10 [ -2 [-14] -8
22 | 6 [-10] 4 | 22912224510 4 [16]|12]-4]-4]10
23 | 6 [10]-16]14[-10/16]6] 6] 0]-8]-4][-12] -4 ]-18
24 |-18[-26| 8 | 2 [14| 8 [10] 6 [-20] 4 | 4[-8]12]-2
25 |12 | 4 |-14] 0 [ 12 [-18] 4 [ 8] 6 [-10][-10] 6 | 14 | 8
26 | 8 [20|-10] 4[-12]-2] 0 ]16[10][-10] -6 | 6 [-10] 4
21 | 6 [-10] 4] 2]10]-12] 6 [26]12[12] 0 [12]-8]10
28 [144] 4 | 2 [-12] 4 |-14] -8 | -8 [ 18 [-18] 2 [ -2 [-26|-12
29 14414 | 0 [ 32 |-14]-28] 4 | 18] 2] -2 ]-6-22]28
30 1441 6 | 6 [-16] 2 | 2 [ 4 |12 [ 12 [-24] 0 | -6
31 144 4 | 2 [-32] 4 | 210 14] 2 |18] 4
32 144 -6 | 4 [-12] 14 ] 2] 6 [10]14] 0
33 144 2 [ 18 [-16 | 4 | 8 | 4 | -8 ] 2
34 144 4 |-18] 2 [-14] 2 [14] 0
35 144[-10 |22 2 [26] 6] 8
36 144 8 | 4 [12]20 ] -2
37 144 8 | 8 | 12| -2
38 144 [-12] 4 [-10
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Figure 2.7: Histograms of ranging code cross-correlation values for UL_PermBase=0).
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Figure 2.9: Histograms of ranging code cross-correlation values for UL_PermBase=60).

2.6.3 Initial-Ranging and Handover-Ranging Transmissions [1],

2]

The initial ranging codes are used for any, MS'that svants to synchronize to the system for the

first time. Handover ranging codes are usedifor ranging‘against a target BS during handover.

An initial-ranging transmission-is performed using: two or four consecutive symbols.
In the former case, The same ranging code is“transmitted on the ranging channel during
each symbol, with no phase discontinuity ‘between the two symbols. A time-domain illus-
tration is shown in Figure 2.10. In the latter case, the BS can allocate two consecutive
initial-ranging/handover-ranging slots, onto which the MS transmits two consecutive initial-
ranging/handover-ranging codes where the starting code shall always be a multiple of 2. A

time-domain illustration is shown in Figure 2.11.

The choice of the two transmission ways is indicated in the UL-MAP, as shown in Fig-

ure 2.5.
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Figure 2.10: Initial-ranging/handover-ranging transmission for OFDMA (from [2]).

Guard €

cp P Guard
M ['T1 - i
C X C X C X+ C +

Y = N o N = [ o p
A 5 A F A
I copysamples | i copysamples i _ copysamples i i copysamples !
| ]

OFDM symbol peniod OFDM symbol peniod

Figure 2.11: Initial-ranging/handover-ranging transmission for OFDMA, using two consec-
utive initial ranging codes (from [2]).

21



guard
interval fume

OFDM 5}-‘1!1!}0] pertod

Figure 2.12: Periodic-ranging or bandwidth-request transmission for OFDMA using one code
(from [2]).

2.6.4 Periodic Ranging/Bandwidth-Request Ranging Transmissions

1], [2]

Periodic ranging transmissions are sent periodically for system periodic ranging. Bandwidth-
request transmissions are for requestinguplink allocations from the BS. These transmissions

shall be sent only by an MS that has already synehtonized to the system.

To perform either a periodic-ranging or bandwidth-request transmission, the MS can send
a transmission in one of two ways: Modulate one ranging code on the ranging subchannel
for a period of one OFDMA symbol (a time-domain illustration is shown in Figure 2.12), or
modulate three consecutive ranging codes (the starting code shall always be a multiple of 3)
on the ranging subchannel for a period of three OFDMA symbols, one code per symbol (a

time-domain illustration is shown in Figure 2.13).

The choice of the two transmission ways is indicated in the UL-MAP, as shown in Fig-

ure 2.5. Here we choose the former in our study.
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Figure 2.13: Periodic-ranging or bandwidth-request transmission for OFDMA using three
consecutive codes (from [2]).

2.6.5 Ranging and BW Request Opportunity Size [1], [2]

For CDMA ranging and BW request, the ranging opportunity size is the number of symbols
required to transmit the appropriate ranging or BW request code (1, 2, 3 or 4 symbols), and
is denoted N;. Ny denotes the number, of subchanfiels required to transmit a ranging code.
In each ranging/BW request allocation, the opportunity size (N7) is fixed and conveyed by

the corresponding UL_MAP_IE that defines the allocation.

As shown in Figure 2.14, the ranging allocationis‘subdivided into slots of Ny OFDMA
symbols by N, subchannels, in a time first order, i.e., the first opportunity begins on the
first symbol of the first subchannel of the ranging allocation, the next opportunities appear
in ascending time order in the same subchannel, until the end of the ranging/BW request
allocation (or until there are less than N; symbols in the current subchannel), and then
the number of subchannel is incremented by N,. The ranging allocation is not required to
be a whole multiple of N; symbols, so a gap may be formed (that can be used to mitigate
interference between ranging and data transmissions). Each CDMA code will be transmitted

at the beginning of the corresponding slot.

In our study, we consider 1-symbol periodic ranging transmission so that Ny = 1. And

we consider the ranging channel composed of 6 subchannels, so Ny = 2.

23



Ranging / BW - Rangung / BW request allocation—— g
recuest slot

number
—— 0 1 2
T
3 4 5
Empty
6 7 8
Ny

subchannels # 9 10 11

- -

N1 OFDMA symbols = length of CDMA code < Ny OFDMA symbols

Figure 2.14: Ranging/BW request opportunities (from [2]).
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Chapter 3

Ranging Techniques for IEEE 802.16e
OFDMA

In this chapter, we discuss the ranging techniques for the IEEE 802.16e system. Some
existing initial ranging methods have been described in [4]. Here we describe our ranging

algorithm, present some analysis and_show some simulation results.

3.1 Ranging Signal Processing

Figure 3.1 shows the overall uplink transceiver system. The ranging signal generator and
receiver blocks are our main concern. Ranging operation is performed in the frequency

domain, that is, before the transmitter IFFT process and after the receiver FF'T process.

The algorithms of initial ranging and periodic ranging are similar, but we focus on peri-

odic ranging here.
Ranging Signal Generator

Figure 3.2 shows the structure of the ranging signal generator. The tasks here are simple and
straightforward. The PRBS generator, whose structure is shown in Figure 2.6, generates the

binary ranging code according to the ranging information. The ranging information includes
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Figure 3.1: Uplink transceiver system.
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Figure 3.2: Ranging signal generator.

parameters S, N, M, UL_PermBase, subchannel offset and used code number. Then the
code is BPSK modulated. Finally, some permutation operation is performed to map the

BPSK modulated code to the subcarriers.
Ranging Signal Receiver

The main task here are ranging code detection and timing offset estimation. We do not
perform frequency offset estimation in the periodic ranging process. The reason will be

described later.

Figure 3.3 depicts the overall stricture of the ranging signal receiver system. The inputs
to the ranging signal receiver are the ranging information and R(k), which is the received
signal after the FFT. The output is‘a ranging report, containing the information of detected

codes and estimated timing offsets.

The ranging signal reception is performed on the frequency domain signal R(k). First,
the ranging subcarrier selector extracts subcarrier values on which a ranging code may be
loaded. Since the length of a ranging code is 144 bits, the length of S(k) is 144 subcarriers.
The ranging code generator generates all possible periodic ranging codes. The next step
is multiplication of S(k) by each possible ranging code C;(k). The length of the output
M (k) is also 144. After the multiplication, we perform 1024-point IFFT. Since the length of
M (k) is only 144, 830 zeros are inserted to the frequency positions before IFFT. The result
after IFFT, U(m), consists of 1024 complex samples. Then the norm operation calculates

the norm of U(m). Finally, the norm values are used for code detection and timing offset
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estimation. The operation is repeated for each possible periodic ranging code.

The above frequency domain ranging reception algorithm is equivalent to time domain
cross correlation. The time domain cross correlation needs 1024 x 1024 complex multi-
plications. In our algorithm, using IFFT to perform the equivalent operation needs only
1024 x log, 1024 complex multiplications, which is only 1% of that in time domain cross

correlation [5].
The basic concept of our algorithm is shown bellow, assuming presence of additive noise.

From DFT theory, we know that a time-domain signal and its DF'T are realted by

z[((n —dy))n] «—— W™ . XTk]. (3.1)

The received time-domain signal after an additive noise channel is:

r(n) =.6u(n —d,) + wa.- w(n). (3.2)

Then the frequency-domain signal after FET is:
R(k) =Wt - C (k) + W (k) (3.3)

where Wy=e72™/N (here N=1024), w 4-w(n) is the added Gaussian noise in the time-domain,

W (k) is the equivalent noise in the frequency domain and d, is the delay.

The signal after IFFT is:

Um) = = 30 S(0)- i) - W™

- %N SO L Cy(k) - Calk) - W™ + W (E) - Ci(k) - W] (3.4)

The results after the norm operation are 1024 norm values for each possible delay m,

which may be 0 to 1023 samples. The peak value occurs when C;(k) = Cy(k) and m = d,,.

More detailed derivation will be provided later.
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The detection and estimation operation contains two steps. First, we decide whether the
ranging code is transmitted or not. The decision can be made by two methods. One simple
method is setting a single predetermined threshold, hy. If there are any norm value greater
than h4, we say that this ranging code has been transmitted. We denote this method as
method 2. Another method uses three thresholds H, h; and ho, where h; is greater than
hs. We calculate the ratio of the mean of norm values greater than h; to the mean of norm
values smaller than hy. If this ratio (hi/hg) is greater than H, we say that this ranging
code has been transmitted [6]. We denote this method as method 1. The choice of these

thresholds and comparison of the two methods are left to later sections.

Second, we perform timing offset estimation when a user is detected, that is, we decide the
arrival time of the ranging code. By inspection, we can choose the location of the maximum
norm value as the estimated timing offset.;But, this is not proper in multipath channels.
Therefore we use another approach. ;We let thesmaximnum value of the norm be divided by
a number (h;), then we get a new threshold. We choose the first location of norm greater

than this threshold as the estimated timing-offset:

3.2 Analysis of the Ranging Algorithm

In this section, we provide some performance analysis of ranging method 2. We do not
analyze the performance of method 1 since it involves three thresholds and is too complex.
We consider additive white Gaussian noise (AWGN) channel and single-path Rayleigh fading
channel. We let the channel link power be 0 dB and let d,, denote the delay. We only consider
the case that only one user is doing periodic ranging at this ranging slot. In addition, we
assume that timing offset estimation is correct and derive the success rate of ranging code

detection. Note that there exists other analysis described in [7].
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3.2.1 Case of AWGN Channel

The received time-domain signal after the channel is as given in (3.2), where wa = /535
and

w(n) = w,(n) + j - w;(n) (3.5)

with w,(n) and w,(n) both being Gaussian distributed with zero mean and unity variance.

So w4 - w,(n) and w4 -w,(n) are also Gaussian distributed with zero mean and variance o+.

Then the frequency-domain signal after FFT is as in (3.3), where

W(k) = Wu(k)+j-Wi(k)

So W, (k) and W;(k) are Gaussian distributed with zeré mean and variance g

The result after IFFT is as given in (3:4). When the multiplied ranging code matches
the transmitted one, the result after IFE'L' should have a peak value, denoted D,. When the
multiplied code does not match the transmitted one, the value is denoted I,,. Therefore, the

success rate of ranging code detection is
P(successful detection) = P(|D,| > v/hq and |I,| < \/h4) = P(|D,| > \/ha)-P"*(|I,| < \/ha).
(3.7)

The former probability is the rate of correct detection and the latter one is the product of
the rate of correct rejection. Note that we make an approximation that correct detection

and correct rejection are independent. In the following, we derive these two probabilities.
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Correct Detection

When the multiplied ranging code matches the transmitted one,
D, = L Z\C (B> 4+ Cyu(k) - W (k)= Rp,+j-Ip (3.8)
P \/N p P P

where

and

Rp, = Vi {; Culk)? + Y Culk) - Wi (k)} (3.9)
1
VN

> Culk) - Wik). (3.10)

Since Y, |Cyu(k)|* = 144 and W, (k) and W;(k) are Gaussian distributed with zero mean

144

and variance =1

1 . . . . . _ . o'%
snvp» Pipp is Gaussian distributed with mean = 4.5, and variance 135;.

Similarly, Ip, is Gaussian distributed wiflh'zero mean and variance rot-. Here 02 = 07 =
144
2.SNR’

From [8], we know that R = /a2 + y?>.~ Ricean(v,0) if & ~ N(vcosf,o?) and y ~

N(vsinf,0?) are two independent Gaussian distributions and 6 is any real number. Here if

welet 6 =0, v =4.5and o = \/fgﬁ, then

|Dy| = \/ Ry, + I}, ~ Ricean(v, o) (3.11)

. 2 . . i .
with K = 3. We can further assume K > 1, which is reasonable in our case, so |D,| is

approximately Gaussian distributed with mean v and variance o?.

Finally, the desired probability can be calculated by

_ |Dp|—V> Vhy — 4.5

o o

P(ID,| > v/ha) = P(z ) (3.12)

where the value of ¢ is determined by SNR.
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Correct Rejection

When the multiplied code does not match the transmitted one,

Iy

ij—i-j-fjp

> [Culk) - Cilk) + Ci(k) - W (k)]

k

> [Cu(k) - Ci(k) + Ci(k) - Wo(k) + Ci(k) - Wi(k)]. (3.13)
k

2l 2l-

The first summation ), Cy(k) - C;(k), which is the cross correlation of ranging codes,
is often nonzero as shown in section 2.6.2. Therefore we need to consider the effect of this
cross correlation term. A simple way is to approximate it as a constant, for instance, 10 or
—10. Another better approach is to approximate it as a random variable. We take the latter
approach. We assume that the cross-corrélatioir term is a Gaussian random variable. Its
mean and variance are approximated=by tthe sample mean and variance calculated in section

2.6.2, which are —0.039 and 143.37-respectively. - That is, let
> Cilk).-Ci(k) ~ Nifee, 07) (3.14)
k

where p, = —0.039 and ¢ = 143.37. Then, Ry, is sum of two Gaussian random variable

and thus is also Gaussian:

1
Ry = N ;Cu(k) - Ci(k) +

~ N(/'Lho-%)
( pe 024 o2

N
V1024 1024 )

143.37 + o2
~ N(-0.012, —}——~
(=0.012, —55

%N S"Cik) - W)

). (3.15)
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And I, has the same distribution as Ip,.

Here we need the probability density function (PDF) of |I,|* = R}, 4 I7,, which is the

Ip>
sum of squares of two Gaussian random variables with different variances. There are two
approaches to achieve it. The first is to approximate it by a multiple of a chi-squared

distribution that has the correct mean and variance [9]. The second is by transformation of

random variables. We take the second approach.

Let
L] = y1 4 =R+ 17, (3.17)

We calculate the PDFs of y; and ys, respectively:- Assume that p; =~ 0. Then

fon = R) = Wl )y | -1

207 2./
1 (VL — M1)2} N 1

+ expy—
vV 2moq p{ 20% 2\/?J1|
1 Y
= ——exp{—==1}. 3.18
= 13) = . = ————exp{—2}. (3.19)
g V2102 /Y2 203

Then, let y = y; + 2 and w = y; and calculate the joint pdf of y and w.

The corresponding Jacobian is given by

‘ = 1. (3.20)
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So
fly,w)=fly =w, o =y —w) - |J| = fhy =w,y2 =y —w). (3.21)

Hence

fly) = /Oyf(y,w)dw

1 (| w 1 y—w
_ R — dw. 22
270109 /0 Vw exp{ 20%} Vy—w expf 203 ydw (3:22)
The parameters o1 and oy are determined by (3.15) and (3.16).
Finally, the desired probability can be calculated by
ha
Ply=IL1"<h)= [ [fy)dy. (3.23)

0
Numerical Results

Figure 3.4 show some numerical results of the above analysis compared with the floating-

point simulation results.

3.2.2 Case of Single-Path Rayleigh Fading Channel

The time domain received signal after the channel is
r(n) = gr - Cu(n —dy) +wa - w(n) (3.24)

where wy and w(n) are the same as that in AWGN case and The fading gain gp is complex
Gaussian with Rayleigh envelope whose PDF is given by

92

2 )
209

g

flgrl = g) = = exp{- (3.25)
0-9

with 03 = (0.4146.
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Ranging failure rate (simulation vs. analysis) (AWGN, 1 user)
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ranging failure rate, method 2 (floating—point simulation)
— — — ranging failure rate, method 2 (analysis)
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Figure 3.4: Analysis results vsqssitaulation results in AWGN channel.

The frequency-domain signal after FFT is
R(k) = gp SVES—~Co(k)+ W (k) (3.26)

where W (k) is the same as that in AWGN case.

The result after IFFT is

Ulm) = = 3080 Culk) - Wi

= o lar WA - CUll) - G- W + W) - CiR) - Wi (327

Similar to the AWGN case, when the multiplied ranging code matches the transmitted
one, the result after IFFT should have a peak value, denoted D,. When the multiplied code
does not match the transmitted one, the value is denoted I,. Therefore, the success rate

of ranging code detection given by (3.7) where the first probability is the rate of correct
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detection and the second one is the product of the rate of correct rejection. In the following,

we derive these two probabilities, too.

Correct Detection

When the multiplied ranging code matches the transmitted one,

EZgF (k)] + Cu(k) - W(k) = Rp, + j - Iy,

Since gr is a random variable, we calculate the PDF of |D,| by the following

F1D =) = [ ftalo) o)
where we let |gr| = g whose PDF is as given in (3.25).

In the following we find the conditional probability f(z|g) where

l’—l\/— ng (REPHCulk), WA(k)| = \/ RD, + 1D,

with
1
Rpp = —F= {Z Gre* |CU(k)‘2 + ZCU(]{Z) W (k)}
\/N k k
Gre - 144 02
~ N , ——
( V1024 1024)
and

1

— Gim + |Cu(B) + Y Cu(k) - Wik
7 (o G + 3 Culh)

Gim - 144 O'Z-Q

V1024 71024

N( ).

Note that gr = gre + jgim here.

From [8], if we let vcosf = 4.5¢g,. and vsin = 4.5g;,,, we get v = 4.5g and o =

Therefore, x|g ~ Ricean(v, o). We further assume that K > 1, so z|g ~ N(4.5¢g, 02
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(3.30)

(3.31)

(3.32)
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Finally, the desired probability can be calculated by

vh4
P(ID,| =z > v/hy) =1 —/0 flx)de, (3.33)

where f(x) is as given by (3.29) and the value of ¢ is determined by SNR.

Correct Rejection

When the multiplied code does not match the transmitted one,

RIp+j ']Ip

> gr - Cu(k) - Ci(k) + Cik) - W (k)

2= 2l-

ZQF - Cy(k) - Ci(k) + Ci(k) - We(k) + Ci(k) - Wi(k) (3.34)

where gr is complex Gaussian with Rayleighs envelope whose PDF is given by (3.25) and
> x Cul(k) - Ci(k) is assumed to be Ganssian distributed.with mean . = —0.039 and variance

o2 = 143.37. Similarly as in the case 6f correct detection, we can calculate the PDF of ||

as
(1] = o]0} 1 ), (3.35)
0
where for the conditional probability f(y|g),
1
V=175 Ekng - Cu(k) - Ci(k) + Ci(k) - W (k)| = /B3, + I3, (3.36)
with

1
Ry, = N {Zk: Gre * Culk) - Ci(k) + Zcz(k?) W (k)}

k
2 2
Gre " [e O, + 0,

V10247 1024 )
143.37 + o2
~ N(=0.0012g,,, —>2L T

1024 )
143.37 + o2
~—Tooi ) (3.37)

NN(

~ N(0,
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and

1
Iy, = N {zk: Gim - Cu(k) - Ci(k) + Z Ci(k) - Wi(k)}

k

Gim * He T2+ 07

/1024 1024 )

143.37 + o7
1024 )

). (3.38)

NN(

~  N(=0.0012gim,

143.37 + o2
~ N B
(0’ 1024
Again? 9F = Gre + ]glm here.

So y|g is Rayleigh distributed with o2 = M337£%2 The PDF is given by

y2

53 ) (3.39)

)
flylg) = = exp{—
o
Finally, the desired probability can be calculated by

vha 00
Py = I,| < ha) = / / Fevl9) f(9)dgdy. (3.40)

Numerical Results

Figure 3.5 shows some numerical results of the above analysis compared with the floating-
point simulation results. The analysis results here is less accurate than the AWGN case since

we employ some approximation in the derivation.

3.3 Floating-Point Simulation

In this section, we describe our simulation environment first. Then we discuss the penalty
of missed detection and false alarm in ranging signal detection. At the end, we show some

simulation results and the effect of carrier frequency offset (CFO).
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Ranging failure rate (simulation vs. analysis) (single path Rayleigh fading, 1 user)
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— — — ranging failure rate, method 2 (analysis)
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Figure 3.5: Analysis results vs. simulatienirésults in single path Rayleigh fading channel.

3.3.1 System Parameters

The important system parameters used m ourstudy are listed in Table 3.1.

We let parameter S = 5, N = 6 and M =16 in our simulation. That is, there are
a total of sixteen possible periodic ranging codes, which are from the twelfth code to the
twenty-seventh code generated by the PRBS generator. We simulate up to the situation of
three simultaneous ranging users. The codes used by these three users are the twelfth, the
fifteenth and the eighteenth code, respectively. We let UL_Permbase=0. The timing offsets

of the three users are 10, 15 and 7 samples, respectively.

3.3.2 Channel Environments

The simulation is done with AWGN and SUI-3 channels with mobile speed being 60 km/hr.

More detailed channel environments are described in the following, which are taken from
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Table 3.1: System Parameters Used in Our Study

Parameter Value

System Channel Bandwidth (MHz) 10
Sampling Frequency (MHz) 11.2

FFT Size 1024
Subcarrier Spacing (kHz) 10.94

Useful Symbol Time (usec) 91.4
Guard Time (usec) 114
OFDMA Symbol Time (usec) 102.9

G (Ratio of CP Time to “Useful” Time) 1/8
n (Sampling Factor) 28/25

[10] and [11].

Typical models of the wireless communication channel include additive noise and mul-
tipath fading. For channel simulation, noise and multipath fading are described as random

processes, so they can be algorithmieally generated.as well as mathematically analyzed.
Gaussian Noise

The simplest kind of channel is AWGN channel,'where the received signal is only subject to
added noise. A major source of this noise is the thermal noise in the amplifiers which may
be modeled as Gaussian with zero mean and constant variance. In computer simulations,
random number generators may be used to generate Gaussian noise of given power to obtain

a particular SNR.
Slow Fading Channel

In slow fading, multipath propagation may exist, but the channel coefficients do not change

significantly over a relatively long transmission period. The channel impulse response over
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a short time period can be modeled as

h(t) = Z_: ;@5 (t — 1) (3.41)

where N is the number of multipaths, «; and 7; are respectively the amplitude and the
delay of the ith multipath, and 6; represents the phase shift associated with path i. These

parameters are time-invariant in a short enough time period.
Fast Fading Channel

With sufficiently fast motion of either the transmitter or the receiver, the coefficient of each
propagation path becomes time varying. The equivalent baseband channel impulse response

can then be better modeled as

N—

h(r,t) = Je(tyel®s(r — 7). (3.42)

1=0

—_

Note that «; and 6; are now functions-of time.~But 77 is still time-invariant, because the
path delays usually change at a much slower rate than the path coefficients. The channel
coefficients are often modeled as complex independent stochastic processes. If there is no
LOS path between the transmitter and the receiver, then each path may be made of the
superposition of many reflected paths, yielding a Rayleigh fading characteristic. A commonly
used method to simulate Rayleigh fading is Jakes’ fading model, which is a deterministic
method for simulating time-correlated Rayleigh fading waveforms. An improvement to Jakes’

model is proposed in [12].

Power-Delay Profile Model

For simplicity in analysis and simulation, the delay 7; in the above two models can be
discretized to have a certain easily manageable granularity. This results in a tapped-delay-

line model for the channel impulse response, where the spacing between any two taps is
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Table 3.2: SUI-3 Channel Model

Relative delay (us and sample number) Average power
Tap | (us) | (4xoversampling) (normal) (dB) | (normal scale) | (normalized)
1 0 0 0 0 1 0.7061
2 0.4 17 4 -5 0.3162 0.2233
3 0.9 40 10 -10 0.1 0.0706

an integer multiple of the chosen granularity. For convenience, one may excise the initial
delay and make 75 = 0. Often, it is convenient to normalize the path powers relative to the

strongest path. And, often, the first path has the highest average power.

The channel model used here is a modification of the Stanford University Interim (SUI)
channel models proposed in [13]. A set of 6 typical channels was selected for the three most

common terrain categories that are typical of the continental United States. The scenario

of SUI channels are:

We list the SUI-3 channel model in Tables 3.2, which is the one used in our simulation.

Cell size: 7 km.

Receiver antenna height: 6 m.

Vertical polarization only.

Base station antenna height: 30 m?

Base station antenna beamwidth: 120°.
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3.3.3 Missed Detection and False Alarm Penalty of Ranging Sig-
nal Detection

Missed detection means that a ranging code has been transmitted by a certain MS but the
BS does not detect it. In this case, the BS will send a RNG-RSP with continue status but
without corrections [1], [2]. Then the MS will need to retransmit a ranging signal. It will do
some random backoff and adjust the power level of ranging signal up to Pr, g arax. The
MS will send ranging signal at next ranging opportunity, that is, at the next UL-subframe

which is 5 ms later according to our simulation parameters.

The false alarm means that the BS detects a ranging code that has not been transmitted
by any MS. In this case, the BS will redundantly estimate wrong transmission parameters
(time, power and possibly frequency offset). Then the BS will broadcast a RNG-RSP with

corrections, but this message is redundant and will: not be used by any MS.

We compare the effect of missed detection-aind false alarm. The effect of missed detection
is retransmission of ranging signal. fThe main penalties are retransmission efforts for the MS
and more latency to complete the rahging“process because next ranging opportunity will be
5 ms later. On the other hand, the effect ‘of false alarm is needless parameter estimation
and RNG-RSP transmission. The main penalties are redundant efforts for the BS and the

wasted downlink bandwidth for RNG-RSP transmission.

The rates of missed detection and false alarm are affected by the choice of the detection
threshold (h4). Since it is difficult to decide which one costs more, we only set the cost of them
to be a certain ratio. We calculate the weighted costs and use them to help us determining
the detection threshold. In the following, we provide some examples of weighted costs in the
one ranging user case under single-path Rayleigh fading channel. Note that the weighted
cost is obtained by missed detection rate X rpq + false alarm rate X ry,, where we set the

ratio of the cost of missed detection to that of false alarm as 7,4 : 7¢,. Figures 3.6 to 3.10
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Weighted cost with cost of md:fa=3:1, single user single-path fading, method-2
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Figure 3.6: Weightedicostdor ry,q : 7pq = 3 : 1.

shows the results for 7,4 : 7, being 3:1,-2:15 121 ,:1:2 ‘and 1:3, respectively. We can choose
the best threshold as the one that leads to aminimum weighted cost. Note that the weighted

costs do not have large sensitivity to#y.

3.3.4 Simulation Results

Some floating-point simulation results are shown in this section. Note that the signal-to-
noise ratio (SNR) used in our simulation means the ratio of the variance of ranging signal
samples to that of the noise samples. The detection thresholds hy, hy, ho and H we have
chosen are 4.3, 3, 1.55, 12. The value of h, is determined by the weighted-cost method
mentioned in previous subsection. The determination of hq, ho and H is also based on the
similar idea but is more complex. Thus, we decide them by many times of simulations. In
addition, the number of simulation runs are from 2000 to 5000, depending on the simulated

case. For simulations with the SUI-3 channel, 2000 runs are enough to observe more than
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Weighted cost (md:fa=1:1)

Weighted cost with cost of md:fa=2:1, single user single—path fading, method-2
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Figure 3.7: Weightedicost for 7,4 : 7pq = 2 1 1.

Weighted cost with cost of md:fa=1:1, single user single=path fading, method-2
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Figure 3.8: Weighted cost for rp,q : rpq = 1: 1.
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Weighted cost with cost of md:fa=1:2, single user single-path fading, method-2
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Weighted cost (md:fa=1:2)

Figure 3.9: Weighted, cost for rp,q : rgq = 1: 2.

Weighted cost with cost of md:fa=1:3; single user single=path fading, method-2
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Figure 3.10: Weighted cost for 7,4 : 7 =1 : 3.
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Ranging failure rate, miss detection rate and false alarm rate (AWGN, 1 user)
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Figure 3.11: Ranging failure rate, miss detection rate and false alarm rate in AWGN channel
with one ranging user.
100 detection failures. But for simulations with*the: AWGN channel, we need up to 5000

runs.

Figures 3.11, 3.12 and 3.13 show. the total failure rate, missed detection rate and
false alarm rate of ranging code detection with detection method 1 and method 2 in AWGN
channel. The total failure rate here means that either missed detection or false alarm occurs.
We can see that method 1 obviously has better performance than method 2, especially at low
SNR. This is reasonable since method 1 uses the detection metric that is somewhat similar
to signal-to-interference ratio (SIR). Another observation is that the main ranging failure
comes from false alarm. This is also intuitively reasonable since the peak norm value when
the code matches is large in AWGN so we can always detect the desired ranging user. But,

noise will cause some false alarm at low SNR.

Figure 3.14 shows the average successful detection rate of each user, which is always very
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Ranging failure rate, miss detection rate and false alarm rate (AWGN, 2 users)
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Figure 3.12: Ranging failure rate, miss detection rate and false alarm rate in AWGN channel

with two ranging users.

Ranging failure ratesmiss detection rate:aﬁd false alarm rate (AWGN, 3 users)
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Figure 3.13: Ranging failure rate, miss detection rate and false alarm rate in AWGN channel

with three ranging users.
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Figure 3.14: Average success rate of each user with method 1 in AWGN channel.

close to 1 here. Figure 3.15 depicts.the javerage root mean square error (RMSE) of timing

offset estimation. We see that the estimation is perfect as long as SNR is larger than 5 dB.

The total failure rate, missed detection rate and false alarm rate of ranging code detection
with detection method 1 and method 2 in“‘SUI-3 channel are depicted in Figures 3.16, 3.17
and 3.18. As in the AWGN case, method 1 has better performance than method 2. We
observe that in a multipath channel like SUI-3, the failure rate is mainly determined by the
number of users and less influenced by SNR. As long as the SNR is high enough, there exists
a performance floor. That is, the performance does not improve any more when SNR gets

larger.

Figure 3.19 shows the average successful detection rate of each user. Note that the prod-
uct of each user’s failure detection rate is the missed detection rate since the transmission of
each user is independent. Figure 3.20 depicts the average RMSE of timing offset estimation.

The RMSE ranges roughly from 1.9 to 3 samples over the range of SNR considered.
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Figure 3.15: RMSE of timing offsét estimation in AWGN channel.
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Figure 3.16: Ranging failure rate, miss detection rate and false alarm rate in SUI-3 channel
with one ranging user.
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Figure 3.17: Ranging failure rate, miss detection, rate and false alarm rate in SUI-3 channel

with two ranging users.
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Figure 3.18: Ranging failure rate, miss detection rate

with three ranging users.
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Figure 3.20: RMSE of timing offset estimation in SUI-3 channel.
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Figure 3.21: Comparison of the failure detection rates under no CFO and CFO=0.1 in SUI-3
channel with one ranging user.

3.3.5 Effect of CFO

We do not perform CFO estimation<in periodic ranging process for two reasons. First,
the carrier frequency should be accurate enough when doing periodic ranging. Second, the

following simulation shows that CFO has little effect on the performance of ranging.

In our system, the frequency offset value is within the range of [—0.1,0.1] of subcarrier
spacing, where the speed is 120 km/hr and the central frequency is 3.5 GHz. Figure 3.21
compares the failure detection rates under no CFO and CFO=0.1 in the case of one ranging
user. Figure 3.22 compares the RMSE under the same conditions. Further, Figure 3.23
compares the average detection rate in the case of three ranging users. Figure 3.24 compares
the RMSE. All simulations are done with the SUI-3 channel. Therefore, we ignore CFO

estimation since it improves the performance of ranging process little.
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in SUI-3 channel with one ranging user:
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Figure 3.23: Comparison of average detection rates under no CFO and CFO=0.1 in SUI-3

channel with three ranging users.
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Figure 3.24: Comparison of RMSE of timingloffset estimation under no CFO and CFO=0.1
in SUI-3 channel with three ranging users.

3.3.6 Missed Detection and False Alarin Penalty under Our Al-
gorithm

In the end of this section, we discuss the ‘missed detection and false Alarm penalty under
our algorithm. This provides another view of the performance. We consider two cases for

example.

For AWGN channel with 3 ranging users and SNR=3 dB, the average detection success

rate is 0.9535. We can calculate average required number of ranging transmissions:
1 x 0.9535 4+ 2 x (1 —0.9535) x 0.9535 + 3 x (1 — 0.9535)% x 0.9535 + ... = 1.0488. (3.43)

Therefore, average required number of retransmissions is 0.0488, where each retransmission
causes increased latency which is 5 ms in our system. On the other hand, the false alarm

rate is 0.002 here. The main false alarm penalty is wasted DL bandwidth but it is hard to
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quantify it.

Consider another case with worse channel condition. For SUI-3 channel with 3 ranging
users and SNR=5 dB, the average detection success rate is 0.7142. Thus the average required

number of ranging transmissions is
1 x0.7142 +2 x (1 —0.7142) x 0.7142 + 3 x (1 — 0.7142)% x 0.7142... = 1.4002.  (3.44)

Average required number of retransmissions is 0.4002. The false alarm rate is 0.054 now.

The performance is acceptable even under bad channel conditions.
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Chapter 4

DSP Implementation Environment

In this chapter, we introduce the DSP platform used in our implementation, which is a
Sundance’s product. In addition to hardware introduction, the software development tools

and code development techniques are also introduced.

4.1 DSP Implementation Platform

A typical DSP application using Sundance equipmrent is made up of a host personal computer
(PC) holding one or more “carrier boards; each supporting one or more processing elements

(DSPs, 1/O devices, or FPGAs) known as the Texas Instruments Module (TIM) [14].

In our DSP application, the carrier board (SMT310Q) plugs into a host PC using a PCI
slot and does not run any program; it simply holds the TIMs (SMT395), providing them

with power and a means of communicating with the rest of the world.

4.1.1 The Carrier Board (SMT310Q) [15]

The SMT310Q is a quad site module carrier developed to provide access to TIM modules
over the PCI bus running at 33 MHz with a 32-bit data bus. As shown in Figure 4.1, the

main connection to the half-length PCI bus is via the module’s global bus. A single ComPort

o8



HOST

A

H

Buffered External
JTAG connecior

JTAG In, Internal

JTAG Out, Internal

\'EZ-N GLOBAL BUS

Figure 4.1: The SMTBIOQ Carrler board (from [15]).

Mbyte of SRAM is mapped on to t_lge globar],—bus—and ;gan be accessed by the module as a

global resource or by the PCI bridge.." A33 volt supﬂly is available at the fixing pillars for

iEls

is also mapped to the PCI bus prov1d1ng support for apphcatlon boot and data transfer. 1

the module. This supply is taken from the PCI edge connector.

4.1.2 The Texas Instruments Module (SMT395)

The TIMs used in our implementation are Sundance’s SMT395, as shown in Figure 4.2. It is
based on the 1 GHz 64-bit TMS320C6416T fixed-point DSP, manufactured on 90 nm wafer
technology. The SMT395 is supported by the TT Code Composer Studio and 3L Diamond

RTOS (real-time operating system) to enable full multi-DSP systems with minimum efforts

by the programmers [15].

Some important features of the SM'T395 module are as follows.
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Figure 4.2: The SMT395 module (from [14]).
e 1 GHz TMS320C6416T fixed point DSP with 8000 MIPS peak DSP performance.

o Xilinx Virtex IT Pro FPGA XC2ViP30-6 in BE896 package.

e 256 Mbytes of SDORAM at 133 MHz == | -]

]
1

1
cle
ik

A - ]

e Two Sundance High-speed Bu"S"""(50‘MHZ‘,"1;OO MHZ or 200 MHz) ports at 32 bits width.

e Eight 2 Gbit/sec Rocket Serial Links (RSL) for inter-Module communication.
e Six common ports up to 20 MB per second for inter-DSP communication.
e 8 Mbytes flash ROM for configuration and booting.

e JTAG diagnostics port.

4.1.3 The DSP Chip [16]

The TMS320C6416T DSP is a fixed-point DSP in the TMS320C64x series of the TMS320C6000

DSP platform family. Tt is based on the VelociTI very-long-instruction-word (VLIW) archi-
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Figure 4.3: Functional block and CPU diagram of the DSP [17].

tecture developed by TI. The functional block and DSP core diagram of TMS320C64x series

is shown in Fig. 4.3.

The C6000 core CPU consists of 64 general-purpose 32-bits registers and eight function

units. Features of C6000 devices include the following:

e VLIW CPU with eight functional units, including two multipliers and six arithmetic

logic units:

— Executes up to eight instructions per cycle.

— Allows designers to develop highly effective RISC-like code for fast development

time.

e Efficient code execution on independent functional units:
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— Efficient C complier on DSP benchmark suite.

— Assembly optimizer for fast development and improved parallelization.

Instruction packing:

— Gives code size equivalence for eight instructions executed serially or in parallel.

— Reduces code size, program fetches, and power consumption.

Conditional execution of all instructions:

— Reduces costly branching.

— Increases parallelism for higher sustained performance.

8/16/32-bit data support, providing efficient memory support for a variety of applica-

tions.

40-bit arithmetic options addiextra precision for vocoders.

32 x 32-bit integer multiply with 32=.0r-64-bit result.

Central Processing Unit [17]

The C64x DSP core contains 64 32-bit general purpose registers, program fetch unit, instruc-
tion decode unit, two data paths each with four function units, control register, control logic,
advanced instruction packing, test unit, emulation logic and interrupt logic. The program
fetch, instruction fetch, and instruction decode units can arrange eight 32-bit instructions to

the eight function units every CPU clock cycle.

The processing of instructions occurs in each of the two data paths (A and B) shown
in Figure 4.3, each of which containing four functional units and one register file. The four

functional units are: one unit for multiplier operations (.M), one for arithmetic and logic
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operations (.L), one for branch, byte shifts, and arithmetic operations (.S), and one for linear
and circular address calculation to load and store with external memory operations (.D). The

details of the functional units are described in Table 4.1.

Each register file consists of 32 32-bit registers. Each of the four functional units reads
and writes directly within its own data path. That is, the functional units .L1, .S1, .M1,
.D1 can only write to register file A. The same condition occurs in register file B. However,
two cross-paths (1X and 2X) allow functional units from one data path to access a 32-bit
operand from the opposite-side register file. The cross path 1X allows data path A to read
their source from register file B. The cross path 2X allows data path B to read their source
from register file A. In the C64x, CPU pipelines data-cross-path accesses over multiple clock
cycles. This allows the same register to be used as a data-cross-path operand by multiple

functional units in the same execute packets
Memory Architecture and Peripherals

The C64x is a two-level cache-based architécture=1The level 1 cache is separated into program
and data spaces. The level 1 program‘eache (L1P).is a 128 Kbit direct mapped cache and
the level 1 data cache (L1D) is a 128 Kbit 2-way set-associative mapped cache. The level 2
(L2) memory consists of 8 Mbytes memory space for cache (up to 256 Kbytes) and unified

mapped memory.

The external memory interface (EMIF) provides interfaces for the DSP core and exter-
nal memory, such as synchronous-burst SRAM (SBSRAM), synchronous DRAM (SRAM),
SDRAM, FIFO and asynchronous memories (SRAM and EPROM). The EMIF also provides
64-bit-wide (EMIFA) and 16-bit-wide (EMIFB) memory read capability.

The C64x contains some peripherals such as enhanced direct-memory-access (EDMA),

host-port interface (HPI), PCI, three multichannel buffered serial ports (McBSPs), three
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Table 4.1: Functional Units and Operations Performed [18]

Parameter

Value

L unit(.L1, .L2)

32/40-bit arithmetic and compare operations
32-bit logical operations

Leftmost 1 or 0 counting for 32 bits
Normalization count for 32 and 40 bits

Byte shifts

Data packing/unpacking

5-bit constant generation

Dual 16-bit and Quad 8-bit arithmetic operations
Dual 16-bit and Quad 8-bit min/max operations

.S unit (.S1, .S2)

32-bit arithmetic operations

32/40-bit shifts and 32-bit bit-field operations

32-bit logical operations

Branches

Constant generation

Register transfers to/fromiscontrol register file (.52 only)
Byte shifts

Data packing/unpacking

Dual 16-bit and Quad 8-bit compare operations

Dual 16-bit and*Quad 8-bit saturated arithmetic operations

M unit (.M1, .M2)

16 x 16 multiply operations

16 x 32 multiply operations

Dual 16 x 16 and Quad 8 x 8 multiply operations
Dual 16 x 16 multiply with add/subtract operations
Quad 8 x 8 multiply with add operations

Bit expansion

Bit interleaving/de-interleaving

Variable shift operations

Rotation

Galois Field Multiply

.D unit (.D1, .D2)

32-bit add, subtract, linear and circular address calculation
Loads and stores with 5-bit constant offset

Loads and stores with 15-bit constant offset(.D2 only)
Loads and stores doubles words with 5-bit constant

Loads and store non-aligned words and double words

5-bit constant gengpation

32-bit logical operations




32-bit general-purpose timers and sixteen general-purpose 1/O pins. The EDMA controller
handles all data transfers between the level-two (L2) cache/memory and the peripheral
device. The C64x has 64 independent channels. The HPI is a 32-/16-bit wide parallel port
through which a host processor can directly access the CPUs memory space. The PCI port
supports connection of the DSP to a PCI host via the integrated PCI master/slave bus

interface.

4.2 Code Development Environment

In our study, we use the software development tool Code Composer Studio (CCS). The CCS
is a key element of the DSP software and development tools from Texas Instruments. The
tutorial [19] introduces the key features of CCS and the programmer’s guide [20] gives a
reference for programming TMS320C6000 DSP devices. A programmer needs to be familiar
with coding development flow and £CCS for-building a new project on the DSP platform

efficiently.

4.2.1 Code Composer Studie. [19]

Code Composer Studio is a Texas Instruments product. It provides the compiler, assembler,
and linker that we need to be able to generate programs that will execute on DSP TIMs.
It also provides software for debugging programs by watching and interacting with their

execution.
Some main features of the CCS are:
e Real-time analysis.
e Source code debugger common interface for both simulator and emulator targets:

— C/C++/assembly language support.
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— Simple breakpoints.
— Advanced watch window.

— Symbol browser.
e DSP/BIOS host tooling support (configure, real-time analysis and debug).
e Data transfer for real time data exchange between host and target.
e Profiler to understand code performance.
e DSP/BIOS support:

— Pre-emptive multi-threading.
— Interthread communication.
— Interupt handling.

e Chip Support Libraries (CSL) to simplify’ devicé configuration. CSL provides C-

program functions to configure and controlTon-chip peripherals.

e DSP libraries for optimum DSP functionality. The libraries include many C-callable,
assembly-optimized, general-purpose signal-processing and image/video processing rou-
tines. These routines are typically used in computationally intensive real-time appli-

cations where optimal execution speed is critical.

4.2.2 Code Development Flow [20]

The recommended code development flow involves utilizing the C6000 code generation tools
to aid in optimization rather than forcing the programmer to code by hand in assembly.
Hence the programmer may let the compiler do all the laborious work of instruction selection,

parallelizing, pipelining, and register allocation. This simplifies the maintenance of the code,
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as everything resides in a C framework that is simple to maintain, support, and upgrade.
Figure 4.4 illustrates the three phases in the code development flow. Because phase 3 is
usually too detailed and time consuming, most of the time we should not need to go into
phase 3 to write linear assembly code unless the software pipelining efficiency is too bad or

the resource allocation is too unbalanced.

4.3 Code Optimization

In this section, we describe several methods that can accelerate our code and reduce the
execution time on the C64x DSP. First, we introduce two techniques that can be used to

analyze the performance of specific code regions:

e Use the clock( ) and printf( ) functions in¢/C++ to time and display the performance
of specific code regions. Use the standsalone simulator (load6x) to run the code for

this purpose.

e Use the profile mode of the stand-alone“simulator. This can be done by compiling
the code with the -mg option and éxecuting load6x with the -g option. Then enable
the clock and use profile points and the RUN command in the CCS debugger to track
the number of CPU clock cycles consumed by a particular section of code. Use View

Statistics to view the number of cycles consumed.

Usually, we use the second technique above to analyze the C code performance. The
feedback of the optimization result can be obtained with the -mw option. It shows some
important results of the assembly optimizer for each code section. We take these results into

consideration in improving the computational speed of certain loops in our program.
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Figure 4.4: Code development flow for TT C6000 DSP (from [20]).
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4.3.1 Compiler Optimization Options [20]

In this subsection, we introduce the compiler options that control the operation of the
compiler. The CCS compiler offers high-level language support by transforming C/C++
code into more efficient assembly language source code. The compiler options can be used

to optimize the code size or the execution performance.

Some compiler options that are more important in our code development are:

e -00:

— Performs control-flow-graph simplification.
— Allocates variables to registers.
— Performs loop rotation.

Eliminates unused code.

— Simplifies expressions and statements.

— Expands calls to functions-declared inline:
e —0l. Performs all -00 optimization, and:

— Performs local copy/constant propagation.
— Removes unused assignments.

— Eliminates local common expressions.
e -02. Performs all -0l optimizations, and:

— Performs software pipelining.
— Performs loop optimizations.
— Eliminates global common subexpressions.
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— Eliminates global unused assignments.
— Converts array references in loops to incremented pointer form.

— Performs loop unrolling.

e -03. Performs all -02 optimizations, and:

— Removes all functions that are never called.
— Simplifies functions with return values that are never used.

Inline calls to small functions.

Reorders function declarations so that the attributes of called functions are known

when the caller is optimized.

— Propagates arguments into function bodies when all calls pass the same value in

the same argument positioii.

— Identifies file-level variable: characteristics.

e -k: Keep the assembly file to analyze the compiler feedback.

e -pm -op2: In the CCS compiler option, -pm and -op2 are combined into one option.

— -pm: Gives the compiler global access to the whole program or module and allows

it to be more aggressive in ruling out dependencies.

— -op2: Specifies that the module contains no functions or variables that are called
or modified from outside the source code provided to the compiler. This improves

variable analysis and allowed assumptions.

e -mw: Produce additional compiler feedback. This option has no performance or code

size impact.
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e -mi: Describes the interrupt threshold to the compiler. If the compiler knows that no
interrupts will occur in the code, it can avoid enabling and disabling interrupts before
and after software-pipelined loops for improvement in code size and performance. In
addition, there is potential for performance improvement where interrupt registers may

be utilized in high register pressure loops.

4.3.2 Software Pipelining [21]

Software pipelining is a technique used to schedule instructions from a loop so that multiple
iterations of the loop can be executed in parallel. Figure 4.5 illustrates a software pipelined
loop. The stages of the loop are represented by A, B, C, D and E. In this figure, a maximum
of five iterations of the loop can execute at one time. The shaded area represents the loop
kernel. In the loop kernel, all five stages execute in parallel. The area above the is known
as the pipelined loop prolog, and thevarea beloew-the kernel is known as the pipelined loop

epilog.
But under the conditions listed below, thelcompiler will not do software pipelining;:
o [f a register value lives too long, the code is not software-pipelined.

e If a loop has complex condition code within the body that requires more than five

condition registers, the loop is not software pipelined.

e A software-pipelined loop cannot contain function calls, including code that calls the

run-time support routines.

e In a sequence of nested loops, the innermost loop is the only one that can be software-

pipelined.

e If a loop contains conditional break, it is not software-pipelined.
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Figure 4.5: Software-pipelined loop (from [22]).

4.3.3 Loop Unrolling

Loop unrolling can be used to make programs more suitable for parallel processing. The
idea of loop unrolling is to save time by reducing the number of overhead instructions that
the computer has to execute in a loop, thus improving the cache hit rate and reducing
branching. To achieve this, the instructions,that are called in multiple iterations of the loop

are combined into a single iteration.
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Chapter 5

Fixed-Point DSP Implementation

We have introduced the ranging techniques for IEEE 802.16e OFDMA and the DSP im-
plementation environment. Now we consider the fixed-point implementation of the ranging

techniques on DSP in this chapter.

5.1 Fixed-Point Implementation

The contents of the first two paragraphs arestakenfrom [11].

It is convenient to employ floating-point computation to verify the performance of the
algorithm during algorithm development. But practical transceiver implementations nor-
mally use fixed-point computation for power, speed, and hardware cost reasons. The DSP
employed in this work, TT’'s TMS320C6416T, is also of the fixed-point category, which can
perform fixed-point computations more efficiently than floating-point ones. We consider
fixed-point DSP implementation in this work. In addition, we try to make the resulting

program run fast by making efficient use of the DSP’s features.

The C6416T CPU contains 8 parallel 32-bit function units, two of which are multipliers
and the remaining six can do a number of arithmetic, logic, and memory access operations.

There is also flexibility in arranging the data so that each function unit can do double 16-bit
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Figure 5.1: Fixed-point data formats used at different points in the ranging signal generator.

or quadruple 8-bit operations. Running at 1 GHz, the peak performance is 8000 MIPS. For
many transmission systems, 32-bit computations are an overkill and 8-bit computations do
not provide the necessary accuracy. This appears to be the case with the present system,
too. Hence we choose to use the 16-bit data type mostly, with careful selection of dynamic
range of the data at different points in the function chain. Simulation results confirm that
this is an appropriate choice. In fact, a TI document also suggests use of the short data type

(16-bit) for fixed-point multiplication inputs whenever possible [20].

The ranging system is one part of the ULisystem shown in Figure 3.1. Since the other
parts of the UL system employ ()5.10; we also usé @5.10 in most parts of the ranging system
except the last two parts in ranging signal system. We tise (6.9 in the norm and detection
and estimation blocks. The data fermats aré shown in Figs. 5.1 and 5.2 for the ranging
signal generator and receiver, respectively, Noetethat (Qz.y means there are x bits before the
binary points and y bits after. In every case, x + y = 15 because the sign takes one bit. We

discuss the details of some blocks of the ranging system in the following subsections.

5.1.1 PRBS Generator

We use a lookup table in the implementation of the PRBS generator. Aslong as UL_PermBase
does not change, we construct a table of initialization sequences and generate codes by table-
lookup method. That is, the table contains the initialization sequences of each code which is
144 bits long. So we only need to clock the PRBS generator 144 times on average to generate

a code. When UL_PermBase changes, we reconstruct the table.
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Figure 5.2: Fixed-point data formats used at different points in the ranging signal receiver.
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We further use an approach to generate each code with less complexity. More details are

given in a later section.

5.1.2 Norm and Detection and Estimation

For detection method 1, we need to calculate the average of two norms. This includes
a summation operation and we find that overflow may occur in some cases when we use

(25.10. Therefore, we employ (06.9 here.

5.2 DSP Optimization

In this section, we introduce some optimization techniques. Besides utilizing the compiler
options mentioned before, we tune the program for compiler to software-pipeline the loop
automatically. Moreover, we unroll the leop by 4 times to speed up some sections where
the compiler cannot software-pipelide. Fig. 5:3-is an example showing the unrolling of some
loops for ranging subcarrier selection and multiplicationfunction. Figures 5.4 and 5.5 are a
part of the assembly code for this furietion:* Figtiré 5.6 1S the corresponding software-pipeline
information. Some other optimizations such'as employing the TI C64x DSP library is shown

in the following subsections.

5.2.1 PRBS Generator

The PRBS generator is shown in Figure 2.6. In the following we discuss a straightforward

method and a more sophisticated method to generate a 144-bit code.

Straightforward Method

We denote the 15-bit initialization sequence as S;, where i is the index of clock cycles, as

S; = [9(0); S(1); ... S(14);]". (5.1)



vold Bngrz(Engcmd cmd, FIXED #*in,short #=c , FIXED *out)

{
int 1.k;
FIXED Tile Tah[35][68].1index[144] . .err phase r[l44].err phase i[144]:
FI¥ED s5.t:

For{k=0;k<1024;k++) out[k]=0;

for(s=cmd .ChOffset ;s{cmd .ChOffset+b;s++)
rx tile table(s.cmd.lULPermBase,Tile Tak[s]):

for (s=cmd.ChOffset; s{cmd .ChOffset+b s++)

forit=0;t<{6t++)

i
index[Z4% (s—cmd .ChOffeet)+4*t  ]=Tile Tah[s][t]:
index [Z4% (s—cmd .ChOffoet)+4*t+1]=Tile Tah[s][t]+1:
index [Z4% (s—cmd .ChOffoet)+4*t+2 ) =Tile Tah[s][t]+2:
index [Z24% (s—cmd .ChOffeet)+4*%t+3]=Tile Tah[s][t]+3:

for (k=0:;k<144:k+=4)

err phase rlk]=(in[index[k]]*z[k]):
err phase 1[k]=(in[l0Z4+index[k]]*c[k]);:
err_phase rik+l]=(in[indez[k+1]]*c[k+1]]:
err phase i[k+1]=(in[l024+index[k+1]]*c[k+1]);
err_phase r{k+Z]=(in[indez [k+2] J*#c[k+2]]):
err phase 1[k+2]=(in[l024+index [k+2] 1=z [k+2]);
(
(

err_phase r{k+3]=(in[indez [k+3] ]=*=c[k+3]]:
err phase 1[k+3]=(in[l024+index[k+3] ]*c[k+3]);

cut[index[k]]=err phase r[k]:
out[index[k]+1024]=err phase 1[k]:
out[indez[k+l]]=err phase r[k+1]:

cut [index [k+1]+1024 ] =err phase 1[k+1]:
cut[index [k+2] ] =err phase r[k+2]:
cut[index [k+2]+1024 | =err phase 1[k+2]:
cut[index [k+3] ] =err phase r[k+3]:
out[indexz[k+3]+1024 | =err phase 1[k+3]:

Figure 5.3: A part of C code for ranging subcarrier selection and multiplication function.
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O00E45220 01044359 MVE . L1 1,42

DO00E4944 OEDOOFDE | | OR.L2Z 0,820,817
DOOE49A8 D95018F1 || OR.D1¥ 0,820,418
DOOE49AC 01017429 || MVE .51 OxffEFE2eR, A3
DOOE49B0 02816822 || MVE .82 Ox02d0,B5
DO0E49E4 DOBBAZSY MVE . L1 2,41

DOOE49E8 OB1018F1 || OR.D1X 0,B4,822
DOOE49BC D33CA07B || ADD.L2 BS,SF,B6
0O00E49C0 D18006E9 | | MVEH. 21 Oxd0000,43
DO00E49C4 03800822 | | MVE .82 Ox01b0,E7
D00E49CE 00000929 MVE .51 Ox0012,40
DO00E49CC DE184058 || ADD.L2 2,B6,B16
0O00E49D0 DO0403E3 || MYC L 82 (SR, EO
DO00E49D4 029DEE42 | | ADD.D2 E7.8F,ES
000E49DE OBOC1FDE OR.L2¥ 0,43,H22
DO00E49DC DE981FDS | | OR.L1X 0,B6,417
DOOE49ED0 D301F82B || MVE .82 Ox03f0,B6
OO0E49E4 OFO3C9FZ | | BND . D2 -7 ,B0,B30
DOOE49ER 04944058 ADD.L2 2,B5,89
DOOE49EC DE99ES43 | | ADD.D2 B6,SF,B23
DOOE49F0 DA941FDS | | OR.L1X 0,B5,421
DOOE49F4 DOFAOZAZ || MYC L 82 E30,08R
DOO0E49F 8 L262:

DOOE49F6 91EF2A55 [1&1] STH.DITL A3, *+A2T[AZS]
DOOE49FC 92908406 || [lA1] LDH.D2TZ *+B4[B5],B5
DO0E4A00 92DC2207 [121] LDH.D2TZ *+B23[0x1].B5
DOOE4404 D1906C81 || MEY M1 A3,54, 43
DOOE4A08 BCDS1244 || [lA2] LDH.DITI *++321[0x8],A25
DOOE4A0C B45RCZAT [122] LDE.D2TZ *+B22[0x6].B8
DOOE4410 B1D4C244 || [lA2] LDH.DIT1 ®*+521[0x6] .43
D00E4414 9DSCEZDT [1&1] STH.D2TZ B26,*+0B23[0x7]
DOOFE4416 RB2D4E244 || [lA2] LDH.DIT1 ®*+521[0%7],A5
DO0E441C D30C1FDE OR.L2¥ 0,43, B6
DO0FE4420 9FC46245 || [lA1] LDH.DIT1 ®+417[0x3],431
DO00F4424 B3582246 || [!A2] LDB.D2TZ *+B22[0x1].B6
DO0E4428 03949081 MEY  M13 #4,B5,47
DO00E442C 93EE2A55 || [la1] STH.DITI A7, *+A26[A25]
DO0E4430 BE244206 || [lA2] LDH.D2TZ *+B9[0x2],B30
DO0E4434 RB24B2245 [122] LDH.DIT1 ®+A16[A25],44
DOOE44368 B9242206 || [lA2] LDH.D2TZ *+B9[0x1],B18
DO0E443C 936D0ASS [1a1] STH.DITIL A6, *+A27 [AB]
DO00F4440 93406206 || [l&1] STH.D2TZ B6,*+B16[0x3]
DO00E4444 BICBEA4S [122] LDH.DIT1 ®+A18[A3],43
DO0E4A45 BDDBE2AG || [la2] LDB.D2T2 *+B22[0x3],.B27
DO0E424C B2SE2A45 [1&7] LDH.DIT1 *+A22 [B25] A4
DO0E4ASD B3DBAZAG || [lAa2] LDB.D2T2 *+B22[0x5].B7
DO0E4A54 B34BAA4S [1&7] LDH.DIT1 *+A16[A5] A6
DO0E4ASH B3SBE2AG || [la2] LDB.D2T2 *+B22[0x7].B6
DO0E4A5C B2SREA45 [122] LDH.DIT1 *+422 [A7] 44
DO0E4A60 020C9C081 || MPY  M1¥ 24,B19,45
D00E4AG4 BOC4EACHE || [lA2] LDH.D2T2 *+B17[B7].B19
DO0E4A68 BIDBAA4S [127] LDH.DIT1 *+322 [A5] A7
DO0E4AGC B290EACT || [lA2] LDH.D2T2 *+B4[B7].E5
DO0E4A70 OCO28C0E2 || MEY M2 B20.B6,B25

Figure 5.4: A part of the assembly code for ranging subcarrier selection and multiplication
function (1/2). 78



O00E4A7 4
O00E4A7S
O00E4A7C
O00E4A80
O00E4A54
O00E4A5E
O00E4ABC
O00E4A90
O00E4294
O00E4A98
O00E4A9C
O00E4AA0
O00E4Rk24
O00E4AAG
O00E4AAC
O00E4ABO
O00E4AB4
O00E4ABG
O00E4ABC
O00E4ACO
OO00E4AC4
O00E4ACH
O00E4ACC
O00E4ADO
O00E4AD4
O00E4ADS
O00E4ADC
O00E4AED
O00E4AE4
O00E4AES
O00E4AEC
O00E4AFD
O00E4AF 4
O00E4AFG
OO00E4AFC
O00E4BOO
O00E4BO4
O00E4BOG
O00E4BOC
O00E4B10
O00E4B14
O00E4B16
O00E4B1C
O00E4BZ0
O00E4BZ4
O00E4BZ3
OO00E4BZC
O00E4E30
O00E4E354
O00E4E33
O00E4B3C
O00E4E40
O00E4E44
OO00E4E483

QC5CC2C7
92445245
01a07C81
0A1AACH2
92044045
B413CACH
92E90A57
93DCE2D5
0Aa927CE2
99508207
B4Dd4245
OE111CE2
945CE2C7
4542244
B3824AC7
2051254
AEBDZASS
Be9CE4AC7
0318DCH1
opicpesz
AEE92A55
BASB42A7
OFEDOCE2
AFEFCASS
031E6CB3
09A512CH
B1C4C255
BA4112D7
0Z28CACH2
QEERCAST
B1C7CACd
926E0ASS
B34082D6
BB546245
03526CE3
03A452CH
99DCAZCT
B1C40244
B344E255
DACEBACH
BC44a245
02eC7CH1
0A12BACH
99BA0ALT
BZ2588245
O950ECEZ
9CBEBALS
BADD1Z2DA
99EABALT
B3DC02CH
O95901FDA
B3442245
BFDCBZDA
B95C42D7

LDH.DZT2
LDH.D1IT1
MPY . M1
MPY . M2

LDH.DIT1
LDH.DZT2
STH.DITZ2
STH.DZT1I
MPY . MEH
LDH.DZT2
LDH.DIT1
MPY . MEH
LDH.DZT2
LDH.DIT1
LDH.DZT2
STH.DITI
STH.DITI
LDH.DZT2
MPY . M1
MPY . MEH
STH.DITI
LDE.D2T2
MPY . M2

STH.DITI
MPY . M2

LDH.DZT2
STH.DITI
STH.DZT2
MPY . M2

STH.DITZ2
LDH.DZT1
STH.DITI
STH.DZ2T2
LDH.DIT1
MPY . M2

LDH.DZT2
LDH.DZT2
LDH.DIT1
STH.DITI
LDH.DZT2
LDH.D1IT1
MPY . M1
LDH.DZT2
STH.DITZ
LDBE.DZT1
MPY . M2

STH.DIT1
STH.DZTZ
STH.DITZ
LDH.DZT1
ORE.L2¥

LDH.DIT1
STH.DZTZ
STH.DZTZ

*+HB23[0x6].B24
*+A817[0x4] 24
A3,BB.A3
BZ21.BhR,B20
*-A721[0%2] &5
*+HB4[B30] .BB
BS, *+A7A 48]
A7 ®x+B23[0x4]
B19.44,B21
*+HB23[0x4].B18
*+A521[0%2] A9
Bf.,24,.B28
*+HB23[0%7] B8
*+A821[0%1] &8
*+HB4[B18] .B7
BE x++B17[0x8]
B2B =B ZT[B9]
*+RB17[B1B].B19
Bb.BhR.BA
Bh, &7 .BZ6

B29 = 4+BF R [A9]
*+RB22[0x2].B20
BB.B27.B31

A1 =4+RZT7[A30]
B19.B7.Hk
*++H9[0xB].B19
B3, x+217 [0xh]
B20.*=++B16[0x8]
B5,.B7.B5

B29 . *=+826 [A30]
*+B17[B30] &3
B4, x+227 [A1R]
Bh,.*+B16[0xz4]
*+521[0x4] . A16
B19.B20.B6
*+HB9[0x4] .B7
*+HB23[0x5].B18
*+A817[0x0] A3
BB, ®+217 [0x7]
*+RB17[B19].B21
*+A17[0x5] .24
A3,B27 . 44
*+B4[B19] .B20
Blo,*=+AZ0[A16]
*+B27 [Dx4] A4
B7.B20,B18

A24 = E2T[A20]
BZ21l.*=++B23[0x8]
Bl9,*=+A76 [A20]
*+B23[0x0] A7
0,44,B19

*+817 [0xl] AR
B3l.*=+B23[0x3]
Bla,*+B23[0x2]

Figure 5.5: A part of the assembly code for ranging subcarrier selection and multiplication

function (2/2).
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3% SOFTWARE PIPELINE INFORHMATIOHN

9k Loop source line - 382

1% Loop opening brace source line : 383

1% Loop closing brace source line - 3211

1% Known Hinimum Trip Count : 36

1% Known Haximum Trip Count : 36

9k Known HMHax Trip Count Factor : 36

9k Loop Carried Dependency Bound{™) : 14

1% Unpartitioned Resource Bound - 28

1% Partitioned Resource Bound(=) - 28

1% Resource Partition:

1% A-side B-side

1% .L units 5} a

1% .5 units 1 a

1% . units 20= 20=

1% .M units 3 g

iE -& cross paths 3 2

iE -T address paths 20 20+«

iE Long read paths 5 a

4 Long write paths 8 ]

1% Logical ops (.LS) 5} a (.L or .5 unit)
1% Addition ops (.L3D) 5} 1 (.L or .5 or .D unit)
9k Bound{.L .5 .L%} 1 a

T Bound{.L .5 .D .LS .LSD) 7 7

;*

4 Searching for software pipeline schedule at ...

4 ii = 28 Schedule found with 2 iterations in parallel
9k Done

;*

iE Epilog not removed

iE Collapsed epilog stages : 8

iE Collapsed prolog stages =

4 Hinimum required memory pad : @ bytes

;*

4 For further improvement on this loop, try option -mh8
;*

4 Minimum safe trip count o

e *

Figure 5.6: Software-pipeline information for ranging subcarrier selection and multiplication
function.
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Then we have

Modified Method 1

for(k=0;k=144 k+4)

[
clkl=(s[0]4+s[314s[a]45[14] 081 ;
for(i=0;j<15;i4++)
s[15-7]=5[14-j];
s[0]=c[k];

Figure 5.7: C code for the straightforward method.

[100100100000001
100000000000000
010000000000000
001000000000000
000100000000000
000010000000000
000001000000000
000000100000000
00000.00:20000000
00000000106,00000
0:00000000100000
000000000010000
0000000000041000
0.0.00:00:66-:0 000100

| 0060000000000010 |

Si—i—l == A . SZ

code is shown in Figure 5.7. It needs 432 additions, 144 ands and 2304 moves.

simply an exclusive-OR operation.

81

(5.3)

We generate a code by clocking the PRBS generator 144 times. The corresponding c

An alternative approach similar to the lookahead methods mentioned in [23] and [24] is

precalculating A'2. Note that in the matrix multiplication here, the bit-wise addition is



(010001101001100
001000110100110
000100011010011
110000011101001
101010011110100
010101001111010
001010100111101

A? = [110111000011110 |. (5.4)

011011100001111

111111100000111

101101100000011

100100100000001

100000000000000

010000000000000

| 001000000000000

Then we have
Si_|_12 = A12 .. Sz (55)

A code is generated by clocking=12 times.“The. for-loop now has 12 iterations only. The
corresponding C code is shown in Figure 5.8. It needs 912 additions, 144 ands and 324

moves.
Modified Method 2

We find that the above modified method does not improve the latency. So, we precalculate

AS here rather than Ajs.
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for (k=0;k<144 k4=12)
[

clk4ll]=(s[L]4s[5]4s[B]+s[B14s[ 11 ]+s[12]0&]L;
clk+l0]=(s[2]4s[0]4s[Fl+s[P]+s[12]4s[13]0&1;
clk49]=(s[3]45[T]+s[B]+s[10]+s[13]4s[ 14 ]0&l;
clk4B]=(s[0]4s[1]+s[T]4s[Bl+s[9]+s[11]4s[ 14 &L ;
clk47]=(s[0)4s[2]4s[d]4s[F1+s[B14s[9]+s[10]+5[12] &1
clb4B]=(s[ 11453145 5]4s[BT+s[9]4s[10]4s[ 114513 ] &L,
clk45]=(s[2]4s[d]+s[0]4s[F]4+s[10]4s[ 11 J4s[12]45[14] 081 ;
clh4d]=(s[0]45[1]4s[3]4s[A]+5[S]4s[10]+s[11]4s[12]4s[13]0&1;
clhk43]=(s[1]+s[2]4s[d]4s[S)+s[0]+s[11]4+s[12]+s[13]4s[14] &,
c[k+2]=(5[ﬂ]+5[1]+5[2]+5[3]+5[4]+5[5]+5[6]+5[12]+5[13]+5[14]j&l
c[k+1]=[5[D]+5[2]+5[3]+5[5]+5[6]+5[13]+5[14])&l
clkl=(s[0]4s[3]4s[a]+s[14] )&l

s[12]=s[0];

s[13]=s[1];

s[14]=5[2];

for (j=0;1<12;1+4)

s[11-i]=c[k+i];

Figure 5.8: The ¢ code for modified method 1.

(0010101001 1°1101 ]
110L11000011110
0L1"0:1 1100001111
117411100000111
101101100000011
10010010000000 1
100000000000000

A = [ 010000000000000 |. (5.6)

001000000000000

000100000000000

000010000000000

000001000000000

000000100000000

000000010000000

1 000000001000000 |

Then we have
Si+6 - A6 : Sz (57)
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for (k=0;k=144;k+=8)
[

[ID] s[4

clk+5)=(s[2]4s[d]4s[0]+s[9]+s[10]4s[ 11 ]+s[12]+s[14] k&l ;
clh+d1=(s[0]4s[1]4s[314s[4 4551451004511 ]4s[12]4s[13]0&];
clhk4+3)=(s[ 114521454 14s[ S5 4s[a]4s[ 11145 [12]45[ 13 4s[ 140l ;
clk+2]=(s[0]+s[1]+s[2]4s[3]+s[a]45(5]4s[B]+s[12]45[13]4s[14] )&l ;
clk+l]=(s[0]+s[2]+s[3]4s[5]+s[A]+s[13]4s[14] &1 ;
c[kl=(s[D]+s[3]+s[B]4s[1d] &1 ;
s[12]=5(6];
i[13]=5[7];
s[14]=5[8];
s[6]=s[0];
s[7]=s[1];
i[B]=s[2];
i[9]=s[3];
ik
2l

for (j=0;j<f;j+4)
s[5-7]=c[k+il;

Figure 5.9: C code for the modified method 2.

A code is generated by clocking®24times.. The for-loop now has 24 iterations. The
corresponding C code is shown in-Figure 5.9: It needs 984 additions, 144 ands and 504

moves.

CCS Cycles Comparison

The following shows the cycles comparison. We use the TT Code Composer Studio (CCS)
to simulate the execution cycles. Interestingly, modified method 1 does not outperform
the straightforward method. But modified method 2 achieves 54.3% reduction of cycles.

Therefore, we employ modified method 2 in our implementation.

5.2.2 IFFT and FFT

The DSPLIB contains FFT functions employing 32 x 32-bit and 16 x16-bit multiplications.

The former has higher computational complexity. We resolve to use the latter.
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Table 5.1: Code Size and Execution Cycles of PRBS Generation of A Code

Code size
Method (Bytes) Clock cycles
Straightforward method 1920 2888
Modified method 1 2368 2943
Modified method 2 2496 1321

The function DSP_fft16x16r () computes a complex forward mixed radix FFT with scal-
ing, rounding and digit reversal. The input data z[] and the coefficients w[| are arrays of
complex numbers, with the numbers stored in interleaved 16-bit real and imaginary parts.
The output data are returned in a separate array y[] in normal order, also complex with
interleaved 16-bit real and imaginary parts. The code uses a special ordering of FFT coeffi-
cients (also called twiddle factors). These twiddle'factors are generated by using the function

tw_fft16x16() provided by TI.

5.2.3 Fixed-Point Simulation' Results

We present some simulation results in this section. All simulation parameters and environ-
ments are similar to those in Section 3.3, but here we have fixed-point implementation. For
comparison, floating-point simulation results are also presented together with the fixed-point

results.

Figures 5.10, 5.11 and 5.12 show the total failure rate, missed detection rate and false
alarm rate of ranging code detection with detection method 1 and method 2 in AWGN
channel. We can see that method 1 obviously has better performance than method 2,

especially at low SNR.

Figure 5.13 shows the average successful detection rate of each user, which is always very

close to 1 here. Figure 5.14 depicts the average root mean square error (RMSE) of timing
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Ranging failure rate (floating—point vs. fixed—point) (AWGN,1 user)

0.16 T T T T
—— ranging failure rate, method 1 (fixed—point, Q6.9)
O - ranging failure rate, method 1 (floating—point)
0.14 i
0.12 b

o
[

Ranging failure rate
o o
o o
[} [e5]

0.04 i
0.02 i
0 g - S -
5 10 15 20 25
SNR (dB)

Figure 5.10: Ranging failure rate of metliod 1 iirt AWGN channel with one ranging user.

|

!
A%
E(S

ranging failurérate (floating—point Vs. fixed—poiri) (AWGN, 2 users)

0.3 T = T % T
——— ranging failure rate, method 1 (fixed—point, Q6.9)
¥ O - ranging failure rate, method 1 (floating—point)
0.25F R i 1
0.2 R

0.15

ranging failure rate

0.1

0.05

O R . SR
0 5 10 15 20 25
SNR (dB)

Figure 5.11: Ranging failure rate of method 1 in AWGN channel with two ranging users.
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ranging failure rate (floating—point vs. fixed—point) (AWGN,3 users)

—— ranging failure rate, method 1 (fixed—point, Q6.9)\4
O -+ ranging failure rate, method 1 (floating—point)

o
©

ranging failure rate
o o o o I o
w B [6;] (2] ~ [e¢]

©
[N}

o
e

o

20 25
SNR (dB)

Figure 5.12: Ranging failure rate of method 1'ite AWGN channel with three ranging users.

offset estimation. We see that the estimationris perfect-as long as SNR is larger than 5dB.

The total failure rate, missed detection rate and false alarm rate of ranging code detection
with detection method 1 and method?2:in the SUI<3°channel are depicted in Figures 5.15,

5.16 and 5.17.

Figure 5.18 shows the average successful detection rate of each user. Note that the prod-
uct of all users’ detection failure rate is the missed detection rate since the transmission of
each user is independent. Figure 5.19 depicts the average RMSE of timing offset estimation.

The RMSE are roughly between 1.9 and 3 samples over the range of SNR values considered.

We can see that the fixed-point simulation results are all very close to those of floating-

point simulation.
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Average detection rate per user (AWGN, method 1)

1 b2 i
—©6— 1 user (fixed—point, Q6.9)
0.95 + 2 users (ﬁxed—po?nt, Q6.9)(
~—— 3 users (fixed—point, Q6.9)
4/ x - 1 user (floating—point)
0.9 i% o + - 2 user (floating—point)
5 VI 7 3 user (floating—point)
S 0.85F 7
9]
o
o 08 7
g
j e
2 0.75 b
o
Q
@
T 07 7
(]
[=)
I
% 0.65 : : B
0.6 7
0.55 T
0.5 Il Il Il Il Il
0 5 10 15 20 25
SNR (dB)

Figure 5.13: Average success ratgo’f'éach user with method 1 in AWGN channel.

RMSE (fixed—point vs.'ﬂbating—point)::AWGN
2 |

3 1 || e - T
1 ‘ L | —©— 1 user (fixed-point, Q6.9)
X - Con L=l s | —8— 2 user (fixed—point, Q6.9)
g ’ —4— 3 user (fixed—point, Q6.9)
251 x - 1 user (floating—point)
1 + - 2 user (floating—point)
H 7 3 user (floating—point)
M
oF i

o

RMSE (samples)
P
[$2]

0.5

"0 5 10 5
SNR (dB)

Figure 5.14: RMSE of timing offset estimation in AWGN channel.
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ranging failure rate (floating—point vs. fixed—point) (SUI-3,1 user)

0.13 T T T T T T T T T T
——— ranging failure rate, method 1 (fixed—point, Q6.9)
O - ranging failure rate, method 1 (floating—point)
0.12 i
0.11f b

ranging failure rate
o
=

0.09

0.08 b
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Figure 5.15: Ranging failure rate of m‘ethod 1‘ in SUI-3 channel with one ranging user.
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Figure 5.16: Ranging failure rate of method 1 in SUI-3 channel with two ranging users.

89



ranging failure rate

Figure 5.17: Ranging failure rate of méthl)d 1 1n “‘SU.‘LS channel with three ranging users.
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Figure 5.18: Average success rate of each user with method 1 in SUI-3 channel.
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Figure 5.19: RMSE of timing offsetsestimation in SUI-3 channel.

5.3 DSP Optimization Results

In our system, the clock frequency of DSPis'1:GHz ‘and one frame duration is 5 ms with
FFT size equal to 1024 and bandwidth equalto 10 MHz. Therefore, the available execution

clock cycles are 5,000,000 per UL subframe.

Table 5.2 shows the number of clock cycles for each function used in the ranging process,
where “load” gives the fraction of a DSP’s real-time computing power. Note that in pro-
gramming terms, an “optimized” program does not mean that a program has been made
ultimately efficient without any possibility of further improvement. It merely means that
suitable programming techniques have been used in writing the program to make it rea-
sonably efficient compared to one without using such techniques. For comparison, we show

clock cycles for both detection method 1 and method 2 here.

Note that method 1 and method 2 only differ in the detection and estimation function.
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Table 5.2: DSP Optimization Results

DSP Computational
Load
Function Ave. Clock Cycles (1 UL subframe / 5ms)
method 1 | method 2 | method 1 | method 2
) ) PRBS generator
Ranging Signal | pgK modulation 2076
Generator Framing 3547
Total Rng Tx 6357 0.00127
PRBS generator
BPSK modulation 2882
Ranging Signal Multiplication 4836
Receiver IFFT 12190
Norm 1241
Detection and estimation 16459 12206
Total Rng_Rx 43315 38691 0.00866 \ 0.00774

Since the operation in the ranging signal generator.is simple, it needs only 0.00127 DSP

chips’ processing power to generate.one ranging signal,

The task in the ranging signal-receiver-is-meore complex. The total requirement for
ranging signal reception using method 1 is.0.00866:DSP chips’ processing power, while that
for reception using method 2 is 0.00774 DSP chips’ processing power. Note that this is
required power to process one possible ranging code. Since we need to cope with all possible
M codes, the processing power for overall ranging signal reception are 0.00866 x M and

0.00774 x M respectively for method 1 and method 2.

The processing power for method 1 is 11.95% more than that for method 2. However, we
have observed that method 1 significantly outperforms method 2 in performance. Therefore,
method 1 is a better choice. Note that we only analyze the performance of method 2 because

the analysis of method 1 is much more complex.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we first presented the ranging techniques for IEEE 802.16e OFDMA PHY,
analyzed and verified them by floating-point simulation. Second, we modified them to fixed-
point version and compare the difference of performance between floating-point and fixed-

point versions. Finally, we implemented them on TT’s digital signal processor.

We mainly discussed the periodic ranging-process- and presented several analysis and
simulations. We employ the frequency domain téception algorithm because it is less complex.
We find that the frequency offset which was within the range of [-0.1,0.1] did not cause an
effect on the performance in evidence. Thus, we ignore the estimation of frequency offset
and focus on the tasks of ranging code detection and timing offset estimation. We provide
some simple analysis of our algorithm. The nonzero cross-correlation values of ranging codes
had some effect on the analysis and we took them into account. Then, we considered two
code detection methods [6], did some floating-point simulation and concluded that method-1
is a better choice. In addition, we discussed the costs of missed detection and false alarm
and used them to determine the detection thresholds. Under our algorithm and detection

thresholds, the average required numbers of ranging retransmission are 0.0488 and 0.4002
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for AWGN channel with 3 ranging users and SNR=3 dB and SUI-3 channel with 3 ranging
users and SNR=5 dB, respectively. Each retransmission causes increased latency which is 5

ms in our system.

Finally, we modified the program to fixed-point version. Simulation results showed that
all curves of fixed-point simulations are very close to that of floating-point simulations. Then
we employed some optimization techniques to accelerate functions of ranging as fast as we
can. Finally, some clock cycles simulation results were provided to show that the ranging

task can achieve real-time requirements.

6.2 Future Work

There are several possible extension for our study:

In this thesis, we only discussed periodi¢ ranging: It is possible to includes bandwidth

request and handover ranging-into our study-

e We only provided analysis of sutcessful detection rate of the algorithm. Some analysis

of the performance of timing offset estimation can also be considered.

e The analysis were done for single-user case. More complex analysis in multi-user case

can be further considered.

e Analysis of detection method 1.

e Design of better ranging methods.

e Try to develop frequency offset estimation algorithms. It may improve the ranging

performance although the improvement is small.
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