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Abstract

In high mobility scenarios, orthogonal frequency division multiplexing (OFDM)
systems experience temporal channel variations within one symbol time to a degree re-
sulting in that the orthogonality among subcarriers is destroyed by inter-carrier interfer-
ence (ICI) and significant performance degradation may follow, if ICI is left untreated.
This dissertation is concerned with-the challenging problems caused by high mobility
to advanced mobile communication systems that adopt erthogonal frequency-division
multiple access (OFDMA) technologies ‘where standard specifications and concerns
about complexity demand low-cost methods with deployment readiness and decent
performance. In this dissertation, comprehensive frameworks are provided to develop

effective approaches for dealing with time-varying channels.

To fully understand the problems that fast channel variations may cause to OFDMA
systems, fundamental properties and modeling issues of doubly selective fading chan-
nels are studied. A simple ICI indicator is devised to show the relative severity of
ICT on subcarriers in OFDMA symbols, paving the way for efficient ICI cancellation
strategies. Furthermore, a thorough analysis of the ICI indicator is provided to reveal
the reasons why it works. It is shown that its probability density function (PDF) is
determined by the moving speed meanwhile is insensitive to other factors such as chan-
nel power delay profiles and Doppler power spectra. As a result, the applicability of
it to indicate channel variations is quite wide-range. Some possible applications of the
ICI indicator are also discussed; in particular, its PDF provides valuable information,

such as the maximum Doppler spread or the channel fading rate.

Equipped with the understanding of mechanism of ICI generation, two approaches

to deal with the ICI issue are developed. In the first approach, with the help of

v



the ICI indicator, a per-subcarrier adaptive (PSA) framework which can work with a
variety of existing ICI cancellation methods is proposed to greatly reduce computational
complexity while maintaining performance. Novel zero forcing (ZF) and minimum
mean-square error (MMSE) equalizers based on PSA processing and perturbation-
based (PB) approximation are introduced. The proposed equalizers strike a good
balance between performance and implementation cost (up to 80 % savings); therefore

they are especially suitable for OFDMA downlink receivers.

The other approach to the ICI issue is, knowing it is a result of channel variation, to
recognize the possibility of using it to gain diversity. Bit-interleaved coded modulation
with OFDM (BICM-OFDM) is an attractive approach to achieve time and frequency
diversity. Remarkable diversity gain can be obtained when the channel is doubly se-
lective fading. In this dissertation, the asymptotic diversity orders of BICM-OFDM
systems in doubly selective fading channels for both single-input-single-output (SISO)
and multiple-input-multiple-output. (MIMO) cases.are derived. In addition, the system
bit-error rate (BER) behavior in practical situations with moderate signal-to-noise ra-
tios (SNRs) is also investigated. In-the SISO-case, the diversity order depends on the
rank of the channel correlation matrix. Therefore, the channel variations induced by
fast fading contributes to improving diversity. In the MIMO case, the diversity order

can be further increased when factorslike cyclic delays or phase rolls are introduced.

For both approaches, ample sitnulation evidences are provided to verify theoretical
analysis and performance claims. Possible directions on related topics are also outlined

for further exploration.
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Chapter 1 Background and Motivation

As mobile data traffic is exploding, many advances in the physical layer of mobile
wireless communications have seen successful deployment in the last two decades. The
data rate of the second generation (2G) digital wireless systems, e.g., Global System for
Mobile Communications (GSM), is about 200 k bits-per-second (bps) and for which
only the voice service is suitable. In the late 1990s, various standards have been
proposed for 3G systems and the data rate is increased up to several Mbps. As wireless
multimedia services become popular, the global data traffic has been doubling each year
during the last few years and the 4G wireless standards such as IEEE’s 802.16 family
and the Long Term Evolution (LTE) by Third-Generation Partnership Project (3GPP)
target to support hundreds of Mbps.- To promote these standards, recently, a high
mobility feature has been introduced to enable mobile broadband services at vehicular
speeds up to 350 km/h and even 500 km/h; e.g.,in high.speed railways. However, the
higher mobility the operating environment has,the larger Doppler frequency spread,
which needs to be coped with, is introduced. In short, wireless communication faces the
ever-increasing demand for higher data rates with more efficient spectrum usage while
maintaining good quality of service in high motion speeds. Two transmission techniques
that are very popular in that regard are bit-interleaved coded modulation (BICM) and
orthogonal frequency-division multiplexing (OFDM). BICM counters fading channels
by spreading codeword bits in time so as to exploit the time diversity available in the
time-varying channel response [2,3], whereas OFDM claims high bandwidth efficiency

and simplicity in receiver design.

Since OFDM has been recognized as an effective technique for high data rate com-

munications and is robust to multipath delay spread (or frequency selectivity equiv-



alently) [4-6], advanced wireless standards such as worldwide interoperability for mi-
crowave access (WiMAX) and LTE both adopt orthogonal frequency-division multiple
access (OFDMA) as their modulation schemes. High spectral efficiency in such systems
is achieved by tightly squeezing subcarriers into a limited bandwidth [7]. This in turn
implies that, when operating in a high-mobility scenario, for example on a high-speed
vehicle, the channel exhibits fast fading and the signal experiences channel variation
within one OFDMA symbol. This kind of channel is classified as doubly (time and
frequency) selective fading channels. Consequently, the channel frequency response
(CFR) matrix in the transmission model is no longer diagonal, and off-diagonal terms
contribute to severe intercarrier interference (ICI) [8,9]. In other words, the orthogo-
nality between subcarriers is destroyed. As a result; a serious performance degradation

may ensue if ICI is left untreated [10,11].

In this dissertation, we-consider the performance of BICM-OFDM systems over
doubly-selective fading channels. As Fig. 1.1 shows, the receiver under consideration
consists of inner and outer parts whereas.the inner receiver is mainly for the com-
pensating the impairments caused by the channel and demodulation while the outer
receiver is responsible for channel-decoding. For the inner receiver, we focus on the ICI
problem since it greatly affects the error rate performance. Furthermore, the methods
for dealing with ICI is not limited to BICM-OFDM systems but for all OFDM-based
systems. For the outer receiver, it is interesting to exploit the benefits provides by the

time-varying characteristics for the BICM-OFDM systems.
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Figure 1.1: Block diagram of a BICM-OFDM system.

1.1 ICI Cancellation for OFDM-Based Systems

One approach to the ICI issue is to cancel it. ICI cancellation for OFDM/OFDMA
systems in doubly selective fading ¢hannels has been an active research topic for many
years. Well-known methods abound (please see [8-23] and references therein). Due
to protocol constraints of industrial standards and implementation issues, linear ICI
equalizations in the frequency domain is of particular interest and zero forcing (ZF)
or minimum mean-square error (MMSE) ICI equalizers are proposed in [10,12,13,16].
For these methods, the major computational cost comes from matrix inversion. A
common means to reduce the cost is to approximate the non-diagonal CFR matrix
with a banded matrix in which all but few elements on selected 2Q) + 1 diagonals are
set to zero [9,10,12,16,23]. With the banded structure, simpler matrix inversions are
used to calculate MMSE or ZF ICI equalizer coefficients. A rule of thumb in choosing
the bandwidth parameter @ is Q > [fp/Af| + 1, where fp is the maximum Doppler
frequency and Af denotes the subcarrier spacing [9,16]. According to the rule, the

choice of ) will be the same for a wide range of maximum Doppler frequency, for



example, in WIMAX @ = 2 for vehicle speeds at 60, 350, and 500 km/h. However, the
BER performance can degrade severely when () is not large enough. On the other hand,
a large Q may only yield slight performance gain yet induce high complexity. Other
than computational cost, features specified in advanced systems that were derived
from mobile WIMAX (IEEE 802.16¢) [7] and LTE can also impose serious difficulties
on engineering development which will be discussed in detail later. Therefore, there
is a strong motivation to seek possible improvement on conventional ICI equalizers to

strike a right balance between performance and implementation complexity.

Based on empirical observations, we found that each subcarrier faces very different
ICT situations and thus, there is no uniformsband structure in the CFR matrix, i.e., fixed
@ for every subcarrier. We introduce an useful measure called ICI indicator that can be
used to indicate the relative‘degree of ¢hannel variation(or equivalently the ICI level)
on individual subcarriers [24,25]. With the proposed ICI indicator, appropriate Q’s
can be chosen for each subcarrier that also motivates to use different ICI cancellation
strategies on different subcarriersiaccording to-the ICI situation (called per-subcarrier
adaptive (PSA) ICI cancellation framework), say, simple ICI cancellation for subcar-
riers experiencing mild ICI and heavy ICI cancellation for severe ICI. Moreover, as
for the standard’s constraints and implementation readiness, the perturbation-based
(PB) linear ICI equalizers that can be realized as finite-impulse response (FIR) filters
are proposed. A much better trade-off between BER performance and computational

complexity (up to 80 % savings) can be achieved.

We also provide a thorough analysis of the ICI indicator to reveal why it works
and consider some possible applications. Collectively, the probability density func-
tion (PDF) of the ICI indicator provides valuable information, such as the maximum

Doppler spread or the channel fading rate. Statistical analysis shows that its PDF



is only determined by the moving speed in the channel model, and is insensitive to
channel power delay profiles and Doppler power spectra. Therefore, this indicator is

applicable in a wide range of situations of interests.

1.2 BICM-OFDM over Doubly Selective Fading Chan-

nels

Another approach to the ICI issue is, knowing it is a result of channel variation, to
recognize the possibility of using it to gain diversity. Wireless communications face
fading channels and robust data.reception-is always challenging. One of the most
effective fading countermeasures is using the diversity techniques to exploit available
diversity gain offered by the channel. By introducing a-bit interleaving between the
channel encoder and mapper, BICM was first proposed by Zehavi in [26] and then
comprehensively investigated by Caire et al. [2]. A further development, BICM with
iterative decoding (BICM-ID), is proposed by Li et al. [3]. The diversity order of
BICM in flat fading channels is found to be the minimum number of distinct bits in
two different code sequences and can be very high in a properly design BICM system.
A lot of literatures about BICM deal with the flat fading channels; therefore, only
temporal diversity is utilized. For the purpose to exploit frequency diversity as well,
the combination of OFDM and BICM, called BICM-OFDM, over frequency selective
fading channels is an attractive option. It is shown to achieve the maximum diversity
order inherent in such channel [27]. Since many existing and future wireless standards
employ bit-level interleaver and channel coding, e.g., WiFi, DVB, WiMAX, LTE and

LTE-advanced, they can be considered and analyzed as BICM.



Doubly selective fading channels in many situations have been viewed as the cause
of severe channel impairments such as ICI, it is also considered as a potential source of
time and frequency diversity which may enhance the system performance. Compared
to the performance with quasi-static channels, utilizing the ICI terms at the receiver
may actually improve the error rate and simulation results also reveal that the per-
formance gain comes from increasing diversity [9,12,28]. Pioneering work by Ma and
Giannakis [29] considers the maximum diversity order over doubly selective channels
for general block transmission systems without forward error correction (FEC). Recent
papers start investigating time diversity for coded OFDM systems. Huang and oth-
ers [1,18] reported that, in simulations the performance of BICM-OFDM systems is
improved when the channel is fast fading. Tn 27}, the diversity order of BICM-OFDM
systems in frequency selective fading channels is analyzed. For BICM-OFDM systems,
a theoretical analysis of the diversity order over doubly selectively fading channels has
not appeared in the literature. It motivates us-to-proyide such analysis and the maxi-
mum diversity order of BICM-OFDM over doubly selective fading channels is derived.
First, we derive the asymptotic diversity order of BICM-OFDM systems by study-
ing the role of correlation in rank analysis of the typical derivation of diversity order.
The results also show that BICM-OFDM achieves the maximum diversity order given
n [29]. Second, the effect of significant eigenvalues of the channel correlation matrix
and the diversity order in realistic situations with moderate SNRs are examined by
studying the channel correlation function and its Fourier dual. Finally, our analysis
framework is extended to multiple input multiple output (MIMO) cases while incorpo-
rating more diversity techniques, such as cyclic delay diversity (CDD) and phase-roll
diversity (PRD) [30]. This MIMO extension can also be applied in a distributed fash-

ion, for example, in cooperative communications [31].



1.3 Thesis Organization

This dissertation is organized as follows. In Chapter 2, we give an extensive review of
the doubly selective fading channels including the statistical characterization, discrete
time model and generating approaches for computer simulations. With the develop-
ment of system model of OFDM systems over doubly selective fading channels, a novel
ICI indicator is introduced and the statistical analysis as well as possible applications
of the ICI indicator are given. Chapter 3 discusses the ICI cancellation and introduces
the PSA framework. The PSA PB-ZF and PB-MMSE ICI equalizers that consider the
standard constraints and are suitable for implementation are presented. In Chapter 4,
the asymptotic and practical diversity orders of BICM-OFDM systems over doubly-
selective fading channels arestheoretically analyzed. The analysis can be extend to
MIMO cases and two techniques, CDD and PRD, are discussed. Finally, we consider

possible directions of future works and conclude the dissertation in Chapter 5.



Chapter 2

Doubly Selective Fading Channels

Wireless communication often encounters environments with rich multipaths because of
the atmospheric scattering and refraction, or reflections of surrounding objects. Trav-
eling through these paths, the signals arrived at the receiver with random delays and
attenuations will be added constructively or destructively and result in envelope fluc-
tuations significantly, which is referred to fading. Furthermore, in high data rate wide-
band systems, e.g., OFDM, the bandwidth of the transmitted signal is larger than the
coherence bandwidth of the fading channel; giving rise to frequency-selectivity of fading
channels. It becomes clear that, emerging mobile applications will experience channel
variations within one symbol time where the channel is said to be time-selective. This
is mainly due to the changing atmospheric conditions and relative movements between
transmitters and receivers. Consequently, the wireless channel of mobile communi-
cations is characterized as a time- and frequency-selective (or doubly-selective) fading
channel. As these selectivities affect the system performance critically, the understand-
ing and modeling of doubly-selective fading channels are important tasks for devising

countermeasures.

A precise mathematical description of fading channels, i.e., the physical modeling
based on electromagnetic radiation [32], for practical scenarios is either unknown or
too complex to be tractable. However, considerable efforts have been devoted to the
statistical modeling. Moreover, statistical descriptions could provide insights in many
typical issues, e.g., the proper packet duration to avoid fades, the relative severity of

experienced ISI/ICI, the appropriate subcarrier spacing for frequency diversity, the



necessary interleaving depth for time diversity, expected BER, etc..

In this chapter, we first consider the statistical characterization of doubly-selective
fading channels. Then, the discrete-time channel model will be developed and channel
simulators for computer simulations will be introduced. As OFDM has become the de
facto transmission scheme in modern wireless communications, we consider the system
model for OFDM over doubly-selective fading channels where ICI exists. Based on
empirical observations, a measure called the ICI indicator was introduced to indicate
the ICI level as well as to estimate the maximum Doppler frequency on each subcar-
rier. We also provide a thorough analysis of the ICI indicator to reveal why it works.
Collectively, its PDF also provides valuable information on, for example, the maximum

Doppler spread. Some applications of the ICI indicator are given.

2.1 Baseband Equivalent Representation and Sta-

tistical Characterization

Assume there exist multiple propagation paths, «,(t) is the attenuation factor for the
signal received on the n-th path, and 7,(¢) is the propagation delay of the n-th path.
The bandpass received signal through discrete multipath channels in the absence of

noise can be expressed in the form

y(t) =Y an(t)z(t — 7(t) (2.1)

where z(t) is the bandpass transmit signal.

Using the complex envelope and expressing x(t) as Re[zpy, (t)e/*™<t] where zy,p(t) is
the baseband equivalent transmit signal and f. is the central carrier frequency, we can

carry out analysis and simulation of carrier-modulated (bandpass) signals and systems

9



at baseband. Equation (2.1) can be re-written as

y(t) = Re[{) o (t)e 72 Opy (t — 7,(t)) }e?*™1]. (2.2)

From the above expression it is straightforward to write the baseband equivalent (or

lowpass equivalent) signal as

Yob(t) =D an(t)e T Oy (¢ — 7, (1)) (2.3)

By transmitting a conceptually ideal impulse, the complex baseband equivalent
time-varying channel impulse response (CIR) is obtained as
ot;7) = Z an(t)e—jmrfcm(t)(g(t —7,(1))

(2.4)
SN Galtym)it A E)

where 0(+) denotes the Dirae delta function.

For another type of channel model, the diffuse multipath channel, the signal is
composed of a continuum of unresolvable components and is expressed in the integral

form

[e.9]

y(t) = / a(t;T)x(t — T)dr (2.5)

—00

where a(t; 7) denotes the attenuation of the signal at delay 7 and at time instant ¢.
Following the similar procedures as in the case of discrete multipath channels, the CIR
can be expressed by

c(t; 7) = aft; T)e 9T, (2.6)

In Equation (2.4), the channel fading is described by time variations in the mag-
nitudes and phases of ¢(t; 7). These variations appear to be random and usually are
treated as random processes. If there are numerous propagation paths, which usually

is the case of wireless channels, we can model the CIR c¢(¢;7) as a complex-valued
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Gaussian random process by the central limit theorem. When the CIR is zero-mean,

the envelope r = |c(t; 7)| is Rayleigh-distributed that has the form [33]

falrlo?) = e/, r >0 (2.7)

and it is called the Rayleigh fading channel. This kind of simplification often applies to
the non-light-of-sight (NLOS) case. When there is a direct-link between the transmitter
and the receiver, i.e., the LOS case, the CIR cannot be modeled as zero-mean, and the

channel is often modeled by Ricean fading following the PDF [33]

T —(r2412 > Ty
3¢ (r+5)/2 )]O(E)’ r>0 (2.8)

fr(rlv,o?) =
where [(+) is the zero-th order modified Bessel function of the first kind. When v = 0,
which means the power of the LOS path is zero; the distribution reduces to a Rayleigh

distribution.

As the basic Rayleigh /Ricean model gives the PDF.of the channel envelope, we
now consider the question of how fast the signal fades in time and frequency. To answer
the question, we need further characterize-the-CIR by its autocorrelation function and

power spectral density (PSD); together they form a Fourier transform pair [33].

2.1.1 Channel Autocorrelation Functions and Power Spectra
Autocorrelation Functions

We assume c(t; 7) is wide-sense-stationary (WSS) and define the autocorrelation func-
tion of ¢(t;7) as

R.(At; 11, 19) = Elc(t; 7)™ (t + At; 7). (2.9)
In most cases, the attenuation and phase shift at the delay 7 path is uncorrelated with
that at 75, which is known as uncorrelated scattering (US). With the WSSUS condition,

11



(2.9) can be decoupled into
R.(At; 11, 79) = Ro(At; 11)0(m9 — 71). (2.10)

Notice that R.(0;7) £ R.(7) is called the power delay profile (PDP); the range of 7
within which R.(7) is non-zero is termed the maximum delay spread of the channel

and is denoted as T,,.

PDP describes the average received power as a function of delay and is one of the
most important parameters for channel modeling. We will see later that many indus-
trial standards specify PDPs in their testing environments. PDP can be measured by
probing the channel with a wideband radio-frequency (RF) waveform that is generated
by modulating a high-rate pseudo-noise (PN) sequénce. By cross correlating the re-
ceiver output against delayed versions-of the PN sequence and measuring the average
value of the correlator output, one can obtain the power versus delay profile. Just like
there are may equally valid definitions of bandwidth, other useful measurements of the
delay spread are possible. One of them is the root-mean-square (RMS) delay spread,

which is defined by

B [ T2R.(7)dr [ TR.(T)dr )
TRMS - fRC(T)dT - ( ch(T)dT ) .

(2.11)

Now consider channel characterizations in the frequency domain. By taking the
Fourier transform of ¢(¢;7) w.r.t. the variable 7, the time-variant channel frequency

response is

Ct, f) = /_00 c(t; T)e T dr. (2.12)

o0

Similarly, we can define the autocorrelation function of C(¢; f) as

Ro(At; f1, fa) = E[C(t; f1)C*(t + At; f)]. (2.13)

12



Relating (2.13) to (2.10), it can be shown that

(e}

Ro(At; f17f2):/ Ro(At; 1) e 2 dry
—oo (2.14)

2 Ro(At; Af)
where Af = fo — f1. Equation (2.14) describes the autocorrelation function in the
frequency variable. Moreover, the range of A f within which the components of Ro (A f)
are highly correlated is defined as the coherence bandwidth of the channel and denoted
as (Af)e. As R.(At;7) and Ro(At; Af) form a Fourier transform pair, a very rough
relation is that the coherence bandwidth is reciprocally proportional to the maximum
delay spread [33]
1

(Af). =~ T (2.15)

If the signal bandwidth is large compared to the channel’s coherence bandwidth, the
signal will be distorted and the channel is called frequency-selective. This is equivalent
to the case where the delay spread is larger than the symbol time, which is also termed
time-dispersion because transmitting an ideal impulse through the channel will yield a
receive signal with several delayed pulses. In this case, the interference among different

symbols occur and called inter-symbol interference (ISI).

Power Spectral Density

Now, we consider the time variations of the channel and investigate the Fourier trans-
form pair
oo

Sc(\Af) = / Re(At; Af)e 2B GAL, (2.16)

— 00

If Af is set to 0, Sc()) is called the channel’s Doppler PSD and A represents the
Doppler frequency. The range of A within which S¢(\) is non-zero is termed the

maximum Doppler spread of the channel and is denoted as fp. The maximum Doppler
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Table 2.1: Time and Frequency Dispersion

Time Dispersion Frequency Dispersion
Time Domain Delay spread Time selective fading (fast fading)
Interpretation IST Coherence time
Frequency Domain || Frequency selective fading Doppler spread
Interpretation Coherence bandwith ICI

frequency can be roughly calculated by

fp= vle (2.17)

C

with v being the mobile speedtand ¢ the speed of light. Similarly, the range of At
within which the componentsof Ro(At) are highly correlated is defined as the channel’s
coherence time and is denoted as (At).. Again, because they form a Fourier transform

pair, the maximum Doppler spread and the coherence time are reciprocally related via

B fip (2.18)

Similarly, if the signal duration is large compared to the channel’s coherence time,
the channel is called time-selective. This is equivalent to the case where the Doppler
spread is large enough, and a pure-tone transmit signal passing through the channel
will yield a receive signal with several frequency components; we call this phenomenon
frequency-dispersion. The terminologies and their relationships are summarized in the

Table 2.1.

To relate the parameters 7, A\, Af, and At, we define the scattering function of

the channel

See(N;T) = / Ro(At; Af)e 28 ed2m AL Ut dAF, (2.19)

o0
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which is the double Fourier transform of Rq(At; Af).

Jakes” model is widely adopted to describe the time variation of the mobile radio

channels with the the corresponding autocorrelation function

Re(At) = Jo(2n frAAt)

(2.20)

where Jy(+) is the zero-th order Bessel function of the first kind. The Dopper PSD is

obtained by Fourier transform, that is

So(f) = /_OO J0(27TfDAt)dAt

o0

1

o1 = (f/fp)?

and zeros elsewhere.
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Figure 2.1: PDP of IEEE 802.11n channel model B.

(2.21)

Here we give some examples of the statistical channel parameters in practical

systems. For the Wireless Local Area Network (WLAN), which is usually used in the
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indoor, there are five channel models proposed by the IEEE 802.11 a/n standard [34]
where the RMS delay spreads are about 0 ns to 150 ns depending on the scenarios,

and the Doppler power spectrum is Bell-shaped, specified by

1

Sc(f) = HA—(fL)Q- (2.22)

Fig. 2.1 shows the PDP of the IEEE 802.11n channel B whose the maximum delay
spread is 80 ns and the RMS delay spread is 15.6 ns. According to (2.15), the co-
herence bandwidth is around 12.5 MHz. The channel frequency response is shown
in Fig. 2.2 and it can be seen that the signal with 20 MHz bandwidth experience
frequency-selectivity while the CFR varies slow within 5 MHz and thus the channel of
the signal with 5 MHz bandwidth.can be-considered as flat-fading. However, since the
application is in indoor, the mobility-is very small and the channel varies very slowly

so we demonstrate the Doppler effect in the following example.

For the wireless Metropolitan Area Network (MAN);e.g., IEEE 802.16¢, the Inter-
national Telecommunication Union (ITU) channel models are adopted where the RMS
delay spreads for outdoor scenarios are around 2 us to 20 us, much longer than that of
WLAN scenarios. The Jakes” U-shape Doppler spectrum is assumed and the typical
maximum Doppler spreads at 2.5 GHz carrier frequency are 4.6, 104.2, and 231.5 Hz
corresponding to the speed of 2, 45, and 100 km/h, respectively. The corresponding
coherence time is 200, 10, and 4 ms, respectively. Fig. 2.3 shows the path gain varia-
tions of I'TU Vehicular-A channel and it can be seen that higher speeds result in faster
channel variations. In IEEE 802.16e, the symbol duration is around 100 us so that
even at 100 km/h the channel still can be considered as linearly time-varying within

one symbol.
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Figure 2.2: Channel frequency response of the PDP described in Fig. 2.1.

Large-scale versus small-scale fading

It is worthwhile to mention that channel fading can also be categorized into large-scale
and small-scale fading [32]. While we have discussed the causes and effects of small-
scale fading in the above, the large-scale fading is caused by propagation loss over long
distance and by shadowing due to obscuring objects that attenuate the received signal
strength. Since large-scale fading varies much slower compared to small-scale fading
and the induced issues are more related to cell planning and receivers’ sensitivity, in

this dissertation we only focus on small-scale fading caused by multipath propagation.
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Figure 2.3: Path gain variations of I'TU Vehicular-A channel with speeds at 2, 45, and

100 km/h.

2.2 Discrete Time Channel Model and Simulators

It has been shown that both PDP and Doppler PSD are effective tools to characterize
wireless channels, we now consider the problem of how to efficiently generate channels
for computer simulations. We focus on Rayleigh fading since the Ricean model can be

obtained from the Rayleigh model by adding a non-zero mean.

2.2.1 Discrete Time Model

For most time the input-output relationship can be modeled as a linear time-varying

system. The continuous time model often is not suitable for simulations because of
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the intensive computational complexity due to very high oversampling. It has been
shown that using discrete time representation realized by a tapped delay line model

with time-variant tap gains is usually good enough for simulation purposes.

Let pr(t) and pgr(t) be the time-invariant impulse response of the transmit filter
and the receive filter, respectively, and both are normalized with unit energy. At the

receiver, the resulting channel will have the combined impulse response as
h(t;7) = pr(T) ® c(t; 7) © pr(T) (2.23)

where a(7) © b(t;7) = [b(t;7)a(r — 7')dr’ denotes the convolution operation. We
consider typical digital communication where the transmit sequence s(l) consists of
complex symbols with the symbol time equals t0 1iy,,. By replacing (2.4) with (2.23)

and using (2.3), the baseband.equivalent received signal y(t) can be expressed by

y(t) =Y aDh(t;t =T, (2.24)
where the subscript pp, in (2:3), is omitted for brevity unless stated otherwise since

we are concerned with the baseband-equivalent model throughout most part of this

dissertation.

The sampled version of y(t) with the sampling period T is given by

y(kT.) = w(h(kTy; kT, — IyT.) (2.25)

where 7 is an integer oversampling factor and T, = Ty /7. For considering RF- or
analog-related effects, it may require oversampling, e.g., v = 2,4, .... If oversampling is
used, the data sequence {z(k)} should also be oversampled by inserting (y — 1) zeros
between each symbol x(k). It can be shown that the symbol-spaced model contains
sufficient statistics for data detection if the transmit and receiver filters are carefully
chosen, i.e., fulfilling the Nyquist condition. Consequently, we consider the the case

v = 1 and, thus, T can be dropped for brevity.
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2.2.2 Channel Simulators

As the discrete time channel model in Equation (2.25) acts as an FIR time-varying
filter, the problem is transformed to generating the tap gains for simulations. We
consider two well-known methods: the first is to generate and combine several complex
exponentials, and thus is properly termed sum-of-sinusoidal; the second is to generate
a Gaussian random sequence and passing the sequence through an FIR filter with the

transfer function designated to be the square-root of the required Doppler PSD.

Simulation Methods I: Sum-of-sinusoidals

The sum-of-sinusoidals is propesed by Jakes [35]:

Npath
h(ks )= ]‘\T; - NS T (2.26)
path -1

where o; denotes the tap gain of the [-th path and #, are i.i.d. random variables
with uniform distribution over the range of 0 to 27 A small number of Npun, say,
Npath = 10, will approximate Rayleigh fading quite accurately. The block diagram of

the channel tap generation process is shown in Fig. 2.4.

Tap Gain

> >

()1(0272’7}\2]"]‘*) 4.>

eI On=2mAnkT) "

Figure 2.4: Channel tap generation of sum-of-sinusoidals channel simulator.
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Simulation Methods II: Filtering

Another approach to simulate the tap gains with desired PDP and Doppler spectrum
is [36,37]: first generate a complex white Gaussian random sequence; second, input the
generated sequence to an FIR filter with the square root of the desired Doppler PSD
as its transfer function; finally, properly scale the corresponding filter tap to follow the

desired PDP. The block diagram of the channel tap generation process is shown in Fig.

2.5.
Tap Gain

WGN Filter
S(f)

Figure 2.5: Channel tap generation of filtering-based channel simulator.

Both methods have their advantages and disadvantages. The filtering-based ap-
proach has accurate statistics'but usually requires high computational complexity. Fur-
thermore, the Doppler spectrum usually is discontinuous at the maximum Doppler
frequencies and it makes the corresponding FIR filter to be very long. The statistics
associated with the sum-of-sinusoidal approach may not be what we expect and some

techniques have been proposed to improve the accuracy [38-40].

2.3 OFDM Systems over Doubly-Selective Fading

Channels

OFDM is a promising transmission technique to achieve high data rates over wireless
mobile channels. Besides bandwidth efficiency, OFDM offers many advantages over

conventional single carrier systems, for example, robustness against multipath delay

21



spread, all-digital-FFT implementation, the possibility of adaptive channel allocation
and adaptive modulation of the subcarriers for maximizing the capacity [41]. Thanks
to cyclic prefix (CP), the ISI can be avoided, and the channel effect can easily be com-
pensated by applying one-tap frequency domain equalizers since the frequency selective
fading channel is transformed into parallel flat fading channels. However, if there ex-
ists channel variations within one OFDM symbol will introduce interferences among
subcarriers, called ICI. OFDM is vulnerable to ICI due to tightly spacing between

subcarriers.

Consider the baseband equivalent OFDM system model with N subcarriers. By
doing N-point IDFT of the data sequence of the OFDM symbol, {S(m)}, the time-

domain transmitted signal z(k).atthe k-th time instant can be written as

j2mmk

N—1
1
m=0

Assume a CP with length of Ngp longer than the maximum delay spread of the channel,
denoted as L; the total length of a transmitted OFDM symbol is Ng = N + Ngp. Let
h(k;l) represent the [-th delay path of the time-varying dispersive channel impulse
response at the k-th sampling instant. The channel path {h(k;[)} is assumed to follow
the WSSUS model, i.e., E[h(k;)h*(k;1+1')] = 0&y where & denotes the 1-D Kronecker
delta and o} is the average power of the [-th path. Assuming CP removal and perfect
synchronization, the sampled baseband equivalent received signal y(k) of the OFDM

symbol can be expressed as [9,10]

~

y(k) = S h(ks De(k — 1)+ n(k),0 <k < N —1 (2.28)

Il
=)

where n(k) is the additive white Gaussian noise.

Taking discrete Fourier transform of Equation (2.28), the frequency-domain re-

22



ceived signal on the ¢-th subcarrier is

R =Y y(k)e >
k=0
N-1 L—1 -
=" hk:Dx(k =1 +nk)e "~
k=0 1=0
N-1 L-1 1 N-1 et s (2.29)
= h(ki1)(5 Y S(m e’ )+ n(k))e™~
k=0 1[=0 m=0
N-1
m=0
where
1 —j2nk(i—m
H;pw = N ZH(m; k)e S (2.30)
k
and

Hmsky = > hik;De"s (2.31)

l

Note that H(m;k) can be interpreted as the CFR on the m-th subcarrier at the k-th
time instant. The ICI on the ¢-th subecarrier which is caused by the signal on the m-th

subcarrier comes through theICI channel ;.

Assume that the time variation of CIR is'lincar within one OFDM symbol [13,15].
It is a reasonable assumption in most practical cases when the normalized Doppler

frequency (normalized to subcarrier spacing) is smaller than 0.1, which corresponds to

500 km/h in WiMAX standard. The CIR of the p-th OFDM symbol can be written as

N—-1 k— 2L
h(pNs — N + k;1) = h(pNg — ———; 1) + 2

5 TS5(pNs; 1) (2.32)

where Ng denotes the length of CP plus N. h(pNg— %; [) represents the center point
of the p-th OFDM symbol and 0(pNg;!) is the slope of the [-th channel path at the
p-th OFDM symbol. Note that with the linear variation assumption the channel at the

center point is also the averaged channel in one OFDM symbol.

From (2.27) and (2.28), the received signal can be compactly expressed in vector
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form as

y = HiFfx +n (2.33)

where y = [y(0),y(1),- - ,y(N = DJF, [H]xs = h(pNs — N + k; (k — [) mod N)
denotes the CIR matrix, [F],,,, = (1/v/N)e 2™/N is the N-point DFT matrix, s =

15(0),S(1), -+, SN = D], and n = [n(0), n(1), - ,n(N — D],
Using (2.32), the CIR matrix in (2.33) can be decomposed as

where [Mi; = h(pNs — ¥52; (k — 1) mod N) and [Dy]i; = 0(pNs; (k — 1) mod N) for
k,l=0,1,..., N—1. M; and D; bothare circulant matrices. The matrix 1) is diagonal
and defined as ¢ = Nisdiag([—%, — ML 11, o 2247 Note that h(pNg — 25151)

2 2

and §(pNg; () are assumed to be zero-when (-< Qor! > L — 1.

Substituting (2.34) into (2.33)sand applying DFT matrix to y, the received signal
r = [R(0),R(1), -+, R(N — 1)]% in_the frequency domain is given by

r = Fy = FMF" s + FyF? FD,F" s + Fn
N—— N N——

E:H:a/ug =G =A (235)

= Hys + GAs+z
ICI

where H,,, +GA is the CFR matrix and z is the AWGN in the frequency domain. The
term GAs represents ICI which is determined by A and a fixed matrix G where A
is DF'T of the slope of the CIR, D;. Note that since M and Dy are circulant matrix,

H,,, and A will be diagonal. On the contrary, G is circulant since % is diagonal.
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Consequently, the CFR matrix can be decomposed as

H; = H,,, + GA

Hy 0 - 0 0 G_i- G (v Ay 0 - 0
= + . .
0 : e G : o0
0 --- 0 Hy_, Gy_i -+ Gy 0 0 - 0 Ay

(2.36)

Now, a tiny yet crucial rearrangement of this well-known ICI signal model is in

order. By multiplying both sides of (2.35) by the diagonal matrix (AH,!), we can

avg

rearrange (2.35) into:

(AH,,)r =|Iy+ (AH,,,)G| (As) + (AH,, )z (2.37)
7 5 | s z

where Iy denotes the NV x N.identity matrix; and s acts as.the transmitted signal, r the
received signal and (AH,, )G as the ICI-channel. Note that in (2.35), A multiplies
G from the right; it follows that the column vectors of the CFR matrix are weighted
by different Ag. This model registers how the signal on each subcarrier is spread
over and comes to interfere other subcarriers. Different weights represent different
spreading effects for each subcarrier. In (2.37), however, G is multiplied by the diagonal
matrix (AH_, ) from the left; this time, row vectors of the CFR matrix are weighted
with a different (Ay/Hy). This model registers how a subcarrier is interfered by its

neighboring subcarriers. Different weights indicates different ICI levels experienced by

each subcarrier. These insights motivate us the following analysis.
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2.4 ICI Indicator

The ICI model in (2.35) and (2.37) provides more insights when it is examined at the
subcarrier-level granularity. There is no uniform band structure in the CFR matrix
since each subcarrier faces very different ICI situations. In (2.37), (AH;}Q)G represents
the ICI channel; this motivates us to propose the metric |Ay/Hy| to indicate the ICI

level on each subcarrier. From (2.37), define the Signal-to-Interference Channel power

Ratio (SICR) on the k-th subcarrier as

_ ||
SICR = =y = (2.38)
Zm:O,m;ﬁk ’Hk,m‘
which can be further approximated to
9 N/2<1 -1
N A N
SICR: & | = |51 (2D ) &5
AT* N2 | H, 12
T =i\ (2.39)
L 12M2
N2 A H 2
where |G;| =~ ﬁﬁ and »"°q # = %2 are used.” Note that the SICR is inversely

proportional to |A/Hy|?>. For example, if a subcarrier suffers little ICI, the SICR
(> 22 dB) will be quite high and |Ag/Hy| (< =5 dB) is low. On the other hand, when
deep fading occurs at some subcarrier, |A/Hj| becomes large (> 0 dB) and SICR

(<12 dB) is low, and the demodulated symbol tends to be wrong due to severe ICI.

To better utilize |A,/Hy| as the ICI indicator, its statistical properties are inves-
tigated. Assuming Rayleigh fading channels, 6(nNs;[) and h(nNg — %; 1), the CIR
slope and the averaged CIR, are zero-mean circular complex Gaussian random variables

(RVs) with variances o3, v,y and o7 . It follows that Ay and H}, are also zero-

(nNg—25L:0)

mean circular complex Gaussian RVs with variances ), Uﬁ(n Nsgy and D, ai(nN No1
; s=7%

respectively. Note that denoting A as a zero-mean circular complex Gaussian RV with
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variance o2, the PDF of A is given by

lal*

o2

pala) = #eXp{— }. (2.40)

It is well known that the magnitude of A, B = |A|, follows a Rayleigh distribution

with parameter 02/2 as

b v?
= — e > .
pr(b) =y exp{ 02}, if b >0, (2.41)

and pp(b) = 0 elsewhere.

To simplify the derivation, we further assume A, and Hj, are uncorrelated, on the
grounds that Ay is caused by the mobility of scatterers while Hj, is mainly determined
by the reflection property of scatterers. This property is also shown in [13] in which the
zeroth-order and the first-order derivative in the power series expansion of the channel
correspond to our Hj, and Ay. Define X = 10log,,(|Ax]) and Y = 10log,,(|H|). Since
|A| and |Hy| are Rayleigh RVs with parameters=5 > 03, v, and 3 >, Ui(nzvs—%;l)’
X and Y follow the Log-Rayleigh distribution with-the PDF [42], which can be derived
from (2.41) by using the technique of function of RV, is given by

/c\2 p/c)2
2y _ (e7 G
pleln’) = e exp (— 2

) (2.42)

where the constant ¢ = 10log;y(e) and 7? is the so-called localization parameter that
equals to 1>, ag(nNs;l) for X and 3, OZ(HNV%;I) for Y. Since 1010g10(%) —

10log,(|Ax|) — 10log,o(|Hx|), the PDF of 10log;,(}32) can be obtained as

| H|

plw) = / " pxlw + ) py (—yl )y, (2.43)

n% and n? being the localization parameters of X and Y. Using the property that the

mean of Log-Rayleigh PDF is 10log,y(n?) + ¢ where ¢/ = £(In2+ f0+°o In v exp(—v)dv)

is a constant and the variance is CZ’f [42], it follows that the PDF of 1010g10(%) only
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depends on the ratio between >, 05, x.) and 37, ai(n Intuitively, channel

Ng—N=Lay
variation is caused by mobility rather than depends on the channel PDP. We expect
the ratio to be insensitive to PDPs. In this case, the PDF of the ICI indicator will be

consistent over a wide range of channels with different PDPs.
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@® Two-path
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0.12r 350 kmvh ]
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Figure 2.6: Probability density functions (solid lines) and two histograms (dash lines for
the ITU Vehicular-A channel and dots for two-path equal gain channel) of 1010g10(]§—:\)
for moving speeds at 60, 120 and 350 km/h. Bell-shape Doppler power spectrum and

uncorrelated scattering are used.

Simulation is conducted to verify the theoretical result, using the WiMAX stan-
dard with 10 MHz bandwidth, 2.5 GHz central frequency, 1024 subcarriers. Two
channel models with very different PDPs, the ITU Vehicular-A and a two-path equal
gain channel, are used. Fig. 2.6 shows the theoretical PDF and the histogram of

1010g10(|§—2’|) for various moving speeds, and they coincide closely so that our theo-
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retical analysis of PDF is valid. Recall that larger |Ay/Hj| means higher ICI level.
As the moving speed gets higher, more subcarriers experience severe ICI; yet even at
350 km /h, there still is a major portion of subcarriers experiencing mild ICI. It is also
observed from Fig. 2.6 that the distribution of |Aj/H| remains essentially the same
when two quite different PDPs are used. The PDF can be used in evaluating the ben-
efit of reducing complexity by adapting ICI equalizers according to the ICI indicator.

Details can be seen in Chapter 3.
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Figure 2.7: Probability density functions (solid lines) and two histograms (dash lines
for the flat Doppler spectrum and dots for the correlated scattering with correlation
0.7 between paths) of 1010g10(|§—’;|) for moving speed at 350 km/h. Two-path equal

gain channel is used.

Other factors that may affect the PDF are also investigated. In Fig. 2.7, the

effects of Doppler spectrum shape and correlated scattering are shown. As can be
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seen, the PDF is also quite insensitive to the Doppler spectrum shape. In contrast, the
correlation existing among channel paths can change the PDF. However, the overall
trend is still that the PDF’s center becomes larger when the moving speed gets larger,
so does the maximum Doppler spread. Therefore, the ICI indicator can still offer useful

information on channel variations.

In practice, the ICI indicator is obtained as the ratio between the estimates of
Ay and Hj. An estimation method that uses consecutive OFDM symbols is provided
in [15]. Here, with the goal of keeping complexity low, a simpler method is used.
Instead of estimating the complete ICI model as in [15], we use the estimate of the
averaged CFR, Hj, which is always needed for signal demodulation. The estimate of
Ay, is simply obtained as the difference between Hy of adjacent OFDM symbols due to

the fact that CFR varies linearly across time-domain:
Ak,n > Hk,n — Hk,nfl

where second index in the subscript denotes the symbol index. Though the estimate
is not very accurate, the degradation in simulated BER performance is insignificant.
Channel estimation for time-varying channels may also be used [8,10-13], but we re-
gard this as unnecessary in the current setting. To support higher Doppler spreads in
the future, better channel estimation will be needed and advanced channel estimation
techniques can be found in [43-47] and extended for MIMO channels in [48,49]. Fur-
thermore, to jointly estimate the channel and other synchronization parameters has

been proposed in [50-52].
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2.5 Applications of ICI Indicator

In a vehicular network, a variety of communication types exist: vehicle-to-vehicle,
vehicle-to-station, and vehicle-as-relay, etc. Together with the vastly different velocities
at which each vehicle in the network moves, a very complicated landscape of relative
velocities may exist. Due to the fact that the fading rate experienced at a receiver highly
depends on the relative speed between the receiver and the transmitter, it becomes clear
that a very diverse and dynamic fading environment is a reality that vehicular networks
need to face on a regular basis. It is also well known that the information of fading
rate can be utilized to adapt many communication subsystems to improve the overall
performance. Therefore, the ability to make a timely estimation of the fading rate on

each link can be a great asset:to the-nodes operating im a vehicular network.

The estimation of fading rate can not be always acecomplished by deriving from
the speed information obtained by glebal positioning system (GPS). For example, in
a vehicle-to-vehicle link, the relative.speed cannot be derived from GPS information
before the link is established; however, the fading rate information may be valuable in
establishing such a link. For another example, the fading rate may be effected greatly
by fast-moving vehicles (reflectors) surrounding the transmitter /receiver, but the GPS
information is not of much help in this case. Therefore, many techniques have been
developed for estimating the fading rate in narrowband systems [53-55] or in wideband
systems [56-58]. In narrowband systems, a common way is to use the level crossing
rate of a certain signal, e.g., the received signal envelope [55], to estimate the Doppler
frequency. Most methods rely on statistics collected in the time domain. For wideband
systems, especially those that are based on OFDM, signals in the frequency domain are

equally available; hence more options in choosing techniques to estimate the fading rate
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may exist. Most approaches exploit the autocorrelation function (ACF) of the channel.

However, the estimation of ACF usually demands higher computational complexity.

Since OFDM signals are distributed on a regular grid on the time-frequency plane,
the channel variation can not only be described in the time domain, but also on each
subcarrier on the frequency domain. The finer granularity with which the time-varying
channel is described on the time-frequency plane may provide benefits when the infor-

mation of channel variations is utilized.

A few things can be said about the benefits that a communication system can gain
by utilizing the information of Ay. Several methods exist in the literature for estimating
the maximum speed (or fading rate) of narrowband systems. Often, these methods
rely on time-consuming practices of accumulating statistics in the time-domain. For
wideband OFDM-based systems, the advantages accompanying wideband signals that
cover large areas on the time-frequency plane should bevexploited. Indeed, we found
that the distribution of (A /Hj).is‘related to the/maximum Doppler frequency (or
speed) experienced by the receiver. ‘Simulation results will be presented and confirm
that the average of (Ag/Hy) in one OFDM symbol is enough to estimate the vehicle
speed with impressive accuracy; furthermore, the relation between (Ay/Hy) and vehicle

speed is quite insensitive to the assumed channel PDPs.

In modern communications, adaptive transmission systems are considered for max-
imizing the throughput and reducing the bit error rate. For example, the signal strength
is widely used for the handoff decision [59]. Compared to conventional methods that
only estimate a speed parameter for one symbol, (Ay/Hy) can be more useful by indi-
cating the channel quality at a finer granularity, say, per subcarrier. Consequently, the

system can adaptively adjust the coding, modulation, and power allocation for each
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subcarrier according to (Ag/Hg). At the receiver side, based on the channel quality
at each subcarrier, different levels of interference cancellation and diversity combin-
ing schemes can be selected. Moreover, for OFDM systems experiencing fast fading,
(Ax/Hy) is a more realistic metric since the impact due to ICI is also considered. This
property is noticed in [24] where we proposed (Ay/Hy) to be used as an ICI indicator

and to facilitate a low-complexity ICI equalization scheme.

2.5.1 Estimation of Channel Variations

Here we describe two channel variation estimation methods proposed in [15]. Both
methods estimate the channel variation-in time domain. However, in OFDM systems,
pilot assisted channel estimation in-frequency domain‘is more popular. Substituting

(2.32) into (2.31), we obtain

H(m;pNs — N + k) = > (h(pNg =

l
- (2.44)

— +k_ 2 A

where H,, denotes the DF'T of the CIR at the center time of the p-th OFDM symbol:

N - ]. —j2nlm
Hm = Zl:h‘<pNS - T? l)@ K ) (245>
and A,, is DFT of the CIR difference term,
A, = Z d(pNs; l)eij%lm. (2.46)
1

Based on the observations from (2.44), it can be observed that the CFR on the m-th
subcarrier also varies linearly and a proposed estimation method in frequency domain

has lower computational complexity.
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Using Cyclic Prefixes

The redundancy information contained in the CP can be exploited for estimating the
channel time variation. After subtracting the ISI caused from the previous OFDM
symbol, the received signal in the CP duration of the current OFDM symbol can be
expressed as an output of a linear system with variables {6(nNg;[)}. By solving the

linear equation, the channel variation estimate can be obtained. The details are referred

to [15].

Using Three Consecutive Symbols in Time Domain

Assume an estimate of the averaged channel of thescurrent symbol (n), {h(nNg —

%; [)}, has been estimated.. The channel variation estimate in time domain can be

obtained by

2 2

[A(nNs = 2241) = h((n — YNg 255 D) {hlla+ N5 — Y51) — h(nNs — ¥;1)]
2N, o 2N, ’
(2.47)

This method is based fitting a piece-wise linear model to the time-varying CIR, and it
uses channel estimates of three OFDM symbols to estimate the variation rate at the

middle OFDM symbol.

Using Two Adjacent Symbols

To keep the computational complexity low, a frequency-domain method can be used.
Instead of trying to estimate the complete ICI model as in [15], we use the estimate
of the averaged CFR, i.e. H,, which is always needed for signal demodulation. The

estimate of Ay, is simply obtained by subtracting Hj, of the adjacent OFDMA symbol,
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Table 2.2: Simulation Parameters

Parameters Values
Bandwidth 10 MHz
Sampling frequency 11.2 MHz
Subcarrier spacing 10.9375 KHz
OFDM symbol duration 102.9 ps
CP ratio 1/8

Path delay of Veh-A channel

[0, 0.31, 0.71, 1.09, 1.73, 2.51] ps

Path power of Veh-A channel

[0, -1, -9, -10, -15, -20] dB

Path delay of Ped-B channel

0,0.2,0.8, 1.2, 2.3, 3.7| us

Path power of Ped-B channel

[0,-0.9, -4.9, -8, -7.8 -23.9] dB

Path delay of LDS channel [0; 0.31, 0.71, 1.09, 1.73, 10] s

[0, =1,-9, -10, -15, -20] dB

Path power of LDS channel

reflecting the fact that CFR-varies linearly across time-domain:

~

Ak,n — [:Ik,n - [:Ik,n—l (248)

where second index in the subscript denotes the symbol index. Though the estimate

is not very accurate, the degradation in simulated MSE performance is insignificant.

Computer simulations were conducted to compare the performance of channel
variation estimators previously discussed. The simulation settings according to the

WiIMAX standard and the channel PDPs are summarized in Table 2.2.

The estimator performance in terms of normalized MSE (NMSE) is presented
in Fig. 2.8. The NMSE is defined as E[|A — A|?]/E[|A[?], where E[-] denotes the
expectation operation. It can be seen that our proposed method, with lower complexity,
has comparable performance to the method of using three OFDM symbols [15]. The

method of using CP is the worst since its performance relies on the accuracy of ISI
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estimation and cancellation.

—(5— Using CP, 350 km/h ]
% Three symbols, 350 km/h | ]
- Proposed, 350 km/h
100D () Using CP, 120 km/h ]
E \/ ~ Three symbols, 120 km/h |
Q e Proposed, 120 km/h

O

NMSE

SNR (dB)

Figure 2.8: Normalized MSE versus SNR curves.

Fig. 2.9 depicts the mean of (Ay/Hy) with one OFDM symbol versus vehicle
speeds. As can be seen, they follow a positively related curve which can be determined
off-line. The estimation variance is rather small due to the large number of subcarriers
in one OFDM symbol. More interestingly, the curve is insensitive to the assumed
channel PDPs and thus remains a robust estimator of vehicle speed when the channel

scenario changes.
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Figure 2.9: Mean of |A/H]| versus speed curves.
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Chapter 3 ICI Cancellation

For advanced mobile communication systems that adopt OFDMA technologies, ICI
cancellation techniques are crucial for the performance when mobility is high and a
number of methods have been studied. In [10,12,13,16], frequency-domain ZF or MMSE
ICI equalizers are proposed, while time-domain equalizers are investigated in [8,11]. A
common means to reduce the cost is to approximate the non-diagonal CFR matrix
with a banded matrix in which all but few elements on selected 2Q) + 1 diagonals are

set to zero [9,10,12,16,23].

Other than computational cost. features specified in advanced systems that were
derived from WiMAX (IEEE 802:16¢) [7} and LTE can also impose serious difficulties
on engineering development..For instance; in Fig. 3.1 an-example of subcarrier assign-
ment under the mandatory_mode of partial usage of subchannels (PUSC) in 802.16e
is shown [7]. The usable subearriers are divided into subsets denoted as subchannels.
In the downlink, different users or groups of users may share the same subchannels. A
user can end up using subcarriers interlaced with the subcarriers of other users. As a
result, decision feedback equalizers (DFEs) [9,11,12] may not be appropriate for this
situation, since its good performance relies on removing ICI induced by the user itself
as well as by other users, which in turns requires the knowledge of CFR and data on un-
occupied or other users’ subcarriers. Under this circumstance, however, conventional
linear equalizers can still be effective in mitigating ICI by inverting estimated CFR ma-
trices with the help of pilots. Other sophisticated ICI cancellation techniques also face
a variety of challenges restricting their deployment. The turbo ICI equalizer [17-19]
requires CFR information and feedback from the channel decoder, and it has longer

processing latency. Expectation-Maximization (EM) based iterative receivers that can
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alleviates the error propagation and attains performance close to BER lower bound are
investigated in [60]. Techniques that utilize time-domain windowing [9,14] are effective
for a large Doppler spread range but the receiver has to deal with colored noise in-
duced by windowing [61]. The maximum a-posteriori (MAP) and maximum likelihood
sequence estimation (MLSE) ICI equalizers [21,23] offer the best BER performance,
yet their cost is extremely high. Using the basis expansion model [14,21,22] to de-
velop ICI equalizers has been a hot research topic; however, its practical deployment
is complicated by issues of channel estimation and model fitting. In short, there is
a strong motivation to seek possible improvement on conventional ICI equalizers to

strike a right balance between performance and implementation complexity.

Subchannel 1 -Subchannel 2 Subchannel 3
(User #1) (User#2) (User #3)

ALY A A

| | I
I i ; I I
I | |
I : I I
| | |

______>

- >

Figure 3.1: OFDMA frequency description of PUSC mode.

In this chapter, we focus on the inner receiver and develop low-complexity ICI
equalizers for OFDMA downlink receivers. In Section 3.1, we review and classify ex-
isting techniques to deal with ICI in the literature. By using the system model and
ICI indicator presented in Chapter 2, Section 3.2 introduces a per-subcarrier adap-
tive (PSA) ICI cancellation framework incorporating an ICI indicator. With the PSA
framework, it is possible to use different ICI cancellation strategies on different sub-

carriers according to the ICI situation, say, simple ICI cancellation for subcarriers
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experiencing mild ICI and heavy ICI cancellation for severe ICI. The PSA framework
enables ICI equalizers achieve better trade-off between computational complexity and
performance. In Section 3.3, novel low-complexity perturbation-based (PB) ZF and
MMSE ICI equalizers are developed with the emphasis on implementation readiness
and adequate performance. The proper mechanism of utilizing the ICI indicator is
investigated to achieve robustness. Matrix inversion with lookup table (LUT) for sub-
carriers experiencing severe ICI is also developed to complement the PB ICI equalizers.
In Section 3.4, through comprehensive simulations, results of BER performance and

savings in computational cost verify the effectiveness of our approach.

3.1 ICI Cancellation Techniques

A variety of techniques to combat ICI has been developed in recent years. We will

introduce and classify them in the following.

3.1.1 Frequency Domain Approaches

As the linear equalization in the frequency domain is an area of particular interest, we
recall the frequency domain system model (2.35). The received signal in the frequency

domain can be written as

r=Hiis+z (3.1)

where Hy is the CFR matrix. The MMSE detector is to linear combine the received
signal through a weighting matrix W that minimizes the cost function E[||s — Wr|[?].

The solution is given by

W = H (HH Y + o%Iy) ™! (3.2)
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where Iy is the N x N identity matrix and o2 is the variance of z.

When the SNR approaches to infinity, the MMSE solution is reduced to the ZF

solution that tries to inverse the channel effect without considering the noise:
W =H;" = (H/H;)'H? (3.3)

where H; ™ is the pseudo inverse of Hy and equals to (Hf)_1 if H; is invertible or not near
ill-conditions. A well known fact is that the ZF equalizers yields worser performance

than that of MMSE due to the noise enhancement problem.

Both ZF and MMSE equalizations require the O(N?) complexity due to matrix
inversion making them impractical for large.N. Newton’s iteration has been proposed
to reduce the complexity in [20]. Inthe literature{9,10,16] it has been well recognized
that the energy of Doppler-induced ICIwill concentrated.in the neighborhood and thus,
the CFR matrix is approximated to be banded and the complexity can be reduced to
O(N). However, according to the propoesed ICI indicator we have a different perspective
on this banded approximation as well.as _a.more systematic way to do it. Mostly
important benefit is that significant complexity reduction can be expected which will

be more clear in the later.

Nonlinear approaches usually have better performance at the cost of increasing
complexity. DFE which usually is realized as PIC or SIC in an iterative fashion is
to reconstruct the interference term and cancel it from the received signal before the
next iteration. The interference can be calculated as H;'s where H{' is obtained by
replacing the main diagonal of Hy with zeros and s is the ZF or MMSE data symbol
estimate. Though the performance can be enhanced, the complexity is O(N?) due to

interference reconstruction and the error propagation problem could be an issue.

With the banded approximation, a trellis structure can be constructed from the
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ICI channel and the optimal detector is MLSE in the sense of minimizing the sequence
error probability and MAP in the sense of minimizing the bit error probability. Both
cases need to calculate the conditional probability as the branch metric, for example,

at the k-th subcarrier it is

Q
P(R(k)|S(k)) = —%\R(/ﬂ) = D Higep, Sk =1y (3-4)
k I=—Q

where H; ; is the (7, j)-th element of the matrix H¢, < - > denotes the modulo operation

and 0% is the variance of z(k). As the number of states in the trellis grows exponentially
with the ICI channel length, the complexity of MLSE or MAP is O(M?@*1) where M

is the modulation order.

3.1.2 Time Domain-Approaches

The effects of time variations could also‘be mitigated through the time-domain ap-
proaches. Let’s recall the system.model in the time domain (2.33) that the received
signal in the time domain is

y = Hix+n. (3.5)

In [8], a temporal filter is designed to combat ICI by maximizing the SINR of each
subcarrier. We briefly summarize the results and left details in [8]. By multiplying a

matrix W, the received signal can be expressed as
y =Wy =WH;x + Wn (3.6)
and the frequency domain signal is

r=Fy = FWH,F”s + FWn = Gs + i. (3.7)
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Using (3.7), the SINR at the k-th subcarrier can be derived as

E||Gy ] ?]
wtr(Raa) + 20, Ell|Grl?]

SINRy, =

(3.8)

where f;, = Ffe,, e, is a column vector with 1 at the k-th element and zeros elsewhere,
h, = Hf,, w, = Wf, and R, = HH,” — h;h/. From (3.8), the optimization

problem can be formulated as

max wi hyh!wy
b (3.9)

1
subject to wkH(mI +Ryp)wy =1 and hi'hy, = 1.

The solution of (3.9) can be found by Wy = R;;Hk and then normalize Wy as Wy /|Wg|.
Note that this approach requires the complexity of @O(N?3) when designing the filter due

to the matrix inverse of R;; and. the complexity of O(N?) when applying the filter.

Inspired by the ISI-shortening in the single carrier-systems, Schiter [9] proposed
a time domain windowing to dimit the ICI spreads; say, only 2¢) + 1 ICI channel
coefficients are nonzero after the windowing." Though the supported Doppler frequency
can be greatly extended after adopting the time domain windowing approach, the

estimation of the resulting channel becomes more challenging.

3.1.3 Other Approaches

There are many other approaches have been proposed and we list some of them in the
following. As the ICT coefficients are similar between neighboring subcarriers, [62] pro-
posed allocate the same data symbol on these subcarriers and the self-ICI-cancellation
is proposed at the receiver with good performance but the data rate (spectral efficiency)

is severely reduced.
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It is possible to appropriately choose system parameters such as subcarrier spacing
and OFDM symbol length to avoid ICI [63]. However, this require changes both in
the transmitter and receiver and the industrial standards in nowadays usually do not

provide so much flexibility.

r | — B ol 8| F |z
(&) Block approach
rQ = B.@ JEN + 5@
y T S

(b) Serial approach

Figure 3.2: Block and serial approaches for ICI equalization.

3.2 The Per-Subcarrier Adaptive ICI Cancellation

Framework

We focus on the linear equalizers in the frequency domain. As mentioned in Chapter

1, a common means to reduce the complexity of ICI equalization is to approximate
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the non-diagonal CFR matrix with a banded matrix. For example, the approximation
by banded CFR matrices can be utilized to construct the so-called block and serial
ICI equalizers [16]. The CFR matrix Hy in (3.1) is first approximated by a banded
matrix B in which all but few elements on the selected 2Q) + 1 diagonals are set
to zero. The transmitted signal s can be estimated by solving the resulted linear
model, either by ZF or MMSE criteria. Figure 3.2 illustrates the difference between
the block and serial approaches. In the block approach, the whole system of linear
equations is solved altogether, e.g, the banded matrix B is directly inverted in the ZF
approach to find the estimation of s. While in the serial approach, for each subcarrier
a local (2Q + 1) x (2Q + 1) banded CFR matrix is considered, i.e., consider B,E;Q) =
Hel{ k@t 0>y, <k—0:k+Q>y}, and atruncated(2Q + 1) x (2Q + 1) system of linear
equations is solved for each.subcarrier. -Apparently, the serial approach enjoys an
even lower complexity than the block approach does, but it also results in a larger
performance degradation since the truncation-in- building smaller systems of linear

equations introduces larger approximation errors.

The approach of using banded CFR matrices is, however, highly inefficient, espe-
cially taking into account the fact that each subcarrier can experience vastly different
ICT scenarios. Intuitively, if different counter-ICI measures are adopted for different
subcarrier, possible benefits of reduced complexity and/or enhanced performance may
follow. A closer look at the ICI model in (2.35) and (2.37) provides details about
the different ICI scenarios faced by each subcarrier. Figure 3.3 shows the magnitude
of a 32 x 32 example CFR matrix and three cross-sections on three subcarriers. It
is clear that a uniform banded approximation is inappropriate, since each subcarrier
faces very different ICI situations. Inspired by the observations made from (2.37), a

metric |Ay/Hy| is introduced to indicate the ICI severity on the k-th subcarrier. In
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Figure 3.3: The magnitude of the CFR matrix and cross-sections at selected subcarri-

ers.

Fig. 3.3, the 20-th subcarrier, with a small |Ay/Hg| (|Ar/Hy| < —5 dB, SICR > 22
dB), is affected by insignificant amount of ICI. ' When moderate fading occurs, like on
the 5-th subcarrier, |Ay/Hy| becomes higher, and moderate ICI emerges. When deep
fading occurs, as on the 9-th subcarrier, |Ay/Hy| becomes significant (|Ag/Hy| > 0
dB, SICR < 12 dB), severe ICI exists and heavy ICI cancellation may be needed to
maintain BER performance. The term |Ay/Hy| is able to indicate the ICI situation

and the different need of ICI cancellation strategies on each subcarrier.

Our experiences show that in practical situations, the majority of subcarriers face
moderate or very mild ICI situations; that is, little or no ICI cancellation needs to
be done on these subcarriers and the performance will not suffer. Fig. 3.4 gives an

idea of how many percentages of subcarriers face very mild (|]Ax/Hg| < —5 dB) and
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heavy ICI (|]Ay/Hj| > 0 dB). The simulation is conducted under WiMAX standard: 10
MHz bandwidth, 2.5 GHz central frequency, and 1024 subcarriers. Two very different
channel PDPs are considered: the ITU Pedestrian-B (PedB) channel and a two-path
equal-gain channel. Different vehicle speeds from 60 km/h to the maximum speed
of 350 km/h suggested in the LTE and WiMAX standards are simulated. The results
show that as vehicle speed gets higher, more subcarriers experience severe ICI; yet even
at 350 km/h, there are still 85% of subcarriers on which |Ay/Hy| < 0 dB and simple
ICT cancellation strategies may be good enough for these subcarriers. An interesting
observation is that the percentages of the ICI indicator remain almost the same when
the channel PDP changes; therefore we expect the ICI indicator work properly for

different types of channels.
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Figure 3.4: This figure shows the percentages of |Ay/Hy| that are larger than 0 dB or
smaller than —5 dB at different vehicle speeds. Two channel PDPs, the ITU Pedestrian-

B channel and the two-path equal-gain channel, are used.
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Figure 3.5: A receiver adopting the PSA framework.

Based on the ICI indicator, a PSA receiver architecture shown in Fig. 3.5 is also
proposed in [24] where the FIR filters being the realization of proposed PB ICI equaliz-
ers which will be discussed in detailsin Seetion 3:3. A variety of existing ICI equalizers
can be incorporated into this architecture and their settings can be adapted on each
subcarrier according to |A/Hy|;in this way, a-better trade-off between computational
complexity and performance-can be achieved. PSA ultilizes the idea of using different
@ on each subcarrier to approximate the CFR matrix H;. Figure 3.6 depicts how
the CFR matrix H¢, instead of being approximated by a banded matrix with fixed
bandwidth () as shown in Fig. 3.2, is approximated by a banded matrix with variable
bandwidth adaptively set at each subcarrier. The approach also works well with pop-
ular wireless access technologies such as WiMAX and LTE based on OFDMA. In the
following section, the PSA architecture forms the foundation for us to develop novel

low-complexity ICI methods with remarkable results.

3.2.1 Incorporate the MAP ICI Equalizer

The MAP equalizer offers the optimal performance yet is very costly. In our approach,

reduction in computational complexity is achieved by reducing the size of trellis at
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CFR matrix Hxm

Figure 3.6: A banded CFR matrix with variable bandwidth Q.

most subcarriers. The MAP equalizer outputs.the log-likelihood ratio (LLR) of the
b-th bit of S(m) via L(S,,) = log%. LERs can be efficiently calculated by
the BCJR algorithm, which consists of forward recursion, backward recursion and
calculating transition probabilities. The rearrangement of ICI model in (2.37) gets
into calculating the branch metric of the k-th subcarrier through

. N 1 @

P(R(K)[S(K)) = —27,%\1?(/?) - kit Sk = D) (3.10)

where o7 is the variance of Z(k).

Consider an OFDMA system (WiMAX) with 10 MHz bandwidth, 2.5 GHz cen-
tral frequency, 1024 subcarriers, QPSK modulation, and the I'TU Vehicular-A channel
model at 500 km/h. Fig. 3.7 shows the BER curves of MAP ICI equalizers, with
fixed () and variable (). The result verifies that adjusting the trellis size does not hurt

the performance even when the speed hits 500 km/h. The MAP ICI equalizer with a
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Figure 3.7: BER performance comparisons for MAP ICI equalizers under 1024-point
FFT, QPSK and ITU Vehicular-A channel model at 500 km/h. The BER curves of
the MAP ICI equalizer (solid lines) and the variable Q MAP ICI equalizer (dash lines)

essentially overlap.

variable-size trellis attains the same BER performance as that of the MAP ICI equalizer
with a fixed large trellis (in fact, their BER curves overlap each other), yet the com-
putational cost is significantly reduced. The complexity comparison is summarized in
Table 3.3, where the number of complex floating-point operations (FLOPs) is counted.
Compared to the block MMSE and fixed @ MAP, variable Q(< 3) MAP significantly
reduces computational complexity by two orders of magnitude without sacrificing BER
performance. Moreover, the memory required to store M@+ states at each trellis
stage also enjoys great reduction by adopting variable (). In the simulation, 85% of

stages use merely 4 states instead of the full 47 = 16384 states. Further reduction of
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complexity is possible if techniques such as those in [18,23] can be incorporated in the
future. Finally, it is interesting to note that the variable ) MAP ICI equalizer performs
better than the block MMSE ICI equalizer. It is due to the extra gain provided by

combining signals along different ICI paths constructively.

Table 3.1: Computational complexity comparison.

Methods Complexity Number of complex flops
Block MMSE O(N?) 4 x 10%
2 x 108(Q = 3),
Conventional fixed Q MAP O(M?*PT1(4Q + 2)N) 8.6 x 10°(Q = 2),

322560(Q = 1)

2.88 x 10%(Q < 3),
Variable Q MAP S OM AT (40, + 2)N) 1.24 x 105(Q < 2),
255728(Q < 1)

3.3 Proposed Novel Low-Complexity ICI Equaliz-

ers

3.3.1 Perturbation-based ZF I1CI Equalizer

The PSA architecture allows different strategies be adopted for each subcarrier accord-
ing to the ICI indicator. For subcarriers inflicted by severe ICI, costly methods, say,
matrix inversion, are needed; while for subcarriers inflicted by mild ICI, very simple
equalizers suffice to provide good performance. In this subsection, simple perturbation-

based (PB) equalizers that are perfect for treating mild ICI are developed. Figure 3.8
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shows the block diagram of the proposed PB ICI equalizers.

Start with (2.37) and zoom in the neighboring 2Q) + 1 subcarriers of the k-th sub-
carrier. The superscript () and subscript k& will be dropped temporarily for simplicity.

A serial ZF equalizer on the k-th subcarrier operates as follows

S = wr = eCAflle_l(AH*1 )r

avg

(3.11)

= €A (g1 + (AH,,))G) " (AH,)r,
where the 1 x (2Q) + 1) row vector w denotes the equalizer and e, is a 1 x (2Q + 1)
row vector with 1 at the center and zeros elsewhere. The diagonal matrix (AH;}Q) will
be approximated by a model with few parameters. The goals are two-folded: a simple
model makes it possible to replace w with simple filters on subcarriers facing mild ICI,;
meanwhile the matrix inversion (Isgzi+ (AH,,,)G) s available to fight severe ICI,

with the corresponding inverse matrices being calculated-off-line and stored in a LUT

indexed by the parameters a, £ and ¥in(3.12).

Polynomial curve fitting is’ used. to approximate the local CFR fluctuation of

(AH,!):

avg

(AH,,,) ~ alygs + L+ P (3.12)

where L and P are both diagonal with linear and parabolic shapes, i.e., L = diag(Q, Q—
1,...,—Q) and P = diag(Q? (Q — 1)%,...,(—=Q)?). Note that the parameters a, 3
and 7 can be obtained by least squares method which can be realized as applying
fixed finite-impulse response (FIR) filters. Substituting (3.12) into (3.11) and applying
(I+A)"' ~1— A+ A?+o(e) where A is the perturbation term and o(e) denotes

the higher-order terms, the low-complexity ICI equalizer can be obtained. Ignoring

high-order terms, the first-order PB-ZF equalizer is given by

1
Wyps = e H ! (e, G)(AH,). (3.13)

avg Ak avg
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Figure 3:8: PB ICI equalizer block-diagram.

Including second-order terms gives the second-order PB-ZF equalizer:

. 1

wg — (ae.G — a’e.G*)(AH,,,). (3.14)
Ay,

W 7 p2nd = ecH avg

Two approximations are involved here: the approximation of (AH;}Q) and the

approximation of (Iygy1 + (AH;}Q)G)*1 . In most cases ZF equalizers with only

lower-order terms are good enough. When ICI is severe, more costly methods (matrix

inversion, for example) involved with 5 and v may be used.

A crucial advantage of our approach becomes clear by observing that, without the
approximation in (3.12), the conventional perturbation method that uses (I+ A)~! ~

I - A+ A%+ ofe) will yield

wzrma = eH,,) —e.H, (GAH,, ) +eH, G(AH,, )G(AH,,). (3.15)

avg avg avg
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In this case, the matrix multiplications within the third term of (3.15), e.H,, G(AH_,,)-

avg

G(AH,, ), cannot commute. That is, the signal will be multiplied by (AH,,, ), filtered
by G, then multiplied by (AH;}Q) before getting filtered by G again. Our approxima-
tion results in a more efficient filtering procedure. With the polynomial approximation
of (AH,!), the proposed perturbation equalization in (3.14) mainly consists of fixed

avg

FIR filters, i.e., the central row vectors of G and (GQG).

When the ICI is severe, matrix inversion may be needed to achieve decent ICI
cancellation. By extracting the parameters {«, 5,7}, a LUT of matrix inversion in-
dexed by {«, 5,7} can be pre-calculated off-line and applied when needed. The LUT

of matrix inversion will be described in.more details in subsection 3.3.4.

3.3.2 Perturbation-based MMSE- ICI Equalizer

When a channel goes into a fade, MMSE equalizers are more effective than ZF equaliz-
ers in preventing noise enhancement. In order totake advantage of the re-arrangement
in (2.37) for developing low-complexity filters, the MMSE solution of § instead of s is
derived, and the inverse mapping A 'S is used to recover s. Strictly speaking, this pro-
cedure differs from conventional MMSE approaches because the noise term (AH;}g)z
has different power levels on each subcarrier. But the effect on performance is neg-
ligible, due to reasons explained next. Consider serial equalizers, the corresponding
channel matrix for each subcarrier is a truncated matrix, that is, a (2Q +1) x (2Q +1)
one within which the noise is treated as white with a localized SNR. For practical
channel scenarios, computer simulations show that this assumption of whiteness is

quite accurate and has little impact on performance. Therefore, locally white noise

with a localized SNR is assumed for the development of PB-MMSE ICI equalizers.
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A typical MMSE IC equalizer is:

~ ko~ ok 1
w=eA 'H HH + —I"'(AH,, )
Pk

= e A I+ (AH,})G)*x (3.16)

avg

(T4 (AH-D)G)(I 4 (AH-LG))* + 1" Y(AH-)

avg avg m avg
where * denotes the complex conjugate transposition and pj the localized SNR which

is estimated from 2@) + 1 neighboring subcarriers.

By applying the polynomial approximation of (AH;UIQ) and the perturbation ap-
proximation of (I+A)~! where A is the perturbation term, the PB-MMSE ICT equalizer

is obtained. When the localized SNR on a subcarrier is large, higher order terms can

be ignored, and we have the first-order PB-MMSE ICI equalizer:

1 p

« =ndf EER1ADY W \K,
WM SEL H < 1e WA P\ ]
% -
[—p+ -aeG § ST e.G*+ (3.17)

avg

1 1
—< B* . G'L" + ——*e.G*'P*|(AH ).
p P P J( )
If Hg,q is close to a fade, higher-order terms with a? are added, and the second-order

PB-MMSE ICI equalizer is:

14 a1 P
=t oMl — .
Wpr v sE2nd Py 19 ws AL p 1
1 1
[LaecG + ——0a'e,G"+ ——(%e,G'L"+
p+1 p+1 p+1 (3.18)
) .
* *TY* P 2 2
—"e,G'P* — G
pr1l® PESERR
P (026,G'G 4 —2P|aleRe(G*G)|(AH. ).
RV VRV

Note that the row vectors e.LG and e.PG are zero vectors and discarded in the

derivations.
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Figure 3.9: SER performance versus |Ay/H| at-10, 20 and 30 dB SNR.

3.3.3 ICI Indicator Threshold Setting

Since the PSA framework relies on the ICT indicator |A;/Hy| to determine which ICI
cancellation methods to use for each subearrier, it is crucial to determine the thresholds
against which the PSA framework compares the ICI indicator. The thresholds should
be chosen for the PSA framework to operate robustly for a wide range of SNR. It can
be done by comprehensive simulations. Define the residual interference plus noise at

the ICI equalizer output as
(k) = S(k) — S(k) = S(k) — wyry. (3.19)
The post-detection SINR at the ICI equalizer output is defined as

SINR o5t = E[|[Haugs|[*/|l€]|] (3.20)
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where € = [¢(0),&(1),...,e(N —1)]". The approximate symbol error rate (SER) ex-

pression for rectangular M-QAM is

poon =2 (1= 1 )0 (45 s (32)

2
where Q(z) = \/LQ? [ e T dy.

With extensive simulations on SER for various SNRs and velocities, proper ICI
indicator thresholds can be found by looking at when higher-order equalizers begin
to provide performance benefits. A proper threshold setting should not deviate much
from these observed forking points for a wide range of SNRs. With the same simulation
setting as that in Section 3.2, Fig. 3.9.shows SER of PB-ZF ICI equalizers versus
|Ay/Hy| at 350 km/h under 10, 20 and 30 dB“SNR, respectively. It can be seen
that when SNR is low, AWGN dominates and all ICI equalizers provide no significant
benefits compared to conventional one-tap frequency domain equalizer (FEQ). When
SNR becomes larger, the first-order PB-ZF -ICI-equalizer begins to outperform one-
tap FEQ when |Ay/Hy| > —6 dB and.the second-order PB-ZF ICI equalizer excels
the first-order one when |A,/Hg| > —3 dB. ZF Matrix Inversion outperforms the
perturbation-based methods when |Ay/Hy| > 0 dB. The threshold settings for PB-

MMSE ICI equalizers can also be investigated in a similar way.

Note that the BER floor due to ICI starts to kick in around SNR = 20 dB and
thus an appropriate threshold setting may be between —20 and —30 dB target residual
ICI power. Furthermore, with a additional 3-dB margin, the threshold setting that
four ranges (< —5 dB, =5 ~ =3 dB, —3 ~ 0 dB, and > 0 dB) of |Ay/Hg| is a good

choice for many realistic situations and adopted in the later simulations.

An alternative method to design the threshold is to calculate the theoretical resid-

ual ICI channel power of different-order equalizers. Recall that (AH_,! )G contributes

avg
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to ICL. With |G| &~ 1

27 Ng [i]’

the residual ICI channel power of the p-th order PB equal-
izer is (5= - | Ap/Hy|* - 2- ZqQ:l(%)?]p“. Then the proper combination of |A,/Hy| and
p is chosen for the residual ICI channel power to meet a pre-set level. Table 3.2 lists
the upper bound of |Ay/Hy| for PB equalizers. The smaller the target power level is,
the smaller the upper bound, and the higher order the perturbation is, the larger the

upper bound.

The optimal threshold setting will also depend on the SNR; however, from experi-

ences we found that the proposed threshold settings operate robustly for a wide range

of SNR.
Table 3.2: Upper bound of ICI indicator, 1010g10(%), given target residual ICI channel
power levels and PB ICI equalizers
target residual ICI channel power || 0-th order | l-st order | 2-nd order
0.1 (-10 dB) 1.09 3.59 4.42
0.01 (-20 dB) =391 1.09 2.76
0.001 (-30 dB) —=8.91 —1.41 1.09

3.3.4 CFR Matrix Inversion by Lookup Table

When the subcarrier experiences severe ICI, the approximate matrix inverse I — A +
A%+...+ A? adopted in PB-ZF and PB-MMSE ICI equalizers become a crude approx-
imation and the error rate performance may degrade significantly. Hence, the exact
matrix inverse, (I+ A)~!, which demands high computational load is needed. Though
the PB method is no longer appropriate, the localized CFR matrix approximated by
polynomial functions as (3.12) is still accurate enough for the matrix inversion. We

propose an LUT in which pre-calculated matrix inverses indexed by quantized param-
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eters «, § and ~ are stored and can be applied on the fly. The computational cost

of matrix inverse is O(N?3) while the cost is reduced to O(N) by adopting the LUT

approach.
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Figure 3.10: Empirical probability density functions of «, g and ~ for two different

channel PDPs: the ITU Pedestrian-B channel and a two-path equal-gain channel.

In practice, a trade-off between the number of quantization levels and the corre-

sponding quantization error should be carefully designed to avoid performance degra-

dation. By comprehensive computer simulations, the empirical probability density

functions (PDFs) of a, 8 and + for different channel PDPs at 350 km/h and for the

ITU Pedestrian-B channel at different vehicle speeds are shown in Figs. 3.10 and 3.11

respectively. The empirical PDF's, like the ICI indicator, are insensitive to changes in

channel PDPs. Furthermore, the empirical PDF's are quite concentrated; in fact, the
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Figure 3.11: Empirical prebability density. functions of «, § and v for the ITU

Pedestrian-B channel at two different vehicle speeds: 350 km/h and 60 km/h.

lower the vehicle speed, the more concentrated they are. As a result, eight equally-
spaced levels spanning from —2 to 2 is enough for quantizing «. Similarly, eight levels
are used for quantizing S and . The total number of matrix inverses to be stored is
4096. For each matrix inverse, we only need to store the central row because the serial
ICIT equalizer is considered. For 12-bit fixed-point numerical resolution, the LUT size
will be 16 KBytes. The detailed simulation results concerning the trade-off between

BER performance and quantization levels will be provided in subsection 3.4.1.

It is worth noting that an LUT can always be used when matrix inversion is
needed. However, without our transposed signal model in (2.37), the LUT approach

will not be effective. For example, an LUT of matrix inversion for the signal model in
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(2.35) needs to parameterize H,,, and A in [Hg,, + GA]™!. There will be two sets of
parameters and two dynamic ranges to consider. Consequently, the resulted LUT will

be too large to be effective.
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Figure 3.12: BER performance comparisons for ICI equalizers under 1024-point FFT,

16-QAM and the ITU Pedestrian-B channel model at 350 km/h and 60 km/h.

3.4 Performance Results and Discussions

3.4.1 BER Simulations

In this subsection, we investigate the performance and robustness of proposed ICI

equalizers under different system parameters and channel conditions. Unless otherwise
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stated, perfect channel state information (CSI) of the averaged CFR (Hj,) is assumed.
The ICI CFR, A, and the ICI indicator are estimated by the simple method mentioned
in Section 3.2. First, with the same simulation set-up described in Section 3.2 with
N4 = 840 active subcarriers, BER curves of different ICI equalizers at 60 km/h and
350 km/h are shown in Fig. 3.12. The serial MMSE (S-MMSE) ICI equalizer inverts
for each subcarrier a local CFR sub-matrix whose size is (2Q +1) x (2Q +1) fixed for all
subcarriers. The PSA ICI equalizers adjust ) according to the ICI indicator and the
corresponding threshold setting is described in subsection 3.3.3. In Fig. 3.12, the PSA
S-MMSE ICI equalizer with ) < 5 achieves, with lower complexity, the same BER as
the conventional S-MMSE ICI equalizer with fixed ) = 5. Moreover, our PSA PB-
MMSE ICT equalizers provide further eomplexity reduction without BER degradation,
compared to the PSA S-MMSE 1CI equalizers. Note that PB-ZF ICI equalizer suffers
slightly performance degradation due to the noise enhancement effect. The results
verify the effectiveness of the PSAIPB ICI equalizers to improve the balance between
performance and computational complexity. The results also indicate that the PSA
approach is effective for different vehicle speeds. Intuitively this is expected, because
the idea of PSA is to adjust the complexity of the ICI equalizer according to the
ICT indicator, and the ICI indicator works fine regardless what the vehicle speed is.
Moreover, as can be seen from Fig. 3.9, simple methods such as one-tap FEQ perform
as good as sophisticated equalizers when |Ay/Hj| indicates little ICI. We conclude
that the PSA approach works effectively for different vehicle speeds. Note that though
Pedestrain-B channel PDP is used for the simulation, we also did some simulations

with Vehicular-A channels and the results are similar to that of Pedestrain-B.

The impact due to the channel estimation error is also considered. Figure 3.13

shows the results under imperfect CSI. Follow the practice found in [11,61], the MSE of

62



: $ - FEQ, Noisy CSI
: - S—-MMSE, fixed Q = 5, Noisy CSI
=X~ PSA S-MMSE, Noisy CSI

PSA PB-ZF, Noisy CSI

PSA PB-MMSE, Noisy CSI
FEQ, Perfect CSI |
S-MMSE, fixed Q =5, Perfect CSl|]

—><— PSA S—-MMSE, Perfect CSI
PSA PB-ZF, Perfect CSI
/— PSA PB-MMSE, Perfect CSI

107

BER

107} ‘ Ty

SNR (dB)

Figure 3.13: BER performanee comparisons with -20 dB"MSE channel estimation error

at 350 km/h.

the channel estimation is set to —20 dB. The accuracy of channel estimation will effect
the performance of any ICI cancellation methods. As for our method, there are two
aspects that deserve discussion. The first is that it is built on a linear approximation
of time-varying channels; therefore, it only requires estimating the averaged channel
response, which is routinely done by OFDMA receivers in block-fading channels. The
second is that, though the performance degradation is inevitable, our method is effected
in a comparable way by which other linear methods, say, conventional S-MMSE ICI

equalizers, are effected.

Next, we study how many quantization levels in LUT are enough for the PB

ICT equalizers. From Fig. 3.14, it can be seen that an 8-levels LUT has the same
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Figure 3.14: BER with different quantization levels LUT under the ITU Pedestrian-B

channel at 350 and 60 km/h.

BER performance as a 16-level LUT, but a 4-level LUT will result in performance
degradation. Consequently, an 8-level LUT is chosen for 350 km/h, i.e., the worst-case

scenario, to make sure that it is enough for all speeds.

Finally, we consider the coded performance and compare the packet error rate
(PER) of different ICI equalizers in Fig. 3.15. The modulation is 16-QAM and the
channel coding is a rate-3/4 convolutional turbo code (CTC) that is mandatory in
WiMAX [7]. Ten iterations of CTC decoding are conducted. Under this configuration,
one packet consists of 44 bytes payload. The standard requires 10 % PER at 12 dB
Eb/NO [64] where Eb/NO is defined as the SNR per bit. From Fig. 3.15, it can be

seen that at 350 km/h the performances of linear equalizers are close to borderline.
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Table 3.3: Complexity comparison.

Methods Complexity | Number of complex flops
Ideal B-MMSE O(N?) 4 x 108
745360 (Q =5),
Conventional Fixed @) S-MMSE O(Q>Ny) 408240 (Q =4),

192080 (Q = 3)
PSA Variable Q <5 S-MMSE || 32, O(Q3N4) | 162334 (350 km/h),
14301 (60 km/h)

PSA PB-ZF with LUT O(QN,4) 68388 (350 km/h),
6822 (60 km/h)
PSA PB-MMSE with LUT O(QN,4) 93883 (350 km/h),

10340 (60 km/h)

The S-MMSE with fixed Q. = 5 and-our PSA PB-MMSE offer the best performances
with a very tight margin tospare. This demonstrates the value of our approach. The
PSA equalizer can opt for a-higher upper limit on/@.with a reasonable increase in
complexity, if a larger performance margin-isrequired. But for a fixed-@) equalizer, the

option to increase () may be not feasible.

3.4.2 Computational Complexity

The computational complexity is measured in complex floating point operations (flops)
and summarized in Table 3.3. The reduction of computational cost by our PSA frame-
work incorporating PB-ZF/PB-MMSE equalizers and matrix inversion with LUT is
shown. The calculation of equalizer coefficients dominates the computational cost.
The ideal Block MMSE (B-MMSE) ICI equalizer inverts the whole Ny x Ny CFR

matrix and requires 2N /3 & 4 x 10® flops which is unaffordably high, and the con-
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Figure 3.15: PER comparison for different. Q =3, 4 and 5 under the I'TU Pedestrian-B

channel at 350 km/h. 16-QAMvand rate-3/4 CTC are used.

ventional S-MMSE ICI equalizer needs about 2(2Q + 1)>N4/3 ~ 7.5 x 10° flops with

@@ = 5. They are used as benchmarks for comparison.

We then consider the complexity of proposed PSA approaches. Notice that the
complexity of calculation of the ICI indicator is one complex division per subcarrier
and has been included in Table 3.3. Define @); as the value of () chosen in the i-th
|Ag/Hy| range and N; as the number of subcarriers in that range. For example, in PSA
S-MMSE equalizers, at the first stage (1 = 0), there are N; = 0.393N 4 of subcarriers
that use one-tap FEQ and, at the last stage (Q4 = 5), there are Ny = 0.152N4 of
subcarriers that use 11 x 11 matrix inversion resulting in the complexity of O(Q3N,).

Overall, its complexity is >+, O(Q?N;), which leads to 1.6 x 10° flops at 350 km/h,
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about 4.5 times lower than that of the banded S-MMSE with fixed ) = 5.

The PSA PB-ZF and PB-MMSE ICI equalizers achieve big savings with their
complexity in O(QNy4). In practice, PB-ZF and PB-MMSE ICI equalizers are used for
subcarriers inflicted by mild ICI, while the LUT matrix inversion is used to combat
severe ICI. For each subcarrier, the first-order PB-ZF requires 8Q) + 7 flops and the
second-order PB-ZF requires 12¢Q) + 12 flops due to one and two @-tap fixed FIR
filters, respectively. Similarly, the first-order PB-MMSE requires 28(Q) + 23 flops and
the second-order PB-MMSE requires 36(Q) + 31 flops. Overall, the complexity of PB-ZF
and PB-MMSE with LUT matrix inversion are about 11 and 8 times lower than that
of the conventional S-MMSE equalizer with fixed @ = 5 at 350 km/h. Furthermore, it

can be seen that the save in complexity is also prominent at lower speed, say, 60 km /h.
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Chapter 4 On the Diversity Order of

BICM-OFDM Systems over Doubly

Selective Fading Channels

4.1 Introduction

While ICI may cause performance degradation if left untreated [65], fully utilizing the
ICT terms at the receiver may actually improve the error rate, compared to the per-
formance with quasi-static channels-[9;12,28]-~Simulation results also reveal that the
performance gain comes from increasing diversity. Combined with BICM, OFDM sys-
tems can achieve a high diversity order in a frequency selective, but not time-selective,
fading channels efficiently, say, by using convolutional codes and Viterbi decoding [27].
As BICM-OFDM have been widely. used in many.wireless mobile communication sys-
tems. It is interesting to investigate the performance in doubly-selective fading chan-
nels. Huang et al. [1] applied bit-interleaving across several time and frequency slots
in BICM-OFDM systems and demonstrated by simulations that the performance gain
is due to time-varying channels. This performance improvement can be recognized as

the time diversity gain obtained by exploiting the time-varying nature of the channel.

In this chapter, we focus on the diversity order of BICM-OFDM system over dou-
bly selective, time- and frequency-selective, fading channels. To simplify the analysis,
we only consider the conventional BICM structure without any kind of precoding. The

further consideration of BICM systems with precoding can be left as a future work.

In Section 4.2, first, we derive the asymptotic diversity order of BICM-OFDM
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systems by studying the role of correlation in rank analysis of the typical derivation
of diversity order. The results also show that BICM-OFDM achieves the maximum
diversity order given in [29]. While the diversity order of a BICM-OFDM system in the
frequency selective fading channels is min(L, dgeo) where L is the multipath numbers
and dgee is the minimum free distance of the channel code, the maximum diversity
order in the doubly-selective fading channels becomes min(ry L, dgee). AS dpee Of the
channel code usually can be very high, the diversity order is further increased by
a factor rr due to the time diversity. Second, the effect of significant eigenvalues
of the channel correlation matrix and the diversity order in realistic situations with
moderate SNRs are examined by studying the channel correlation function and its
Fourier dual. Finally in Section 4.3, our analysis framework is extended to multiple
input multiple output (MIMO) cases-while .incorporating more diversity techniques,
such as cyclic delay diversity (CDD) and phase-roll diversity (PRD) [30]. This MIMO
extension can also be applied in a distributed fashion;  for example, in cooperative

communications [31].

It is worth to mention that when we derived the diversity order of BICM-OFDM
over doubly selective fading channels, we focused on the benefits of time-varying chan-
nels and assumed that the problems possibly caused by ICI can be handled by the
receiver, i.e., the receiver can utilize ICI properly in order to achieve the diversity
gain and that is exactly what has been demonstrated in our simulations. Note that
various degrees of channel state information (CSI) knowledge are assumed in the afore-
mentioned works; in our work, a moderate task of channel estimation is required in
the sense that only the average of the time varying channel in each OFDM symbol
time is needed for the receiver to function. Although in recent years the study of

channel estimation (CE) of OFDM over doubly selective channels has been very ac-
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tive [11,13,66,67], details of conducting CE is beyond the scope of this work.

Research in the BICM has became very active and of importance and recent de-
velopments of BICM include the precoder design [68-71] (and the references therein),
labeling rule design [72,73], extension to MIMO to achieve better performance in terms
of coding gain or/and diversity gain. However, the precoder design usually requires
the knowledge of channel state information at the transmitter (CSIT) and the corre-
sponding maximum likelihood precoder decoding exhibits high complexity. Labeling
rule will affect the coding gain but not the diversity gain. In summary, the perfor-
mance of BICM is complicated and affected by many parameters, i.e., channel code,
interleaver, mapper, constellation, preprocessing (e.g., precoding, signal space diver-
sity, constellation rotation, etc), the underlying channel, and demapping/decoding
strategy. Consequently, the‘design of optimum algorithm is complicated and diverse,

also the fair comparison is difficult.

As for the maximum diversity order over doubly selective fading channels, it is
derived for general block transmission systems without forward error-correcting code
and a DFT-based precoding system relied on the basis expansion model of the channel
is proposed to achieve the diversity order by Ma and Giannakis [29]. In a further
development [74], a DFT-based receiver is proposed for such systems. The optimal
precoding/decoding combination, however, may not be easily obtained in piratical
situations. For BICM-OFDM systems, a theoretical analysis of the diversity order over
doubly selectively fading channels has not appeared in the literature. It motivate us to
provide such analysis and the maximum diversity order of BICM-OFDM over doubly
selective fading channels is derived. The results shows that BICM-OFDM achieves the

maximum diversity order given in [29].
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4.2 Diversity Order Analysis

4.2.1 System Model

This chapter considers coded OFDM systems and the benefits by utilizing multiple
OFDM symbols so that we reformulate the system model correspondingly. A block
diagram of the BICM-OFDM system under study is shown in Fig. 4.1. Information
bits 2,, are first encoded by a channel encoder and the coded bits ¢, € C are passed to
the interleaver II, where C is the set of all possible codewords. The interleaved bits ¢/,
are divided into P blocks and modulated using QAM or PSK where ~ bits are mapped
into one of totally 27 constellation points. Finally; an N-point inverse discrete Fourier
transform generates the transmitted OFDM signal x;,.. The size of the interleaver is
~vN P bits. Note that the encoded bits are interleaved across several OFDM symbols
as in [1] (which calls it time=frequency interleaving). Consider time-varying dispersive
channels and the sampled baseband equivalent received signal y, (k) of the p-th OFDM
symbol is

L-1

vo(k) = > hy(k; Dxp(k = 1) + wy (k) (4.1)

=0

where h,(k; ) represents the I-th delay path of the multipath Rayleigh fading channel
at the k-th sampling instant of the p-th OFDM symbol with E[Y>r " |h,(k; D)) = 1, L
is the number of multipaths, x,(k) is the transmitted signal, and w,(k) is the additive
white Gaussian noise (AWGN). The channel {h,(k;)} is assumed to WSSUS. The
autocorrelation function (ACF) of the channel in time for the I-th path is defined as

r(m) = Elhy(k; Dhg (k5 1)

Assume the CP is long enough to prevent inter-symbol interference and the syn-

chronization is perfect. The received symbol in the frequency domain after CP removal
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Bits |Channel Modulator —1 IFFT |—{ Fading Channel L,
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Decoded bits

Soft-in-Soft-out T | Channel [~
Demodulator Decoder

Yn

Extrinsic LLRs

Figure 4.1: Block diagram of the transmitter -and receiver of the considered system.
Soft-input soft-output (Soft-in-Soft-out).demodulator consists of the ICI equalization
such as the feedback canceller [1] and demapper.
is

y,=FH,F'z,+ w, £ Gyx,+w, p=12,..., P, (4.2)
where y, = [Y(N,),Y(N, +1),...,Y(N, + N — 1)]" € CV*! is the frequency-domain
signal after DFT, N, = (p — 1)N marks the starting point of the p-th OFDM sym-
bol, [F],,, = (1/VN)e 2™ N is the (k,n)-th element in the DFT matrix F, x, =
[X(N,), X(N,+1),..., X(N,+N—1)]7 € CV*! is the transmitted coded signal in the
frequency domain with the average power normalized to one, w, = [W(N,), W(N, +

1),...,W(N,+ N —1)]" € CV*! represents the noise, and H, € CN*¥ is the channel
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impulse response matrix given by
(H,);; = hy(3; (i —j) mod N), 4,j=0,1,...,N—1 (4.3)

Note that the CIR h,(k;!l) is zero when | < 0 or [ > L — 1. The off-diagonal terms in

G, are the ICI coefficients, where the (7, s)-th element can be expressed as

(Gl Z

=0 =

1L-1
hy(k;1) exp(j2mk(s —1)/N)
0 (4.4)

x exp(—j2msl/N).

The channel matrix G, can be decomposed as G, = G;l + G, where G;l contains
the diagonal terms of G, and G consists all the off-diagonal terms of G,. Note that
G corresponds to the DFT of hy = [fi;(0), (L — 1)]7, the averaged CIR in the
p-th OFDM symbol, i.e., h,(l) = % S (K, D). Meanwhile G, contributes to ICI

terms. We can rewrite (4.2)-as

= Glz, + Glw, + w, = diag(zp)Fnxph, + 2, (4.5)

where F'y ., is an N x L matrix composed of the first L columns of F' and z, denotes

the interference-plus-noise terms.

The variation of doubly selective fading channels within one or across several
OFDM symbols can provide some benefits. The intra-symbol channel variation also
causes ICI. It has been observed that the diversity order slightly increases if ICI is
utilized at the receiver [9,11,12,18] but the high complexity remains a concern. In
this work, we focus on the much more pronounced benefit provided by the inter-
symbol channel variation, assuming that ICI is handled by simple techniques such
as the decision-feedback canceller [1] with FEC to improve the decision accuracy. In
particular, we assume that any residual ICI will not ruin the possible diversity gain

provided by inter-symbol channel variation. This assumption is reasonable even if the
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normalized Doppler frequency f;Ts (T is one OFDM symbol duration) is as high as
0.1 about which many ICI mitigation methods can reach around 30 dB of signal-to-
interference-ratio without the help of FEC [13,15]. As a result, the error floor due to

residual ICI will not kick in until a very high SNR.

With this focus in mind, the stacked received signal y = [y, 42, ..., y%5]" can be

given as

y=XIp®Fyn, )h+22 Xhy+2 (4.6)

in which h., = (Ip® Fyxp)h, Ipis a P x P identity matrix, ® denotes the Kronecker
product, h is a length-PL vector defined as h = [iLlT, iLzT, o ,EIZ]T, X isa PN x PN
diagonal data signal matrix given by X = diag(X(0); ..., X(N—1),X(N),..., X(2N—
1),...,X(PN —1)) and z is a PN X1 noise vector representing the residual ICI plus

noise.

4.2.2 Asymptotic Analysis

In this subsection, we derive the asymptotic diversity order of BICM-OFDM by first
bounding the pairwise error probability (PEP). Let X be the coded transmit signal
corresponding to codeword ¢ and X be the detected signal corresponding to codeword
¢ where ¢ # é. In order to gain diversity, we adopt the assumption in [27] that the
interleaver can disperse d consecutive coded bits to different symbols and onto different
OFDM subcarriers whereas d bits cover the span of consecutive trellis branches on
which df. distinct bits of any two codewords occur. The assumption can be satisfied by
practical interleavers, for instance, the block interleaver of IEEE 802.11a [34]. Assume
that z is complex Gaussian distributed with zero mean and variance Ny. Evoke the

maximum-likelihood (ML) decision rule and the conditional error probability P(c —
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élh) is P(||z]]? > ||z + (X — X)hey|[?|h). It can be expressed by the Q-function as

(X = X)he| Q( N

Q =
5 2N,
V2N lI(X — X )| ? 0

mx—Xmm) (47)

2
where Q(z) = &= [~ e~z dy.

The PEP is obtained by ensemble averaging:

Plc —¢&) =E Q ( QLNOH(X —X>heqlr>]

(4.8)

2

e lo \/SNR-thHDheq

where SNR = 1/N; since the average power of channel and transmitted signal are
normalized to one and D = X — X is the coded symbol difference matrix. According
to the assumption of the interleayer, at-least dgee non-zero terms exist in D [27]. In the
following we consider the worst case that only dge. terms are non-zero in D and each
of these terms has Euclidean-distance d,,;,. Note that theparameters of BICM-OFDM

are usually chosen as N > L.and N 2> djee-

A typical PEP analysis such as those in [27,32] assumes that the vector h., has
independent elements and the rank analysis is focused on the term D D. Here,
however, the correlation of channels over several OFDM symbols needs to be considered.
We adopt the approach in [29] to extract the statistical independent components in h.,
which are considered as the source of diversity. After this extraction the usual PEP

analysis can proceed.
Assume the Kronecker model [30,70,71] for the channel, i.e., the channel autocor-
relation matrix can be decoupled as
R=Ehh!] =&, 2 @, (4.9)
where ®1 is the P x P time autocorrelation matrix constructed by stacking the win-
dowed ACFs, that is, the k-th row [®7|k1.p = [r(1 — k), r(2 = k),...,7(P — k)]. ®,
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is the L x L path gains autocorrelation matrix and constructed as a diagonal matrix
diag(o2,0%,...,0%_,) due to the uncorrelated scattering assumption where o7 denotes

the power of the [-th path.

The rank of R can be evaluated through [75, Fact 7.4.20]

rank(R) = rank(®r © ;) (4.10)

= rank(®7) X rank(®,) =ry X L
where rr and L are the ranks of ®; and ®;, respectively. Note that rp x L is
bounded by P x L. The autocorrelation matrix of h., is R., = E[heqhg]] = Ip®
Frn.))E[Rh)(Ip @ Fyyp)? = (Ip ® Fyy)R(Ip @ Fyyp)?. Since Fyyp has full
rank L, the matrix (I p® F ) also has full tank PL. Therefore, by the rank property

of matrix products [75, Proposition 2.6.2}}; the rank of R, is

rank(R., )= rank((Zp ® Fns.)RIp ® Fyy1)") (1)
4.11

= rank(R) =7y X L.

The eigenvalue decomposition is used to extract the statistically independent com-
ponents in h.,. Consider R., = VY, VE where V is a PN x rL matrix satisfying
VAV =1,.; and ), = diag(¢2,.. ., 2 1)- In the following analysis, h., is substituted
by VZ?ILi_Leq where i_zeq is the rrL x 1 normalized equivalent channel vector containing
independent and identically distributed (i.i.d.) zero-mean complex Gaussian random
variables with unit variance. It can be shown that the PEP is not affected by this

1_
substitution, since h., and V' 37 h., have identical distributions which is known as the

isotropy property of the standard Gaussian random vector.

Proposition 2.6.2 in [75]: Let A € C"*™ and let C € CF*" be left invertible (or equiva-
lently, rank(C) = n) and B € C™*! be right invertible (or equivalently, rank(B) = m), then
rank(A) = rank(CA) = rank(AB). It is straightforward that rank(CAB) = rank(A). Since
rank(Ip ® Fyyr) = rank((Ip @ Fxxr)) = PL, (4.11) can be obtained by designating C =

(IP®FN><L)7A:R, andB:(Ip®FNxL)H.

76



The term hl, D" Dh., in (4.8) now becomes BZ(EEIL)HVHDHDVE%EW in which
the central part (E%)H viDpH DVZ,% is a Hermitian matrix and can be diagonalized
as (E,%)HVHDHDVE,% = UAU" where U is unitary, rpy is its rank, and A =
diag{\,..., A\, } contains the eigenvalues. Moreover, define h=U" heq and notice
that h is i.i.d. complex Gaussian with zero mean and unit variance since U is unitary.

Equation (4.8) becomes

- ST
/SNR-h A
Plc—=¢é)=E|Q SNR-h AR R2h h

. (4.12)

SNR <X .
Q . n§:1j AP |

where h,, is the n-th element in A and |7zn| is-Rayleigh distributed. The PEP is bounded

by [32],

Plc= ¢) < E[exp(—s’leTR i Aathn )]
n=1 (4.13)
1
ST OLSNR/)]

n=1

When SNR is large enough, the bound in(4:13) can be further simplified to:

Ple—é&)< (] M) 1(%)—% (4.14)

And it follows that the asymptotic diversity order is ryy. As for the value of rpy,
1

since VX7 has rank rpL and the diagonal matrix D has rank dee, it follows that

rey < min(rpL, dgee), that is, the maximum asymptotic diversity order is no larger

than min(ry L, dgee).

4.2.3 Practical Diversity Gains

Next, we consider the slope of the BER curve that is observed in more realistic situ-

ations. The full slope of rpy = min(rpL, dgee) from asymptotic analysis is achieved
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when SNR approaches infinity. In practical situations, smaller eigenvalues of R, may
not have the opportunity to contribute to steepening the slope before the effect of other
impairments, such as residual ICI, kicks in. As a result, the actual slope observed at
moderate SNR will not be as large as the asymptotic slope. A similar phenomenon
caused by dominant eigenvalues in the context of channel estimation has also been

reported [66].

Simulations are conducted to demonstrate the effect of the relative sizes of eigen-
values on the observed slope. Consider a BICM-OFDM system over a block fading
channel. Here we did not use doubly selective fading channels because the magnitudes
of eigenvalues need to be controlled to show their effects, and it is very difficult to do so
for a doubly selective fading channel; while in a.block fading channel, it can be easily
done by setting the path gains. Fig.4.2 shows two BER curves under two-multipath
(L = 2) Rayleigh block fading channel with two different.path-gain settings. The sys-
tem uses 8-PSK modulation; the DFT size is 64, P =2, and a rate-1/2 convolutional
code with the generator polynomial [133; 171} (dgee = 10) is adopted such that the
diversity order is not limited by dge.. 10° channel realizations are simulated. Two
settings of eigenvalues of ® are used; the first consists of (0.995,0.05), and the second
(0.5,0.5). The full slope is —4 for both cases, but for the first setting, we expect the
slope will only reach —2 when the SNR is moderate, since only one eigenvalue is signif-
icant. As can be seen from Fig. 4.2, in the SNR range from 10 to 20 dB, the slopes are
—2 and —4 respectively, and the first setting’s slope does not reach —4 until around

SNR = 25 dB.

The relation between the practical diversity order and the channel autocorrelation
function can be further expounded. Consider the number of significant eigenvalues

of R, in (4.11). Since R., can be approximated to be circulant when N is large, its
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Figure 4.2: BER performance” with 8-PSK modulation under two-multipath (L = 2)
Rayleigh block fading channels with two different path-gain distributions. The DFT
size is 64, P = 2, and a rate-1/2 convolutional code with the generator polynomial

[133;171] (dgeo = 10) is adopted. 10° channel realizations are simulated.

eigenvalues can be obtained by applying DFT to it. It is essentially time-windowing the
channel ACF, doing Fourier transform, and sampling the result. Therefore, the faster
the channel changes, the narrower the ACF becomes relative to the observation window
(the code block length), and a wider Fourier dual and more significant samples follow.
Consequently the diversity order gets larger. Two contrasting examples are shown in
Fig. 4.3 where the observed Doppler spectra are obtained by convolving the Doppler

spectra with a sinc function, corresponding to the Fourier transform of time-windowed
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channel ACFs. After obtaining the observed Doppler spectra, the eigenvalues can be

obtained by sampling them.

;) Observed Doppler spectrum, f, T = 0.05
\
5 L y  Samples, {,To =005
\
! \ _ _ _ Observed Doppler spectrum, fd TS =0.1

n Samples, des =0.1
[}
2 3 .
c
[®)]
©
=

2r i

7N = s 1
ol { : MR aSd m‘%

1500 1600 1700 1800 1900 2000 2100 2200
Sampling instant

Figure 4.3: The eigenvalues are obtained by sampling the convolution of the Doppler
spectrum and the sinc function in frequency domain which can be recognized as the

observed Doppler spectrum. The curves show the effect of different window lengths.

4.2.4 Simulation Results and Discussions

Back to doubly selective fading channels, Fig. 4.4 shows the BER performance of a
BICM-OFDM system under time-varying channels with two equal-gain paths (L = 2).
The experiments are conducted with three Doppler spectra and different normalized
Doppler frequencies. The system uses 8-PSK modulation, the DFT size is 64, P = 10,

and a rate-1/2 convolutional code with the generator polynomial [133; 171] (dge. = 10)
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is adopted such that the system performance is not limited by dge.. 10° channel
realizations are simulated. Fig. 4.4 verifies our predictions on the diversity orders
and the effectiveness of the BICM-OFDM systems. For example, consider the case
of Jakes” model with f;Ts = 0.1, the 6 largest eigenvalues of time ACF are 3.96,
3.44, 2.23, 0.349, 0.0162 and 0.0004. The first 3 eigenvalues contains 99.67 % of total
channel power. As can be expected, the practical diversity order is limited by rp x L =
3x 2 =06. When f;Ts is 0.05, the practical diversity order is further reduced to
rp X L = 2 x 2 = 4 since the number of significant eigenvalues of ®1 is cut to 2.
The results confirm that larger channel variations lead to higher diversity orders. The
case of carrier frequency offset (CFO) is also shown to demonstrate channel variation
introduced that does not contribute to-diversity.. The ACF of this case has [®r]x1.p =
[e72m(I=k)faTs ei2n(2=k)fals Sei2r(P=k)faTs] at the, k-th-row. Alternatively, ®7 can
be rewritten as ([1,e 727 /aTsy | g2 P=DITs|T g (] ei2nfals ei2m(P=DfaTs]) that

results in a rank-one matrix-and no time diversity gain is available.
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Figure 4.4: Comparison of the diversity gain provided by time-varying channels with
three kinds of Doppler power spectral density (PSD): Jakes” model, uniform PSD and
carrier frequency offset (CFO). The normalized Doppler frequencies 0.01, 0.05 and
0.1 are simulated. The path gains h,(k;l) for different [ are assumed independent.
The time-variation of the channel E[h,(k;1)h;(m;1')] is Jo(27 fa(k — m)T) - 6(1 = 1)
for Jakes” model, sin(27 fy(k — m)T)/(w(k — m)T) - 6(I — I') for uniform PSD and
exp(j2m fa(k—m)T)-6(1 —1") for CFO, where f; is the maximum Doppler frequency, T’
is the OFDM sampling time, Jy(-) is the zeroth order Bessel function of the first kind,
and 0(-) is the Kronecker delta function. Notice that the considered diversity here is

the effective diversity order based on the dominant eigenvalues.

Note that in doing the above simulations, relatively simple channel estimation is

required in the sense that only the time-averaged channel within each OFDM symbol
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needs to be estimated for the receiver to function. The study of channel estimation of
OFDM over doubly selective channels has been very active and many efficient methods
are available [11,13,66]. Subsequently, efficient ICI cancellation can be done with many

methods found in, for example, [1,13,15].

4.3 Extension to the Multiple-Input Multiple-Output

Case

The transmission scheme can be extended to MIMO scenarios to benefit from additional
gain from spatial diversity. As has beenshown, BICM-OFDM can effectively capture
time and frequency diversity; to further take advantage of spatial diversity in MIMO
situations, a common way is to transform the spatial diversity to time or frequency
diversity [30]. In the following we consider two techniques that achieve this goal with
little modifications and overhead cost with respect to BICM-OFDM design for SISO
cases. We choose a different approach'from the obvious choice of combining BICM-
OFDM with space time coding (STC), which potentially gives a even larger diversity
order of Ny xmin{ L, dge.} [27], out of the considerations that the simple receivers often
used for Alamouti-like schemes suffer greatly in double selective fading environments

and the ML decoders for general STC usually carry prohibitively high cost [76-78].

4.3.1 Cyclic Delay Diversity

The first example is the CDD method used in OFDM systems [79] to transform spa-
tial diversity to multipath diversity (or recognized as frequency diversity); it is done

by inserting different cyclic delays to the signal at each transmit antenna. The diver-
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sity order is analyzed via the framework established in Section 4.2.2; in essence, the
asymptotic diversity order is determined by the rank of R.,. For simplicity, the case
of two transmit antennas and one receive antenna is considered and the results can be

extended to more general cases. Starting from the SISO signal model of (2), inserting

0 IA]

an intentional delay A is equivalent to multiply a circular shift matrix P = [; "~ g

to the transmit signal FHmp. The receive signal will be FHpPFpr and we can
combine P and H, into an equivalent channel. Without loss of generality, assume
that an intentional delay A is inserted at the second antenna and (4.6) is modified for
the MIMO case:

y:X<IP®FN><2L’) (h1+h2) +z:Xheq+z (415)
h

where L' = L + A and h; and h, are respectively assembled by

hy = [R1(0) . AN(L — 1), 0450, R1(0), 2 RA(L — 1),

01xn, ooshB(0), o hp(L—1),005A]5, 4

ho = [0y, h3(0),. "L RHL =1),0,,a, h2(0),.. .,
(4.16)

R2(L—=1),...,00a,h3(0),... . hA(L — )5, .,

where superscript is used to denote the transmit antenna index.

Assume that the time and path ACF of hy and h, satisfy the Kronecker model
in (9) individually and denote the spatial correlation matrix between two transmit
antennas as ®g = [p; 72]. Further assume that L < A < N, — L where N, is CP
length, then the taps of hy and hy will not overlap in the h in (15), and the length of

h of each OFDM symbol is still within N,,. As a result, the autocorrelation matrix of

h will satisfy the MIMO Kronecker model:
R=ERh" =&, 2 &5 &, (4.17)
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and thus

rank(R.,) = rr X Ny x L. (4.18)

Following the approach in Section 4.2.2, it is straightforward to see from (4.18) that
the maximum achievable diversity order is min{ry x Np X L,dgec}. Fig. 4.5 shows
the BER performance of an MIMO BICM-OFDM system employing CDD with the
normalized Doppler frequency set to 0.05 (thus 77 is 2). The slopes coincide with the

analysis results, and the diversity order increases with the path and antenna counts.

4.3.2 Phase-roll Diversity

The second example is to generalize the phase-roll scheme [30], in which the correlation
function of the equivalent channel hik] = hy 4+ hae?2 ™ has zeros at certain delays, i.e.,
Ri[Ak) = LE{h[k]h* [k + Ak]} = L1 + ™24y =0 at Ak = 1,3,2, ... Zero correla-
tion, as demonstrated in Section 4.2.2,in turn implies independent channel conditions
and opportunities to exploit diversity. One interesting scenario happens when multi-
ple CFOs exist among collaborating transmitters in cooperative communications. The
scenario can be fitted into a PRD model with unintentional phase differences induced
by CFOs. We have reported simulation results of similar schemes in [31] in which the

effectiveness of PRD is clearly demonstrated.

Similarly as in the CDD case, by combining the phase rotation matrix E =

diag(1, el %, ... el =y 71)) and H, into an equivalent channel, (4.6) can be rewrit-

ten as (when there are two transmit antennas)

y=X(Ip® Fyur)(Erhy + Exhy) + 2 = Xhy, + 2 (4.19)
where E, = diag([L, 1, ..., ][/ =" 2, 22 R ae {1,2),
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Figure 4.5: BER comparison-of the MIMO BICM-OFEDM employing CDD, PRD and
STBC over doubly-selective fading.channels. The DFT size is 64, P = 10, and a rate-
1/2 convolutional code with the generator polynomial [133; 171] (dgee = 10) is adopted.
Notice that the considered diversity here is the effective diversity order based on the
dominant eigenvalues. The channel is equal-gain two-path at [ = 0 and [ = 1 and the

introduced cyclic delay A is 5. The parameters of PRD are chosen as €; = 0.05 and

E9 = —0.05.

is an PL x PL diagonal matrix representing phase offsets, and h,, is defined as

ho = [RS(0), ... h(L — 1), hS(0), ..., hS(L — 1),
(4.20)
"75?3(0)7"'75?3([’_ 1)]£L><1'

Assume that we correct the phase offset from the first transmit antenna and thus, E;
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becomes an identity matrix. The rank of R., can be bounded by [75, Fact 2.10.7]

rank(R,,) = rank(R + E,REL)
(4.21)

< rank(R) + rank(E,REY) = rp x L x 2.

The last equation follows that rank(R) = rank(E;REY) = rr x L. The maximum
diversity order is increased by Np due to space diversity, if dg.e is not the limiting factor.
Though the analysis does not find the condition when the bound can be achieved,

simulation results, such as those shown in Fig. 5, indicate that it is achievable.

For slow fading channels, it is worth noting that in [70] the diversity gain provided
by multiple transmit antennas appears in the same form as our result. It is of no
surprise since both methods transform spatial diversity into other types of diversity for
easier harvest. Finally, the simulation results show the weakness of Alamouti scheme
over doubly selective fading-channels. Consider the example of space time Alamouti
code where the signal matrix X in'(4:6) becomes diag(X:;”,. .. ,Xf;%) where XI‘?T =
[_’;;(*); ;’Eizi] with X, =diag(X((p— )N)X((p— DN +1),..., X((p— )N +
N —1)). One would expect the diversity order to be P x min{L, dg..}; however, the
performance degrades severely and an error floor occurs if a typical Alamouti receiver

is deployed. The degradation is caused by channel variations within an Alamouti

codeword and the induced destruction of the Alamouti structure.
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Chapter 5 Conclusion and Future Work

The dissertation investigates issues of dealing with ICI in OFDM systems over doubly-
selective fading channels. For the ICI cancellation, we proposed an indicator of ICI
level on individual subcarrier. Its distribution is shown to be insensitive to the channel
PDP and therefore it works properly for a wide range of channels. A PSA framework
is proposed to adapt ICI cancellation strategies according to the ICI indicator for
each subcarrier and enable a better tradeoff between computational complexity and
system performance. PB ZF and MMSE ICI equalizers with very low complexity are
developed within the PSA processing framework incorporating an ICI indicator and
are very effective at dealing with mild ICI situations. A lookup table method is also
developed that forms, together with-these equalizers, a comprehensive ICI solution
for OFDMA downlink receivers. Theoretical analysis and simulations are provided to
show the effectiveness of our-approach. About 80% reduction in complexity without
sacrificing performance is achieved. We derive the PDF of the ICI indicator to reveal
why it can effectively facilitate the PSA framework for low-complexity ICI cancellation

schemes and offer valuable information on channel variations.

For exploiting the benefits from time variations, the diversity gains of BICM-
OFDM over doubly selective fading channels are examined for both the asymptotic
condition of very high SNR and the realistic situation with moderate SNRs. It is
shown by simulation that the later diversity order is practically governed by dominant
eigenvalues of the channel ACF. The same analysis framework is extended to show
that BICM-OFDM together with MIMO techniques can provide even higher diversity
gains in, for instance, asynchronous cooperative communications. The results provide

insights on the design/tradeoff of design parameters of BICM-OFDM systems, e.g., the
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achievable time diversity order versus the length of blocks.

5.1 Future Work

1. Since the ICI indicator can identify whether the subcarrier experiences good or
bad channel, to utilize it in the transmitter side to enhance the overall system
performance such as adaptive loading or allocation is a potential future research
topic. Furthermore, our ICI indicator originally derived from the time linearly
varying model that holds only when the normalized Doppler frequency is lower
than 0.2. For even faster changing channels, the model that considers higher
order terms is necessary. It is worth further investigation on the questions that

how to modify the ICLindicator-and extend its usability for this scenario.

2. For OFDMA, we set the un-used sub-channels nearing the boundaries to zero.
In PSA, we also have the flexibility to choose different ordering for cancella-
tion. Further investigations are needed for these two issues, i.e., consider the

co-channel interference from the un-used sub-channels and optimal ordering for

ICI cancellation in PSA.

3. Nonlinear ICI cancellation approaches such as MAP or turbo ICI equalizers are
still too complex even with the help of ICI indicator and thus further explorations
are needed. MIMO ICI equalization is another important topic. In spatial multi-
plexing, our proposed ICI indicator and equalizers can be easily extended. How-

ever, when space-time or space-frequency codes are applied, it is not so trivial.

4. The inter-channel variations have been exploited to gain the diversity in this

dissertation. The intra-channel variation may also be used to further improve
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the diversity. An initial step on this has been provided in Appendix II. It is

interesting to further investigate the diversity order.

. In the current work, we did not consider the ICI caused by CFO which will result
in performance degrades if CFO is left untreated or residual CFO exists; however,
other ICI cancellation approaches focused on the Doppler spread induced ICI like
us will also have performance degradation. It is worthwhile to study in the future

the two kinds of ICIs jointly for practical applications.
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Appendix I: Asymptotic Analysis on the
Diversity Order of BICM-OFDM in

Doubly Selective Channels

With the system model described in Chapter 4, the stacked received signal y =

[yl yL - - yL]" can be given as

y=XIp®Fyn,)h+22 Xh,+2 (L.1)

where Ip is a P x P identity matrix, ® denotes the Kronecker product, h is an length-

PL vector defined as
h = [h(1;0), ..., h(1; L — 1), h(2,0), ., h(2,L = 1),....h(P,0), ..., h(P,L — 1)]* (L2)

with A(i;1) (1 < i < P, 0+< [ <. L <1) representing the average channel impulse

response in the ¢-th OFDM symbel, X is an PN x'PN diagonal matrix given by
X = diag(X(0),..., X(N — 1), X(N),..; X(2N —1),..., X (PN — 1)), (1.3)
and z is an PN X 1 noise vector representing the residual ICI plus noise.

We derive the asymptotic diversity order of BICM-OFDM by first bounding the
PEP. Let X be the coded transmit signal corresponding to codeword ¢ and X be the
detected signal corresponding to codeword é where ¢ # ¢. The assumption that the in-
terleaver maps consecutive coded bits to different constellation points and transmitted
onto different OFDM subcarriers is adopted [27]. Assume that z is complex Gaussian
distributed with zero mean and variance Ny. The maximum-likelihood decision rule is

to choose the error signal X if

1 Hy_XheqHQ 1 Hy_XheqHQ
- - — > _ g “mTeqll N
(ﬂ_NO)PN/Q eXp( N(] ) — (ﬂ_NO)PN/Q eXp( N(] )

(L.4)
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So, the conditional error probability P(c — ¢|h) is equivalent to
P(||2]]* > ||z + (X = X)he,|[*|h)
= P{zfz> 2"z — 25 (X — X)h,, — hgl(X - X))z + hgl(X — X)#(X — X)h,,|h}
= P(T 2 [|(X = X)he||*|h)
(L5)

where T = 2" (X — X)h,, + hg(X — X)"z is a zero-mean complex Gaussian random

variable (RV) with variance 2Ng||(X — X)h.y|[>.

By using the @-function, the error probability in (I.5) can be written as

Q

(X — X)he||? 1 .
- = Q[ /5 [(X = X)hel| (1.6)
\/QNOH(X—X)h,eqH2 ( 2Ny >

where

1 P2\
Qz) = E/x e zdy. (I.7)

Then, the pairwise error_probability (PEP) can/be derived by averaging over all

channel realization

Ple—e) =B |Q (|51 11X  X)ha )]

SNR - k. D" Dh,,
2 (1.8)

=L
2

0 \/SNR -hH(Ip® Fny )ID"D(Ip ® Fyy1)h

where SNR = 1/N; since the average power of channel and transmitted signal are
normalized to one and D = X — X is the coded symbol difference matrix. According
to the assumption made in the interleaver, there are at least dge. non-zero terms in
D [27]. In the following we consider the worst case that there are only dge different

terms between X and X and each of these terms has Euclidean distance d? Note

min*

that the typical parameters of BICM-OFDM are chosen as N > L and N > dfce-
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A typical PEP analysis such as that in [27] assumes that the vector h., has inde-
pendent elements and the rank analysis is focused on the term D D. Here, however,
the correlation of channels over several OFDM symbols needs to be considerd. We
adopt the approach in [29] to extract the statistical independent components in h.,
which are considered as the source of diversity. After the extraction the usual PEP

analysis can proceed.

Assume the Kronecker model [30,70,71] for the channel, i.e., the autocorrelation

matrix of the channel can be decoupled as
R =Ehh"] = d; @ &, (1.9)

where &7 and &, are the time.and path gains autocerrelation matrices. The rank of

the channel autocorrelation matrix is-{75, Fact 7.4.20]:
rank(R) = rank(®r ® &) =rank(®r) x rank(®y) = rp x L (I.10)

where rr and L are the ranks of @pand @, respectively. Note that r1x L is bounded by
P x L. The correlation matrix of H., is R, = E[heqhg] = (Ip® Fyyp)ERh|(Ip®
FNXL)H = (Ip X FN><L>R<IP &® FNXL>H. Since FN><L has full rank L, the matrix

(Ip® Fny«p) also has full rank PL.

We use the following proposition [75, Proposition 2.6.2]: let A be a m X n matrix,
B is n x k with rank n, and C' is [ x m with rank m, then rank(AB) = rank(A) and

rank(C' A) = rank(A). Therefore, the rank of R, is
rank(R,,) = rank(R) = rp x L. (I.11)
The eigenvalue decomposition is used to extract the statistically independent com-
ponents in h.,. Consider R,, = VY,V where V is a PN x ryL matrix satisfying
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VIV = I, and X = diag(o?,---,02,,). In the following analysis, he, is sub-
stituted by VZ,%jLeq where ﬁeq is the roL x 1 normalized equivalent channel vector
containing independent and identically distributed (iid) zero-mean complex Gaussian
random variables with unit variance. It can be shown that the PEP is not affected by

1
this substitution, since h., and V'3 h., have identical distributions which is known

as the isotropy property of the standard Gaussian random vector.

The term h/. D" Dh,, in (1.8) now becomes EZ(E,%)HVHDHDVE,%RW. Note
that the central part (EEIL)HVHDHDVE,% is a Hermitian matrix and can be diag-
onalized by an unitary matrix U, i.e., (E%)HVHDHDVE% = UAU" where A =
diag{\y, -+, A, } contains the eigenvalues. Since VE% has rank rr L and the diagonal
matrix D D has rank dj., it follows immediately that the rank of (Z;% YEVHE DR DVE%

is min(rr L, dgee), and hereafter it is-denoted as rgy.

Moreover, define h =U" ’_'Leq and notice that A is iid complex Gaussian distributed

with zero mean and unit variance since U is unitary. Thus, (I1.8) becomes

v H o
NR-h Ah NR - d2. <X
Ple—e)=E|Q (|| Tt _p o |20 D i

where h,, is the n-th element in f and its magnitude |7Ln| is Rayleigh distributed with

(1.12)

the PDF

f(z) =2z exp(—2?), = > 0. (I.13)

22

We use the upper bound on the Q-function, @Q(x) < e~z , and (1.12) can be upper

bounded as

SNR P e
P(c — &) < Elexp(————min Z AnlPin|?)] (1.14)
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Then using the PDF in (I1.13), the RHS in (I.14) can be derived as

N d2 TV
Elexp(— SRR mmZA |H,|*)]

SNR - d?,;, <X
/ /2|h1| X+ X 2| Ay, | - exp(— mmZA | |?)

(1.15)
QXp(—|FL1|2) X X exp( |h7‘TV| )d|h1| |7:L7"TV|
B 1
CILE M+ (ASNR - 2, /4)]

Finally, when SNR is large enough and the eigenvalue is non-zero, the term 1 in
the denominator in (I.15) can be neglected. Thus, Equation (4.14) in Chapter 4 can

be obtained.
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Appendix II: Regarding the Diversity
Order From Intra-Symbol Channel

Variations

We investigate the impact of ICI on the diversity order here. We have shown that
available ICI-cancellation techniques are good enough for the system to realize the po-
tential diversity order resulting from the inter-symbol channel variation. As regarding
the benefit of exploiting the intra-symbol channel variation, it has been observed that
the diversity order slightly increases if ICI is utilized at the receiver [9,11,12,18] but
the high complexity remains a concern. ' However, more delicate effects of ICI on the
diversity order still need further investigation..'We chose not to distract ourselves in
Chapter 4 with this venture..Here we show how one may further pursuit this direction
of analysis by making additional assumptions. With these assumptions, our framework
can be extended to evaluate the diversity gain provided by the intra-symbol channel

variation.

Consider the transmission of a single OFDM symbol and assume that the time
variation of CIR is linear within the OFDM symbol [13,15]. It is a reasonable assump-
tion in most practical cases when the normalized Doppler frequency is smaller than

0.1, which corresponds to 500 km/h in WiMAX standard. The CIR can be written as

N -1 t— &L
h(pNs = N +1;1) = h(pNs = —5—31) + —5—=—0(pNs; 1) (IL.1)
S

where Ng denotes the length of CP plus N. h(pNg — N + t;1) and h(pNg — %; )
represent the [-th path at the t-sample instant and the center point of the p-th OFDM

symbol, respectively, and §(pNg; 1) is the difference of CIR between the (p — 1)-th and
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the p-th OFDM symbol. Note that with the linear variation assumption the channel

at the center point is also the averaged channel in one OFDM symbol.

We shall drop the OFDM symbol index for simplicity for now since we are con-

sidering the intra-symbol channel variation. The CIR matrix can be decomposed as

where [M]; ; = h(pNg — %; i—j) and [A¢);; = 0(pNg;i—j) fori,j=0,1,...,N —
1. M, and A; both are circulant matrices. The diagonal matrix & is defined as

€ = diag(— 52, -2 +1,..., 1), Note that h(pNg — 22;1) and 6(pNs; 1) are

S

assumed to be zero when [ < Qorl > L — 1.

The CFR can be derived as
Hy= FH.F"
= FMFT +F¢EFTFAFT (IL3)

= H; +EA;
The frequency-domain received signal model is
y=Hix+ =z
= Hix+ EAix + =z (IL.4)
= XFhi+EXF6; + =z
where hy = [h(pNg — ¥51;0), h(pNs — 52:1), ... h(pNs — 54 L — 1)]7 and &, =

[0(pNs;0) ,0(pNs; 1), ..., 0(pNs; L — 1)]".

To obtain the signal model used in Chapter 4 (cf. Equation (4.6)), (I1.4) is rewrit-

ten in matrix form:

o (IL5)



The diversity order can be analyzed via the framework established in Chapter 4.2; in
essence, the asymptotic diversity order is determined by the rank of R.,. It can be
inferred that the intra-symbol channel variation potentially provides higher diversity
orders. However, the power of the difference channel §; is usually two-order smaller
than that of the average channel h; [13]. The diversity gain due to d;, unlike the fre-
quency diversity provided by hy, is not accessible when SNR is moderate. Moreover,
the optimal ML receiver fully exploiting the signal energy from the ICI terms is re-
quired while the corresponding super-trellis in the Viterbi algorithm usually demands
unaffordable computational resource. Instead of complicating the analysis by studying
the marginal gain provided by intra-symbol channel variation, we chose to focus on the

more pronounced benefit provided by inter-symbol variation.
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