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Car/Motorcycle Mixed Traffic Modeling: A New Cellular
Automaton Approach

Student; Zih-Shin LIN Advisors: Dr. Lawrence W. LAN
Dr. Yu-Chiun CHIOU

Institute of Traffic and Transportation
National Chiao Tung University

Abstract

Recently, various cellular automaton (hereinafter referred to as CA)
models that can be categorized as one branch from the microscopic viewpoint,
were developed to describe the phenomena of real traffic flows characterized
with complex dynamic behaviors. However, the coarse cell unit adopted in
existing CA models makes them extremely difficult to implement urban traffic
simulation. Therefore in this study, a novel CA model is developed, in order to
release this restriction and henceforth expands the application of CA model to
urban traffic scenarios.

This study basically can be divided into three-folds. First, as the onset, a
CA model with refined cell/site system is developed in order to enhance the
simulation resolution and henceforth to efficiently gauge the microscopic
traffic characteristics. Here three important amendments, as compared with
traditional CA models, are carried out. First of all, the concept “common unit”
1s defined to serve as the basic unit for simulating both roads of various widths
and vehicles in various sizes, where “cell” and “site” represent the basic unit
for vehicle and roadway space respectively. Following that, the 3-D
generalized traffic parameters are defined so as to take vehicular and/or
roadway widths into consideration. Coupled with this refined cell/site system,
piecewise-linear speed variation is introduced into CA simulations. Following
this, limited deceleration which in essence arising from Pipes and/or Forbes’
car-following concept, is also proposed for the sake of rectifying one common
defect in most existing CA models—unrealistic abrupt deceleration as vehicles

v



encounter stationary obstacles or upstream front of traffic jams. It is evidenced
that the proposed refined CA model successfully fixed the unrealistic
deceleration behaviors.

Next, the methodology for deriving local traffic parameters when
implementing our refined CA models is also defined. The simulation results
show that through the derived local traffic parameters, the renowned
three-phase traffic patterns, as proposed by Kerner (2004), and the phase
transitions among them can be successfully simulated.

In the third part of this study, based upon the aforementioned refined CA
model, mixed traffic comprised by cars and motorcycles are analyzed. The
simulations reveal that the proposed CA model successfully gauges some
important traffic characteristics of urban traffic, such as the unique transverse
drift behaviors of motorcycles when break inside traffic jams and the lateral
drift behavior for motorcycles breaking into two moving cars from the

upstream front of traffic jam.

Aside from their popularity, the existing CA models in the past were
continuously criticized for their significantly biased application to freeway
traffic and their failure to uncover delicate vehicular behavior from
microscopic viewpoint. On the other hand, our simulations evidence the
superiority of the proposed novel CA model since it successfully liberates the
above-mentioned restriction and is able to capture the violate traffic
phenomena in real world. Based upon the enhanced resolution and the
increased flexibility of the proposed CA model, analysis of different traffic
contexts, such as the mixed traffic comprised by vehicles of various sizes and
sophisticated traffic phenomena in urban area, either from microscopic or
macroscopic perspective, will be practical in the future. Thus the proposed
novel CA model can be deemed as a breakthrough progress in development of
CA model and shed some light for the future analysis of traffic modeling. It is
looking forward that via the proposed CA model different traffic control
strategies for separate traffic contexts can be efficiently evaluated before

practical implementation.

Keywords: Refined Cellular Automaton Model, Spatiotemporal Traffic
Parameters, Mixed Traffic Flows, Motorcycles
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CHAPTER 1 INTRODUCTION
1.1 Motivation

Understanding vehicular moving behaviors provides the fundamental
rationales for planning, designing, controlling and managing the road systems.
In order to avoid the time- and money-consuming field observations, numerical
implementation can be used as an efficient instead for providing precious
reference and guidance. Therefore, along with the rapid progress of digital
technology since early fifties, numerous traffic simulation models have been
plentifully proposed.

Generally, existing traffic models can be roughly separated into three
branches; depending on the level of detail or resolution of traffic been
derived—macroscopic, microscopic and mesoscopic models. The coarsest ones
are the macroscopic models which include the traffic flow models and
fluid-dynamical models. Traffic flow models analyze the relationships between
speed, density and volume (May, 1990). Fluid-dynamical models, on the other
hand, analogize vehicular flow to fluids and assume that aggregate behavior of
drivers is dominated by the surrounding traffic conditions. Lighthill and
Whitham (1955) and Richard (1956) developed the most prominent one-order
fluid-dynamical models. Subsequently, high-order fluid-dynamical models
were developed by other researchers; for example, Payne (1971), Liu et al
(1998) and Zhang (1998).

The microscopic traffic flow models, in contrast, describe the interaction
between individual vehicle and other vehicles. Car-following models are the
most pertinent models to explicate the one-dimensional movements in a
longitudinal lane such that the following vehicle adjusts its speed to maintain
desirable or safe distance headway to the lead vehicle. Stimulus-response
models are perhaps the most prominent models developed in the 1950s and
1960s by the General Motors (GM) research group, because the same
principles 1is still being applied and/or extended nowadays by scholars
worldwide, for example, that by May (1990), Brackstone and McDonald (1999),
Lan and Yeh (2001), etc.

The third branch, the mesoscopic models, serves as the linkage to fill the
gap between the aggregate level approach of macroscopic models and the



individual viewpoint in the microscopic ones. Mesoscopic models aim to
describe the behavior of small groups of vehicles. Examples of these models
are the cluster models, gas-kinetic models and the cell transmission models.
Prigogine & Herman (1971) proposed the kinetic equation of vehicular traffic
and summarized the possible alternate forms of the relaxation term.
Hoogendoorn and Bovy (1999) proposed a traffic flow model describing
multilane heterogeneous (i.e. unconstrained and constrained) traffic flow.
Various kinetic models were subsequently proposed by many researchers, such
as Paveri-Fontana (1975), Phillips (1979), and more recently Nelson (1995),
and Nelson and Sopasakis (1998). Daganzo (1993, 1994) proposed the cell
transmission model (CTM model for short) and since then have been popularly

utilized for traffic simulation.

Recently, various CA models that can be categorized as one branch from
the microscopic perspective have been developed to describe the phenomena of
real traffic flows with complex dynamic behaviors, owing to their capacity for
reflecting complicated traffic patterns via comparatively concise numerical
algorithms. Nagel and Schreckenberg (1992) proposed their famous pioneer
model (referred as for NaSch model hereinafter) to reproduce the basic features
of real traffic. In their model, the road is divided into squared cells of length 7.5
meters. Each cell can either be empty or occupied by at most one car (i.e., the
size of a car is viewed as one cell). Space, speed, acceleration and even time
are treated as discrete variables. The state of the road at one certain instant is
derived from one time-step ahead by applying acceleration, braking,
randomization and driving rules for all cars at the same instant (i.e., parallel
dynamics). Obviously, such a coarse description is an extreme simplification of
real world conditions; therefore, a considerable number of modified NaSch
models has been developed in the past decade. For instance, Nagel (1996, 1998)
employed the concept of stochastic CA and treated each particle with
randomized-integer speed between zero and maximum speed. Rickert et al
(1996) examined a simple two-lane CA model and pointed out some important
parameters that define the shape of the fundamental diagram (flow-density);
Chowdhury et al (1997) generalized the NaSch model by introducing a
particle-hopping model for two-lane traffic with two different vehicle speeds
(fast and slow); Barlovi€ et al (1998), in contrast to the constant randomization
in the NaSch model, introduced a velocity-dependent randomization (VDR)
parameter. Although the VDR model is a simple generalization of the NaSch



model, it is capable of revealing some complex traffic dynamics, i.e., the
existence of wide phase separated jams and metastable free-flow states. Nagel
et al (1998) further proposed different CA rules to govern vehicular
lane-change behavior. More Recently, Boris Kerner (2002, 2004), a German
traffic physician, introduced a three-phase traffic theory that consists of free
flow, synchronized flow, and wide-moving jam phases. The latter two phases
exist in congested states in which downstream front of the synchronized flow
phase is often fixed at a bottleneck while the wide-moving jam will propagate
through the position where bottleneck locates. To explore the emergence of
such traffic patterns, Kerner and partners tried to describe the complex
spatiotemporal behaviors based on empirical freeway traffic analysis. (Kerner
et al, 2004)

Over the years, most conventional CA models were developed for
depicting the traffic phenomena on freeways. However, most of times these
models were limited to the simulation of pure traffic scenarios in which
vehicles have identical size. Few has been devoted to the analysis of urban
traffic such as mixed traffic that is comprised by vehicles in various sizes; such
as heavy vehicles (e.g., bus, truck), light vehicles (car) and of course, smaller
two-wheel ones (motorcycle, bicycle). It is evidenced that the coarse cell
system in existing CA models makes it extremely impossible to reflect various
vehicle sizes and the slight speed variation of vehicles on urban streets. Thus
inevitably refined cell system must be established beforehand if one ever tries
to successfully simulate the urban traffic.

In addition to the refined cell system, some unique behaviors must also
be scrupulously considered in places where both cars and motorcycles are
introduced. Unlike heavy or light vehicles that normally move within a specific
longitudinal lane and sometimes change lanes for overtaking or turning,
motorcycles do not move in a specified lane. As the result, conventional flow
models may not satisfactorily elucidate the motorcycles’ moving behaviors.
Because motorcycles are the most popular transportation mode in Taiwan as
well as in some other Asian countries, it is important to gain better insights of
the motorcycles’ moving behaviors, from both academic and practical

perspectives.



1.2 Research Objectives

The final goal of this study is to develop an effective CA model capable
of simulating urban traffic with different vehicle kinds and/or sizes introduced.
To fulfill this, the intended multiple purposes of this study can be outlined
sequentially as follows.

A To introduce refined grid system to facilitate the implementation of
CA into urban traffic simulation
A refined “cell unit” is first proposed for developing the novel CA model.
Henceforth, the rules governing the forward movement and lateral shift of
vehicles that come into different sizes and their incurred interactions can
be conscientiously elucidated. Along with this, the general 3-D traffic
parameters, including density, traffic flow and spatiotemporal averaged
speed will also be introduced.

B To establish CA update rules for describing vehicular movements

The primitive CA update rules are devised in reference to that proposed in
existing CA efforts. In addition, revised CA update rules will be developed
to rectify the common defect prevailed in existing CA models, i.e., abrupt
deceleration when vehicles encounter stationary obstacles or approach
upstream front of traffic jams, as to reflect more precisely the real driving

behaviors in real world.

C To define means to measure local traffic parameters

Methodology for deriving local traffic parameters in the proposed refined
CA model will be created. Accordingly, macroscopic traffic parameters
such as traffic flow, density and speed in various traffic conditions (i.e.,
with bottleneck, lane-drop, signalized intersection, etc.) can be well
derived whereas the local traffic parameters from microscopic approach
that describing the incurred complex spatiotemporal traffic patterns and
the transitions among them, either on highways or urban streets, can also
be obtained.

D To develop sophisticated CA model capable of simulating
car/motorcycle mixed traffic

Simulation of various traffic scenarios, such as different car/motorcycle
ratios that prevailed in urban streets via the refined CA models will be



implemented. The relevant CA update rules for delineating complicated
behaviors of motorcycles will be defined as well. It is expected that some
important spatiotemporal characteristics thereof can be successfully

obtained.
1.3 Research Framework

To cope with the research purposes, as mentioned, the research
framework is demonstrated in the flowchart as shown in Figure 1-1. Each step
therein is elaborated in the followings.
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Problem identification

The first step is to identify the purposes and scope of this study, and to
address problems that need to be explored.

Literature review

The second step is to review related researches in traffic flow theories,
including macroscopic, microscopic, mesoscopic models and the
car-following theory, especially the existing CA models. This puts the
current status of traffic modeling in perspective and identifies the potential
defects of existing traffic models that impede their implementation for

urban traffic simulation.

Development of basic refined CA models

In this step a refined CA model is proposed, introducing drivers’
heterogeneity into simulation. As the first groundwork, a refined “common
unit” is defined so as to fulfill the required “resolution” for urban traffic
simulations. Along with that, several spatiotemporal traffic parameters are
thereby devised. Second, referring to traditional CA models, some basic
forward and lane-change rules that govern vehicular movements are
developed. The refined CA model, coupled with these basic CA update
rules, is capable of capturing the essential features of traffic flows,
including those found in previous works. Thirdly, to cope with the real
vehicular performance behavior with required precision, the basic model is
extended further to mandate vehicles equipped with piecewise linear speed
variation as well as limited deceleration capacity. It shows that this
amendment can reflect the genuine driver behavior in real world and is
capable of revealing Kerner’s three-phase traffic patterns. By end of this
step, the methodology for deriving local traffic parameter in the proposed
refined CA model will also be developed.

Development of sophisticated CA models

Upon the refined CA model developed in step 3, simulations for mixed
traffic with diverse compositions of cars and motorcycles are carried out.
For this, CA update rules, especially lateral movement update rules besides
the lane-change rules, must be addressed according to the attributes of
each individual vehicle and the traffic situations around it. Therefore a



sophisticated CA model to elucidate the erratic motorcycle behavior in
mixed traffic contexts is devised. In addition to the conventional moving
forward and lane-change rules, the sophisticated CA model also explicates
the lateral drift behavior for cars moving in the same lane, the lateral drift
behavior for motorcycles breaking between two moving cars, and the
transverse crossing behavior for motorcycles through the gap between two
stationary cars in the same lane. Fundamental diagrams and space-time
trajectories for vehicles with various car-motorcycle mixed ratios are

demonstrated and compared with existing effort..

(5) Conclusions and recommendations

After the exhaustive and deliberate explorations, the findings in the model
formulation and validation will be summarized. The strengths and
weaknesses of the proposed model will then be discussed, followed by

some recommendations for future study.
1.4 Chapters Organization

This thesis is organized as follows. Chapter one briefly describes existing
traffic flow models and illustrates the motives for proposing the new CA model,
followed by a brief circumscription of research objectives, research framework
of this study. Chapter two overviews previous works and the diverse existing
traffic flow models, especially the progress of CA models in latest two decades.
Chapter three examines first the main defect of existing CA models, in
particular, the deficiency for urban traffic simulation is pointed out and the
potential cause is discussed; following is a detail illustration of the developed
refined CA model. Chapter four describes the methodology for measuring local
traffic parameters via the proposed CA model. Chapter five further proposes
the sophisticated CA model for mixed traffic comprised by cars and
motorcycles. Chapter six summarizes, concludes and addresses issues for future
studies.



CHAPTER 2 LITERATURE REVIEW

Conventional traffic flow models can be roughly separated into
macroscopic, microscopic and mesoscopic models, as the level of detail in
simulation ranges from the coarsest to the finest, respectively. Macroscopic
models describe traffic flow as fluid flow and hence analyze traffic phenomena
at a high level of aggregation (for example, number of vehicles per hour that
pass a certain spot) without considering its constituent parts (the vehicles),
Microscopic models describe the behaviors of the entities making up the traffic
flow (the vehicles) as well as their interactions in detail. On the other hand,
mesoscopic models are at an intermediate level of detail, oftentimes aiming at
description of vehicles in groups instead the interactions among individual
vehicles. All these approaches, especially the prominent car-following theory
and related vehicular traffic theory are reviewed in this chapter.

2.1 Macroscopic Approaches

Macroscopic traffic models were virtually originated from fluid
dynamics in which traffic flow is treated as continuous chain and behaves
analogous to fluid flow. Thus, the continuity equation for traffic flow can be
derived via the well-known Reynolds transport theorem. Therefore,
relationship among some important traffic parameters, such as traffic flow,
density and average speed from global perspective can be derived. The basic
philosophy thereof, the renowned law of conservation of mass flow, is
illustrated as below.

2.1.1 Conservation law for traffic flow

The general form of Reynolds transport theorem that familiar to scholars
in fluid dynamics field is enclosed as Equation 2-1.The LHS of Equation (2-1)
represents the variation rate of a moving system B at time-step ¢ from
Lagrangian viewpoint (i.e., a coordinate system following the movement of
system B), whereas the RHS thereof represents the summation of variations
inside a fixed control volume (CV) and the influx/outflux across the control
surface (CS) at same time-step, i.e., from Eulerian viewpoint, as shown in

Figure 2-1. The parameter b is defined as elementary unit of system B.



% = gb(pV -dA) +%J;U(bp)dl/ (2-1)

where

B= |[[bpdr (2-2)

system

When B is set as mass (or say, b equals to unity), and the mass of system
B is assumed to be unchanged (in traffic theory, this implies that there is no
vehicular exit or access for system B), Equation (2-1) is transformed into the
so-called equation of conservation for mass flow—the continuity equation,
shown as Equation (2-3).

%IﬂpdV+£§pV-dA =0 (2-3)

Inflow

Fixed control surface and system boundary at time ¢
= = = System boundary after a short time ¢

Figure 2-1. A general description of relationship among fixed control volume,
control surface and a moving system for defining Reynolds
transport theorem.

2.1.2  Lighthill-Whitham-Richards (LWR) model

For traffic prevailed on freeway, since longitudinal movement is the
main concern, the continuity equation is further simplified into a
two-dimensional equation with two independent variables—Iocation x at an
instant of time ¢. Upon this, Lighthill and Whitham (1955) first conjectured that
density 1s the function of the two above-mentioned independent
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variables—p=p(x,t). After that, they adopted the traditional formula for
estimating fluid flow rate ¢ (Equation 2-4). Thus the continuity equation in
form of first order partial differential equation (PDE) can be derived as
Equation (2-5):

q=pv (4
Op(x,t) | Sq(x) _ (2-5)
ot Ox

An additional hypothesis was inspired by the g-p profile from the
theoretical fundamental diagram of traffic (FD, see Figure 2-2) to assume that
flow is the function of density only (Equation (2-6)); therefore Equation (2-5)
can be reduced as Equation (2-7).

q=q(p) (2-6)
op(x,1)  9q(p(x,1) _ o (2-7)
ot ox
§A
2
=

density

Figure 2-2. The theoretical fundamental diagram of traffic.

Since now there is only one dependent variable—the vehicles’ density p
in the derived equation; it becomes possible to obtain the analytic solution of
this PDE if its initial and boundary conditions are both given and, finally
leading to a solvable traffic flow model.

In the LWR theory, a traffic disturbance is propagated by kinematic
waves at a speed

dq(p)

Kinematic waves (KW) ¢ =
dp

(2-8)

According to Equation 2-8 and Figure 2.2, one can find that the KW
velocity is positive on the part of the fundamental diagram where the flow rate

11



increases with density, and it is negative on the part of the fundamental
diagram where the flow rate decreases with density.

Besides the effort of Lighthill and Whitham, one year later Richards
(1956) published a similar model. Therefore, this model is usually referred to
as the Lighthill-Whitham-Richards (LWR) model.

2.1.3 Other macroscopic models

Obviously LWR model is an over-simplification of traffic phenomena,
since it assumes a homogeneous and deterministic traffic flow and it implies
smooth and concave functionso for both speed and density. Therefore in the
past three decades, many efforts were devoted in improving the LWR model.
Most notable studies in this regard include the work by Bick and Newell (1960)
for two-lane bidirectional road, by Munjal and Pipes (1971) for multi-plane
freeways and those by Liu ef a/ (1998) and Zhang (2005) of high-order similar
models. In the same spirit, some other proposed systems of finite different
equations (FPE) to model freeway traffic, such as Payne (1971) and Daganzo
(1995). Wong and Wong (2002) further formulated a multi-class traffic flow
model as an extension of LWR model with heterogeneous drivers.

2.2 Mesoscopic Approaches

Mesoscopic models bridge the gap between macroscopic and
microscopic models by combining the aggregate traffic flow variables with
some assumptions on the interactions among vehicles. Mesoscopic models
normally describe the traffic entities at a high level of detail whilst their
behaviors and interactions are described at a lower level of detail.

The mesoscopic models can take varying forms. One form is vehicles
grouped into packets, which are routed through the network (Leonard et al,
1989). Each packet of vehicles acts as one entity and its speed on each road
(link) is derived from a speed-density function defined for that link as well as
the density on the link at the moment of entry. The density on a link is defined
as the number of vehicles per kilometer per lane. A speed-density function
relates the speed of vehicles on the link to the density.

The second approach is the gas-kinetic traffic models. Analogous to gas
kinetic theory, in these models traffic flow is treated as a gas of interacting
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particles where each particle represents a vehicle. As such, instead of
describing the traffic dynamics of individual vehicle, gas-kinetic traffic flow
models describe the dynamics of the velocity distribution functions of vehicles
in the traffic stream. Recent application of gas-kinetic traffic flow models can
be referred to Hoogendoorn (1999) and Klar & Wegener (1999).

Another mesoscopic paradigm is that vehicles are grouped into cells
which control their behaviors. The cells traverse the link and vehicles can enter
and leave cells when needed, but not to overtake. The speed of the vehicles is
determined by the cell, not the individual driver’s decision. One famous
approach in this regard is the cell transmission (CTM) model proposed by
Daganzo (1993, 1994). In that, the LWR continuum model is discretized into
cells. The road is represented by a number of small sections (cells). The
simulation model keeps tracking the number of vehicles in each cell, and in
each time-step it calculates the number of vehicles that cross the boundaries
between adjacent cells. The flow from one cell to the other depends on how
many vehicles can be sent by the upstream cell and how many can be received
by the downstream cell. The amount of vehicles that can be sent is a function of
the density in the upstream cell whereas the number can be received depends
on the density in the receiving cell. The lagged cell transmission model
(Daganzo, 1999) is a refinement of this scheme, where the amount of vehicles a
cell can receive (from the adjacent upstream cell) is also affected by the density

some time earlier in the cell.

One new category in this regard is the hybrid model which tries to
introduce concurrently the macroscopic and microscopic model into simulation.
For example, Leclercq and Moutari (2007) proposed to take the advantage of
different approaches and tried to develop a combined algorithm which includes
both macroscopic model (based on Eulerian coordinate) such as LWR model
and the microscopic model (based on Lagrangian coordinate) in order to
provide more efficient traffic simulations on large road networks. However,
they agreed that there are two important questions have to be addressed first
when developing a hybrid model: (a) How closely are the microscopic and
macroscopic models to be coupled? (b) How to synchronize or to translate
boundary conditions, when passing from one traffic representation to another?
For this they also tried to define the translations of boundary conditions at
interfaces in the primitive hybrid model they proposed.
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2.3 Microscopic Approaches

The microscopic models describe the interrelationship of individual
vehicle’s movement as well as its interaction with other vehicles. In these
models of vehicular traffic, attention is focused on individual vehicle that is
represented by a “particle”. Car-following models are the most pertinent ones
to explicate the one-dimensional movements in a longitudinal lane such that the
following vehicle adjusts its speed to maintain desirable or safe distance
headway to the lead vehicle. Stimulus-response model is perhaps the most
prominent one developed in the 1950s and 1960s by the General Motors (GM)
research group, which is still being applied or extended (e.g., Brackstone &
McDonald, 2000; Chakroborty & Kikuchi, 1999; Lan & Yeh, 2001). The

car-following models are summarized as follows.
2.3.1 Concept of “car following”

The terminology “car following” on a motorway means the behavior of a
driver who, through control of the brake and accelerator, tends to maintain an
acceptable distance behind the lead vehicle in the same lane. Therefore, for
each individual vehicle, an equation of motion is defined, which is the analogue
of the Newton's equation for each individual particle in a system of interacting
particles. In Newtonian mechanics, the acceleration may be regarded as the
response of the particle to the stimulus it receives in the form of force which
includes both the external force as well as those arising from its interaction

with all the other particles in the system.
2.3.2  Stimulus-response relationship

The basic philosophy of the car-following theories can be summarized by
the relationship:

[responsd, oc [stimulus], (2-9)

Each driver can respond to the surrounding traffic conditions only by
accelerating or decelerating the vehicle. Different equations of motion were
proposed in various car-following models, arising from their differences in
postulating the nature of stimulus. In general, the Newtonian kinetics is adopted

as the basic principle for movement:

Xn = f;'ti (Vn 4 Axn 4 Avn ) (2_10)

14



where the function f;,; represents the stimulus received by the n" vehicle.
Different car-following model interprets the function f;; differently. In the
following, several car-following models are illustrated.

2.3.3  Pipes’ car-following theory

The very first car following model can be traced back to the primary
model proposed by Pipes (1953). He introduced the concept of minimum
(safety) space headway, as shown below:

Axn(v = (Ax)safe +T*Vn(0: xn+1(v - xn(t) (2'1 1)
where 7 1is a parameter that sets the time scale of the model
v, (t)= x.(t) is the speed of n™ vehicle at instant ¢

n+1 represents the vehicle in right front

Accordingly, one may derive the acceleration/deceleration of each
vehicle by differentiating, with respect to time, on both sides of the Equation
(2-11).

(1) %m ()%, (0)] (2-12)

This model encapsulates two basic assumptions: (a) The higher the speed
of the vehicle the larger should be the distance-headway. (b) In order to avoid
collision with the lead vehicle, each driver must maintain a safe distance
(Ax)sqz. to the lead vehicle. Therefore, in Pipes models, both the coefficients of
the general form (refer to the Equation (2-18), shown as below) are set as
m=[=0. According to Pipes, (Ax)s,=20ft and t =1.36 s.

2.3.4 Forbes’ car-following theory

Forbes (1958) approached the car-following behavior by considering the
reaction time needed for the following vehicle to perceive the need for
decelerating and applying brakes. The final formula proposed, however, is
identical to that (Equation (2-12)) in Pipe’s model but still with slightly
difference, 1.e., (Ax)s=20ft and T =1.5 s.

2.3.5 General Motors’ (GM) car-following models
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The five-generation GM model (1960, also known as GHR model owe to
the contribution made by Gazis, Herman and Rothery in late fifties and early
sixties, or the follow-the-leader model) is perhaps the most well known model.

Its general formulation is:

_ 2-13
- Av(t —T) (2-13)

X, oc sensitivity * stimulus =

where T is the reaction time.

The first prototype car-following model that would eventually lead to
general GM formula was put forward in the late 50s by Chandler, Herman and
Montroll (1958) at the General Motors research labs in Detroit, MI. This was
based on an intuitive hypothesis that a driver's acceleration was proportional to
the relative speed to the front vehicle (Av), or a deviation from a preset
following distance. Also for a more realistic description, the strength of the
response of a driver at time ¢ should depend on the stimulus received from the
other vehicles at time #-7, where T is a response time lag. Hence, an equation
known as the GM#I model that similar to Equation (2-12) is derived:

¥,t+T)=alx,,,()—x,()] GM#1 model (m=0, [=0) (2-14)

Where a is the sensitivity coefficient, an experimental constant
independent of n, and a varies from 0.17~0.74.

The second generation GM model was proposed later by the same
research team in light of the fact there are different driving behaviors for
drivers stuck in the platoon. So the sensitivity coefficient a is divided into
following two groups:

¥,t+T)=alx,, ()—x, )] GM#2 model (m=0, I1=0) (2-15)

Where i=1 or 2, a, is the coefficient for driving in platoon and «; is the
coefficient for driving not in platoon.

Gazis, Herman and Potts (1959) subsequently attempted to derive a
macroscopic relationship describing speed and flow; using the microscopic
equation as a starting point. The mismatch between the macroscopic
relationship they obtained and the other macroscopic relationships in use at that
time led to the hypothesis that the algorithm should be amended further by
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introducing a //Ax term into the sensitivity constant (i.e., & = a/Ax), in order to
minimize the discrepancy between the two approaches. This led to the third
generation GM model:

X,(t+T)= {#}[)@M (t)—x,(t)] GM#3 model (m=0,[=1) (2-16)
xn+l (Z) - xn (t)

Subsequently, Edie (1960) attempted to match the m=0, /=1 model to
new macroscopic data in a similar manner to Gazis, Herman and Potts.
However, he concluded that another amendment should be made to the
sensitivity constant, namely, the introduction of the velocity dependent term.
This produced a new model with m=1 and [=1:

% (t4T) = {M}[x (O)—s.(t)) GM#4 model (m=1,I=1) (2-17)
X, (D)= x,(2)

This approach was later used by Gazis, Herman and Rothery (1961) to
investigate the sensitivity of their macroscopic relationships to the variations of
the speed (Av) and space headway (Ax). As the consequence, they introduced
two general scaling constants m and / for Av and Ax terms respectively.

§ (t+T) = a,, (xn (t+ T)) : ][5%1 (H)-x,(t)] GM#5 model (2-18)
(x,.. (0 —x,())

Source m /
Chandler et al. 0 0
Herman and Potts 0 1
Greenshields 0 2
Greenberg 0 1
GM#5 1 1
Underwood 1 2
Northwest University 1 3
UC Berkeley 0.8 2.8
Hoefs 1.5/0.2/0.6 0.9/0.9/3.2
Treiterer & Myers 0.7/0.2 2.5/1.6
Ozaki 0.9/-0.2 1/0.2

Table 2-1. Comparison of recommended parameters settings among some
famous GM (GHR) models

Thus the generalized formula of GM model was derived. Numerous
investigations occurred during the following 15 years, in the attempt to derive
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the “best” combination of m and /. However, since the late 70s' the GM model
has seen less and less frequently investigated and used, perhaps suffered from
the large number of contradictory findings as to the correct values of m and /.
These contradictory findings may be caused by two facts. First, the follower’s
behavior is likely to vary in accordance with different traffic condition around
it; analysis from microscopic perspective has confirmed this argument in part.
Second, many of the empirical investigations were taken place at low speeds or
in some extreme stop-start conditions, which may not reflect the general
car-following behavior. Nevertheless, some famous models in this regard that
may be considered to contribute are enclosed in Table 2-1.

2.3.6  Optimal velocity (OV) models

Bando et al (1995) assumed that each driver tends to maintain a safe
distance to the lead vehicle by choosing a proper speed as his/her desired
speed:

%,(0) =Ti[x (0) - %,(0)] (2-19)

n

- desired

where x| is the desired speed of the n” driver at time 1.

Bando et al (1998) further assumed that the desired speed depends on the
distance headway of the n” vehicle.

X, () = X (Ax, (1) (2-20)

where x”'(Ax,(¢)) 1is the optimal speed, so that

5, (1) = [ (Ax(0)) - %, ()] (2-21)

r

n

The performance of OV model depends intensively on the appropriate
choice of the optimal velocity function (Equation (2-20)). Through introduction
of appropriate optimal velocity, such as Heaviside step function, some
important macroscopic characteristics, such as traffic jam and hysteresis effects
(refer to Figure 2-8 herein below for description) can be observed.

The main weakness of OV model is that under certain conditions the
analytic solution, even for homogenous flow, becomes unstable and thus limits

the applicability to mixed flow. The second key impediment is that it is
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difficult to specify appropriate optimal velocity function for different traffic
condition (e.g., free flow or congested flow).

2.3.7 Safety distance (SD) or collision avoidance models

Also known as “collision avoidance” model, the original formulation of
“safety distance” model can be dated back to Kometani and Sasaki (1959).
Their primary methodology does not describe a stimulus-response type
function as proposed by the GM model, but seeks to specify a safe following
distance through the manipulation of the basic Newtonian equations of motion,
in case the vehicle in front were to act “umpredictably”. The full original

formulation is as follows:
Ax(t-T) =ax,., () + By, (1) + Bvu(t) + by (2-22)

The coefficients 7, a, S, p, by were determined from the calibration data
from either a pair of test vehicles on city streets or from a test track. However,
it is found that the coefficients vary for different occasions and along that, led
to different R’ values (0.25 and 0.95 respectively).

A major development of this model was made by Gipps (1981), in which
he considered several mitigating factors that the earlier formulation neglected.
These were that drivers will allow an additional “safety” reaction time equal to
772, (it can be shown that this condition is sufficient to avoid a collision under
all circumstances), and that the kinetic terms in the above formula are related to
braking rates of //2b,, where b, is the maximum braking rate that the driver of
the n™ vehicle wishes to use. Gipps offered no calibration of his parameters, but
instead performed simulations showing that his model produced realistic
behavior on the propagation of disturbances, both for a vehicle pair and for a
platoon of vehicles.

Since the effort of Gipps was published, the SD model continues to be
widespread adopted as the simulation model. Part of the attractiveness of this
model is that it may be calibrated using common sense assumptions about
driver behavior, needing (in the most part) only the maximal braking rates a
driver will use and the expected behavior of other drivers, to make it to be fully
functional.
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Although it produces acceptable results as, for example, comparing the
simulated propagation of disturbances against empirical data, there are still
some problems that cannot easily be solved. For example, if one examines the
“safe headway” concept, it would not be a totally valid starting point, as in
practice a driver may consider conditions several cars down stream, basing his
assumption of how hard the vehicle in front will decelerate on the “preview

information” obtained.
2.3.8 Linear (Helly) models

The original formulation of this approach dated to Helly (1959). He
proposed a model that included additional terms for the adaptation of the
acceleration according to whether the vehicle in front (and the vehicle two in
front) was braking. The simplified model is shown as the following Helly

equation:
an(t)= CAV(t-T) + Co(Ax(t-T) - Du(1)) (2-23)
where
Dy(t)=a + pv(t-T) + ya,(t-T) ;D(t) 1s a desired following distance.

From late fifties to early nineties, there are several researches published
in this regard proposing the optimal parameter combination for Helly equation.

A major strength of the Helly model is the specific incorporation of
“error”, an element of the original formulation that is often overlooked. And
some linear models (e.g. the model proposed by Xing, 1995) give an extremely
good fit to the observed vehicle trajectories. However, criticism applied to the
GM model can also be applied to the linear model, i.e., significantly
contradictory findings as to the correct values of coefficients C,and C>.

2.3.9 Psychophysical or action point (AP) models

The first model of this category was proposed by Michaels (1963), who
raised the concept that drivers would initially be able to tell they were
approaching a vehicle in front, primarily due to changes in the apparent size of
the vehicle, by perceiving relative velocity through changes on the visual angle
(6) subtended by the vehicle ahead. The threshold for this perception is
well-known in perception literature and given as Avw/Ax~6*10. Once this
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threshold is exceeded, drivers will chose to decelerate until they can no longer
perceive any relative velocity and the threshold is not re-exceeded. This model
in essence is based upon the theory that drivers’ actions rely on whether they

can perceive any changes in spacing.

The second model in this regard which introduced spacing-based
threshold (generically termed an “action point”) is particularly relevant at
close headways where speed differences are always likely to below threshold.
Thus, for any changes to be noticeable, Ax must be replaced by a “just
noticeable distance” (JND), related to Webers Law. This means that the visual
angle must change by a set percentage; typically 10%. It is also noted that this
threshold is ~12% for the opening situation, which implies that a driver
continually approaches and then moves back from the vehicle in front.

It is important to state that in crossing this last threshold, the driver will
set a determined acceleration/deceleration and stay with it until they break
another threshold, as the driver perceives no change in conditions, or at very
least, no change in the rate of change. It is also likely that in this
close-following area the driver is not fully able to control the
acceleration/deceleration of his vehicle, due to the very fine adjustments

required. Motion is therefore governed by the use of a minimum value.

The next advance of these models came through a series of
perception-based experiments conducted in the early seventies, by researchers
such as Evans and Rothery (1973) and by the staff at If V Karlsruhe in
Germany in the eighties. However, more recent work by Reiter (1994) in which
an instrumented vehicle was employed to measure the action points has
resulted in the amendment of some of these parameters and led to a totally

different functional form, as compared with previous ones.

Besides, although the entire system would seem to simulate behavior
acceptably, calibration of the individual elements and thresholds has been less
successful. For example, since the sixties, little research work has been
undertaken on the concepts involved in these models. It is difficult therefore to
either prove or disprove the validity of this model, although the basis upon
which it is built is undoubtedly the most coherent, and best able to describe

most of the features that we see in everyday driving behavior.
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2.3.10 Fuzzy logic-based models

The use of fuzzy logic within car-following models is worthy of mention
as it represents the logical step in the attempt to accurately describe driver
behaviors. Such models typically divide their inputs into a number of
overlapping ‘fuzzy sets” whereas each set describes how adequately a variable
fits the description of a “ferm”. For example, a set may be used to describe and
quantify what is meant by the term “too close”, where for example a separation
of less than 0.5s is definitely “foo close” and thus has a degree of truth or
“membership” of 1, while, a separation of 2s is not close and is given a
membership of 0, and intermediate values are said to exhibit “degrees” of truth
and have differing (fractional) degrees of membership. Once defined, it is
possible to relate these sets via logical operators to equivalent fuzzy output sets
(e.g., IF “close” AND “closing” THEN “brake”), with the actual course of
action being assessed from the modal value of the output set, calculated as the
sum of all the potential outcomes.

The 1nitial use of this method (Kikuchi & Chakroborty, 1992) attempted
to “fuzzify” the traditional GM model; using Ax; Av and acceleration as inputs
and grouping them into several natural-language based sets. This model has
been used to illustrate how the fuzzy logic system can be used to describe car
following, and the outcome was compared with that from the traditional GM
models. It is demonstrated that the GM model would produce differing
headways according to the rate of deceleration and hence the final speed. This
is clearly in contradiction to what would be expected in practice. Additionally,
the final following distance was shown to be dependent only on final speed,
regardless of the original following distance or original speed.

Although this model generally reflects the changes expected, its
formulation is unrealistic for two reasons. The acceleration of a vehicle can be
detected (it 1s highly debatable whether this is possible), and it has been found
from the linear (Helly) model that any linear dependence on Ax is exceedingly

small.

Other work in this area includes that by Teodorovi¢ (1994), Ho et al
(1996) and work by Yin et al (2002). However, none of these approaches have
attempted to calibrate the most important part of the model itself—the
membership sets.
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2.4 Cellular Automaton (CA) Models

CA modeling, also a microscopic approach, is one powerful tool for
traffic simulation; owing to its inherent simplicity and the capacity of
reproducing important entities prevailed in real traffic, e.g., density-flow
relation and the backward movement of traffic jams in congested traffic. As the
consequence, it is not surprised that since early nineties it is popularly utilized
worldwide to describe the phenomena of real traffic flows characterized with
complex dynamic behaviors.

Besides its inherent simplicity and efficiency, CA models also furnish an
important advantage as compared with other car-following models—the ability
for simulating multi-lane traffic. Most microscopic car-following models
endeavored at delineating drivers’ reaction to the traffic situation in front whilst
few ever tried to take care of the traffic condition aside. As the result, in most
car-following models only single lane traffic contexts were considered. Since in
real world traffic is usually composed by vehicles with different desired speed
(in other word, drivers with heterogeneous attributes), introducing different
vehicle attributes in a single lane model will inevitably result in platoon in
which slow vehicles are followed by faster ones and the average speed is
reduced to the free-flow speed of the slowest vehicle (Nagel et al, 1998). It is
apparent that such single lane models are not capable of modeling

heterogeneous traffic contexts.

Besides, in real world most road systems are comprised of at least
two-lanes, thus allow vehicles to change lane, or say, move sideway to overtake
a slow vehicle in the front. Consequently, the lane-changing rules that can
reflect the driving behaviors must be delineated if one intends to simulate the
traffic on multi-lane road contexts. However, as above-mentioned, the
car-following models lack the applicability for describing lane change
behaviors and hence the multi-lane contexts. In contrast, through the
combination of CA models and well-defined lane change rules, simulation of
the multi-lane traffic becomes practicable. This might explain its predominance
to other car-following models in the past two decades.

Cremer and Ludwig (1986) proposed a simple model which simulated
vehicular traffic on the basis of Boolean operations. Several years later, Nagel
and Schreckenberg (1992) proposed the renowned NaSch model. Although its
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success in reflecting some important traffic features, NaSch model is still
deemed as an extreme simplification of the real world conditions. Therefore
considerable modified CA models were devised in the following decade (for
instance, Nagel et al, 1996, 1998; Rickert et al, 1996; Chowdhury et al, 1997;
Barlovi¢ et al, 1998). Other related works that improved NaSch coarse cells
with finer cells have also been found (for instance, Knospe et a/, 2000; Bham
and Benekohal, 2004; Lan and Chang, 2003, 2005; Larraga et al, 2005). In
addition, Wolf (1999) employed a modified NaSch model to address metastable
states at the jamming transition in detail. Wang et a/ (2000) introduced NaSch
model and Fukui-Ishibashi model (1996) to investigate the asymptotic
self-organization phenomena of one-dimensional traffic flow. Pottmeier et al
(2002) studied the impact of localized defect in a CA model for gauging
metastable states and the coupled phase separation.

The first attempt for extending the implementation of CA model to
multi-lane traffic can be traced back to Rickert et al (1996). According to their
proposal, drivers will change lane only if both following the criteria are met:

(1) The incentive criterion: The gap in front of one vehicle at the current lane
should be no greater than its current speed and the gap in front of the
adjacent lane should be larger than the current front gap.

(2) The safety criterion: Any lateral displacement should not collide or block
other vehicles behind. Therefore, the nearest neighbor site must be empty
and that the max possible speed of the nearest vehicle behind on the other
lane is small than the gap between.

Rickert (1996) also proposed the derivative asymmetric model in which
vehicles always try to return to the right lane, independently of their situation
on the left lane. This is the real scenario in German freeway where passing
should be done on a specified lane (left lane) as a rule. In the following year, a
similar model was proposed by Wagner et al (1997) which revealed that the
passing lane (right lane) will be more crowded than the one for slower vehicles
(the right lane) if the traffic flux if high enough.

One year later, Nagel, the pioneer of CA model, with several coworkers
(1998) surveyed different lane change rules and concluded that in spite of their

differences, all generate similar and realistic results.
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Following that, along with development of VDR model, Barlovic (1998)
and Knospe (1999) both argued that the anticipation effect should be
considered for determining if the lane change should be initiated. Knospe (2002)
further suggested that the brake light status of one vehicle (either on or off)
may affect the driver’s behavior right in its back, if close enough, both for car
following and lane change.

Another achievement in this regard is the effort made by Jia et al (2005)
that evaluated the effect of honking effect of one vehicle if hindering by the
preceding slow vehicle. It is shown that the honk has almost no effect in
homogenous traffic whereas it enhances the traffic flux in the intermediate
density regime for the heterogeneous traffic. In addition, they argued that the
honk behavior is not encouraged in asymmetric two-lane models. Some

important CA models are outlined as follows.
2.4.1 Cremer and Ludwig’s model

In this primitive model, Cremer and Ludwig (1986) proposed a fast
numerical model for traffic simulation. They simulated the progression of cars
on a street by moving one bit variables through binary positions of bytes. In
addition, application of Boolean operations enabled the model to perform
diverse movements of vehicles. This model can reflect the basic macroscopic
phenomena of traffic flow while at the same time reproduces the main
mechanisms of microscopic models.

2.4.2 NaSch model

According to this renowned pioneer model a single lane roadway is
divided into squared-cells of length 7.5 meters longitudinally (see Figure 2-3).
Each cell can either be empty or occupied by at most one car at a given instant
of time-step. The space, speed, acceleration and even the time are all treated as
discrete variables. The state of the both road and car at any time-step are
derived from one time-step ahead by applying acceleration, braking,
randomization and driving rules for all cars that with discrete velocity
ve {0""’vmax} at the same time (i.e., parallel dynamics).

Despite its simplicity by nature, NaSch model is capable of reproducing
important entities of real traffic flow, e.g., density-flow relation (see Figure 2-4)
and the traffic jam induced by randomized driver behavior (see Figure 2-5). In
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NaSch model, car and road condition at time #+/ can be obtained from that at

time ¢ by applying the following four steps for each car concurrently:

7.5 meter
Figure 2-3. Homogeneous cell system utilized in traditional NaSch model.
Step 1 : Acceleration v, =min (V,+7, Viua);
Step 2 : Braking v, =min (v, , d,-1);
d,: the distance to next vehicle ahead.
Step 3 : Randomization with probability p v, = max (v,-1, 0);
Step 4 : Driving x,, = x,+ v, x, - the position of n™ vehicle

The NaSch model is a minimal model in the sense that all the four steps
are necessary to reproduce the basic features of real traffic (Figures 2-4 and
2-5). However, additional rules need to be formulated if one ever tries to
capture more delicate traffic phenomena, such as the hysteresis effect as well as
the parallel movement of traffic jams. These phenomena will be illustrated in
the following sub-sections.
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Figure 2-4. Comparison of simulated fundamental diagram via NaSch model
with that from the field observation.
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Figure 2-5. Comparison of simulated x-¢ plot via NaSch model with that from
field observation. Note the traffic fluctuation induced by one
randomized driver behavior and the its backward movement.

2.43 CA models considering slow-to-start phenomena

According to field observations, it is found that for vehicles stuck in
traffic jams over a certain period, there is a tendency for postponing
acceleration when leave the downstream front of jams. It is so called the
“slow-to-start” phenomena. This behavior also serves as a crucial factor on the
formation of upstream movement of traffic jam fronts (propagate upstream
with speed -15 kph) and the coupled parallel movement of neighboring traffic
jams. (see Figure 2-6 for reference).
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Figure 2-6. Field observed x-¢ diagram of German freeway (A-9, south, dated
2002.04.26). The vertical axis displays the position along freeway
(in kilometer) and horizontal axis as the time marched. (note the
parallel movement of traffic jams and the coupled backward speed
of traffic jams—175kph approximately.)
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Takayasu and Takayasu (1993) perhaps were the first to suggest a CA
model with slow-to-start rule. Next, Benjamin et al (1996) modified the
updating rule of the NaSch model by introducing an extra step where their
“slow-to-start” rule was implemented (short as BJH model). According to the
BJH rule, the vehicle which has to brake due to the influence of next vehicle
ahead will move on the next opportunity with the probability / — p, only.
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Figure 2-7. Simulated x-¢ diagram (left panel) and fundamental diagram (right
panel) of a spontaneously emerging jam through the VDR model.
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Figure 2-8. Description of hysteresis effect—A local phase transition occurs
from one traffic phase (free flow phase) to another phase
(synchronized flow phase), and later reverses to the initial phase,
transforming the hysteresis loop.

Barlovi¢ et al (1998) further proposed the velocity dependent
randomized (VDR) model which is basically analogous to the BJH model and
endeavors to establish proper update rule for randomization (P,) in accordance
with the velocity variation of vehicles. The VDR model did successfully
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exhibit the metastable states (a traffic phase in which small perturbation fails to
grow if the amplitude of perturbation below some critical threshold; as shown
in Figure 2-7) and consequently, the hysteresis effect (refer to Figure 2-8 for
details) that was never visible in the previous simulations. Therefore the VDR
model has been widely adopted worldwide since then.

In contrast to the original NaSch model, in VDR model the
randomization parameter—~P, is determined via the update rule depending on
the velocity of vehicles:

R for v=0, ie. outflowfromjam

o]

P for v>0, ie. flowin metastable states

Usually Py < P,, as to reflect the fact that when driving out from the
downstream of jams drivers are more likely to postpone acceleration (the
slow-to-start behavior). The update rules of VDR model are summarized as

below:
Step 0 : Randomization parameter setting P, = P(v,);
Step 1 : Acceleration v, =min (v,+1, V,u);
Step 2 : Braking v, =min (v, , d, -1);
Step 3 : Radomization with probability P,

n

. {max(vn —-1,0)  with probability P,
Vn with probability 1-P,

Step 4 : Movement x, = x,+ v,
vpithe position of n” vehicle

2.4.4 CA models introducing drivers’ anticipation and brake light
effect

For single-lane traffic models it is well known that particle disorder leads
to platoon formation at low densities. This simulation result still makes sense
since a slow vehicle will serve as a moving bottleneck and therefore forces the
following vehicle to remain the same speed for sake of collision free. When
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considering the two-lane contexts, however, it is found that influence of slow
vehicles seems still overestimated—even a small number of slow cars can
initiate the formation of platoons at low densities. This result obviously
disagrees with real traffic phenomena.

To cope with reality and to weaken the unrealistic effect of slow vehicles,
Knospe et al (1999) suggested that the anticipation effect for drivers should be
considered. They argued that the following driver (follower) will, based on the
surrounding situation, consider the anticipated speed of front vehicle (the leader)
as part of front headway for next time-step. Therefore the famous effective gap
was defined, as shown in Equation (2-24) to replace the geometric gap in the
deceleration update rule (i.e., Step 2 in VDR model, as shown above):

d:ff = dn + max(vanti - gapsafety > 0) (2_24)

It has been evidenced that introduction of anticipation effect drastically
reduces the influence of slow cars and therefore leads to more reasonable

simulation result.

Furthering that, Knospe et al (2000 & 2002) suggested that the effect of
braking light of front vehicle should also be considered. It is known as the BL
model. Their basic methodology is that at large distances the cars move (apart
from fluctuations) with their desired velocity v,,..; at intermediate distances
drivers react to velocity changes of the next vehicle downstream, i.e., to the
status of front “brake lights”. Last, if at small distances the drivers adjust their
velocity to ensure safe driving. Besides, acceleration will be delayed for
standing vehicles and for the vehicles directly after braking events.

In BL model, the gap between consecutive cars (where / is the length of

the cars) is:

dn = xn+1 _xn _l
b, 1s the status of the brake light (on (off)—b, =1 (0)).

Randomization parameter P is decided through:

B, if b, =1 and t,<t,
Ez(vn (t)’bn+1 (1)) = })0 lf‘ Vn = 0
E, in all other cases
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The values of Py, P, and P,, are determined in accordance with the current
velocity v, and the status of the brake light of preceding vehicle n+/,

bn+1 (t) .

where ¢, =d, /v, (¢) is the temporal headway
t, =min(v, (¢),h) is the safety time headway required

h determines the range of interaction with brake light
Step 0 : Randomization parameter setting P,=P(v,(t), b,+;)
Step 1 : Acceleration v,(t+1)=min(v,(t)+1, Vi),

ifb,.;=0&b,=0o0rt,>t

Step 2 : Braking v (t+1) =, (@),d")

where  d =d, +max(v,,, —gap,,.,,0)

Vanti = min(vnﬂ (t + 1)’ dn+1 (t + 1))

bo=1;  if va(t+1) < vu(2)

Step 3 : Randomization v, (t+1)=max(v,(t+1)-1, 0)

Step 4 : Movement Xp(t+1)=x,(1)+ v, (t+1)
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Figure 2-9. Comparison of the Knopse model (2000, left panel) with empirical

data (right panel).
The simulations show that the empirical data is reproduced in great detail

via the above-mentioned BL model (Figure 2-9).
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The original BL model assumes that the drivers of stopped cars are less
sensitive than the drivers of moving. Jiang et al (2003) based on such
philosophy, proposed further amendment. Their revised scheme argues that the
driver that has just stopped still remains sensitive; only when the car has

stopped for a certain time ¢. does the driver become less sensitive.

Therefore, according to Jiang et al (2003), the main updates to the
original BL model are: First, the acceleration capacity of a stopped car is
assumed to be one and that of a moving car is two. Next, the brake light is
switched on if the speed decreases; while in the original BL model the brake
has nothing to do with the decrease in speed caused by the randomization
probability p,. Finally, after the brake light is on, it will not switch off unless
the car begins to accelerate.

Accordingly, the estimation of probability is revised as

P if b,,,=1and t,<1,
f,'?rl (-l’rr (.f )" bfr+l {'r JJ =9 pl) n’f Pf.‘ = O. (”'.‘r'({ fﬂ > r‘_\
w_ Py in all other cases

Where t,, denotes the time that a car stops.
t. 1s the threshold time of stopping and choose as 10s.

The simulated outcome shows that the revised BL model successfully
reproduces the light synchronized flow that does not appear in original BL
model.

2.5 Other Microscopic Models

Some other microscopic models were also proposed to simulate
complicated traffic scenarios, for example, the gap acceptance models. Gap
acceptance models have shown success in simulating drivers’ reaction when
crossing non-signalized intersections and the complex lane changing behaviors
in the weaving area of highway on- and off-ramps, e.g., the effort by
Mahmassani et al (1981), Hamed et al (1997), Ahmed et al (1997),
Lertworawanich et al (2001), Cooper et al (2002) and Pollatschek et al (2002).
More recently, Sheu (2008) proposed to introduce the theorem of quantum
mechanics in optical flows to explain the motion-related perceptual phenomena
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and to model the induced car-following while vehicles approach the incident
site in adjacent lanes.

2.6 Three-phase Traffic Theory

Kerner (2004) introduced the three-phase traffic theory which consists of
free flow, synchronized flow and wide moving jam phases, as shown in Figure
2-10. The later two phases exist in congested states where downstream front of
the synchronized flow phase is often fixed at a bottleneck and the wide moving
jam will propagate through the spatial locations of the bottleneck. To explore
the emergence of such traffic patterns, Kerner and partners have surveyed
complex spatiotemporal behaviors based on the analysis of empirical data from
freeway traffic. These efforts include, but not limited to, Kerner and Rehborn,
1996; Kerner, 1996; Kerner and Klenov, 2002; Kerner et al, 2002; Kerner and
Klenov, 2004.
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Figure 2-10. Comparison the fundamental diagrams of three-phases
interpretation (Kerner, 2004, left panel) and that based on real
traffic (right panel).

The concept of three-phase theory was developed based upon the
observed field data prevailed on German Highway. According to the local
measurements as shown in Figure 2-11, one may find that when traffic density
increases beyond some threshold (e.g., 30 veh/km), the theoretical fundamental
diagram (refer to Figure 2-2) will no longer exist, but instead, a dispersedly
distributed measurement points on flow-density plane (fundamental diagram)

can be identified.
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traffic flow
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Figure 2-11. Observed flow-density relationships on German highways A-5.
(right panel, daily data)

To explore such complex traffic phenomena, Kerner (2004) suggested
that in addition to the free and congested traffic flow pattern defined in
traditional traffic theory, one new traffic pattern—the synchronized flow phase,
should be considered. The core philosophy of three-phase theory can be
illustrated as follows.
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Figure 2-12. Features of free flow phase in three-phase traffic theory.

According to Kerner (2004), when in free flow phase, vehicles move
with essentially high but different average speeds in different lanes. An
increase in flux will be accompanied by the increase of density, but cut-off at
some point ¢,,,.. This unique feature of free flow phase is illustrated in Figure
2-12.

In contrast, when in synchronized flow phase, vehicles will move with
nearly the same average speed in different lanes. But the average speed of
vehicles is noticeably lower and density is higher than the corresponding values
in free traffic flow. Besides, an increase in flux could be accompanied by an
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increase or decrease in density. Generally speaking, the measurement points
will cover a region on flux-density plane, as shown in Figure 2-13.
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Figure 2-13. Features of synchronized flow phase in three-phase traffic theory.

The third traffic phase in three-phase theory is that wide moving jam
phase. In this traffic phase, an upstream moving compact cluster is restricted by
two jam fronts, one upstream and other downstream. Inside the jam the velocity
of vehicles and hence the flow is negligibly small. The jam fronts are
decoupled due to the sharp decline of flow, as shown in Figure 2-14.
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Figure 2-14. Upstream propagation of wide-moving jams in three-phase traffic
theory.
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One important feature of traffic jams is their propagation upstream
unhindered with speed approximately /5 kph through either free flow or
synchronized flow. This means sometimes coexistence and parallel movement
of multiple traffic jams will be observed, as supported by the x-¢ plot of
measured traffic data in German highway (Figure 2-15). Besides, most of time
traffic jams emerge out of synchronized traffic.
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Figure 2-15. Coexistence of moving jams and their parallel propagation to the
upstream.

2.7 Discussion

Owing to their few and directly measurable parameters, macroscopic and
mesoscopic models are easier to calibrate than microscopic models.
Nevertheless, their application is limited to cases where the interaction of
vehicles is not crucial to the results of the simulation. For instance, analysis of
merging areas usually requires the explicit simulation of gap acceptance
behavior of the vehicles, as well as a precise reproduction of the geometrical
features of the ramp and freeway. Due to the high level aggregate
representation of traffic and road geometry in macroscopic (and to a lesser
degree mesoscopic) models, these facilities cannot be accurately replicated and
analyzed. Accurate modeling of signal control is also difficult in both
macroscopic models and mesoscopic models. In macroscopic models, the
vehicles are not modeled individually and in mesoscopic models the positions
and behavior of vehicles are approximated. When these vehicle positions are
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not known, or are inaccurate, it is difficult to simulate the activations of
detectors that are used in the traffic control system. This brings us to a general
problem of comparing results from macroscopic/mesoscopic models with real
life detector data. While it is possible to obtain measures such as flows and
speeds from these models, exact location of the measurements can be difficult
to determine. Normally they are averages over a whole link or segment, while
in real life the location of a detector can make a difference on the measured
flows, speeds and occupancies. These types of models are most successfully
applied to large scale networks and long time periods, where the shortcomings
due to the limited detail of these models may not be important. For applications
where these shortcomings can have a larger effect on the results, including
modeling of intelligent transport systems (ITS) and the examples mentioned
above, one should consider applying microscopic models instead.

As regard to microscopic models, there are several obvious advantages
for selecting CA model into traffic simulations. First, the rule set that describes
the update of each vehicle is small. Next, the update schedule, being
completely parallel, is simple, too. The most important and subtle reason is the
computation explicitness. It means that data is directly updated and iterations
for converging to some predefined residue are never required. The beneficial
aspect of using explicit computation is obvious—it minimizes the simulation
time and thereby increases likelihood for real-time simulation and henceforth
the traffic control for complex scenarios, especially for the urban network road

system.
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CHAPTER 3 DEVELOPMENT OF REFINED CA
MODELS

3.1 Shortcomings of Existing CA Models

Despite the inherent simplicity and its supremacy in simulation
expedition, one might find that most existing CA models dealt with pure traffic
(only one type of vehicle such as cars) on freeways. Incorporation of more
realistic CA rules into the simulation of mixed traffic (various types of vehicles
such as cars, motorcycles, buses) on urban streets or surface roads are
comparatively much less addressed. It is most likely that this bias mainly
suffers from the restraint circumvented by the coarse cell systems utilized by
existing CA models.

Figure 3-1. Erratic motorcyclists’ behaviors in congested urban traffic, such as
sneaking into traffic jam and transverse crossing between two
adjacent still vehicles.

As mentioned, most existing CA models utilized comparatively coarse
cell system proposed in the primitive NaSch model (refer to Figure 2-3) in
which each lane only allowed to be occupied by a single vehicle laterally. One
crucial defect aroused from such coarse cell system is that it would be difficult
to implement mixed traffic simulations where vehicles have different sizes
(length and width) and/or possess distinct behavior. For example, it is
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ubiquitous in many Asian urban streets that motorcycles oftentimes move
concurrently with the cars by sharing the “same lane” (see Figure 3-1).
According to Figure 3-1, one may find that some erratic motorcyclists do not
even follow the lane disciplines at all. They may make lateral drifts breaking
into two moving cars. Once blocked by the front vehicles, they even make wide
transverse crossings through the gap between two stationary cars in the same
lane, in order to keep moving forward. In this circumstance, obviously,
conventional coarse cell system is deficient to describe various vehicle sizes
with their coupled interactions. However, though the mixed traffic contexts
hitherto are seldom studied through CA modeling, an in-depth understanding of
mixed traffic behaviors can be imperatively important in many Asian cities

where motorcycles are prevailing.

Another shortcoming of the coarse cell system is the derived low
resolution which stands as the crucial barrier for implementing CA models into
urban traffic simulation. In urban streets, the speed limits are usually low. For
instance, if the speed limit is 60kph, there would be only three speed options
available for any vehicle—0, 28kph and 56kph provided that the cell system in
NaSch model (7.5m) is used for CA simulation. This is apparently not so
practical if one wishes to scrutinize in detail the microscopic traffic features or
to trace the realistic behavior of an individual vehicle. Furthermore, most
existing CA works only considered basic heterogeneity among vehicles,
including various speed limits and/or different vehicle lengths. For instance,
Chowdhury et al (1997), Nagel et al (1998), Ebersbach et al (2000) and Wang
et al (2007) analyzed the impact of partial vehicles equipped with lower or
higher maximum speed in the traffic flow. Ez-Zahraouy et a/ (2004) evaluated
the effect of mixture lengths of vehicles on the traffic flow in a single-lane
context. In Knospe’s et al (2000) paper, a two-lane system with smaller cell
sizes and different types of vehicles were studied. Kerner et a/ (2004) further
evaluated both the effects of different vehicle lengths and various maximum
speeds. In these CA models, except that by Knospe et al (2000), Wang et al
(2007) and Kerner et al (2004), the small vehicles occupy one cell, while the
big ones take two cells, but none ever take the impact of vehicular widths into
consideration. The only existing effort taking vehicular width into account is
perhaps that by Meng et al (2007). They tried to divide a single-lane into three
sub-lanes and thus allowed the introduction of motorcycles into simulation.

-39-



As for urban traffic simulations, the existing CA studies in this regard
can be categorized into two approaches. The first approach considers an
abstract network which assumes a two-dimensional lattice and focuses on the
investigation of phase transitions, e.g., Simon et a/ (1998), Chowdhury et al
(1999) and Watanabe (2003). The second approach tries to describe the
real-world traffic prevailing on the surface roadways in populated cities, e.g.,
Jiang et al (2006) and Spyropoulou (2007). Since these models basically
followed the NaSch’s coarse cell system, inevitably the vehicular speeds had
merely three theoretical options (0, I, 2) to cope with the prevailing urban
speed limits.

Moreover, for CA simulation there is one common defect yet
rectified—abrupt deceleration when vehicles encounter stationary obstacles or
traffic jams. In fact, deceleration limitation was seldom been considered in the
past; perhaps suffered from the utilized coarse cell system. Most CA models
just considered a collision-free criterion explicitly by imposing arbitrarily large
deceleration rates, which can be far beyond the practical braking capability
under prevailing pavement and tire conditions. Consequently, most previous
CA simulations have revealed that, for sake of collision prevention, a vehicle
can take as short as 1 second to come to a complete stop, even from a full speed
(e.g., 100kph), apparently exceeding the vehicular deceleration capabilities.
Such unrealistic abrupt deceleration can be easily identified via checking the

vehicular speed profiles in the front of traffic jams or stationary obstacles.

When scrutinizing the existing efforts, one may agree that simulation
through CA model has led to satisfactory outcome if only long-term average
traffic features are concerned or only macroscopic traffic phenomena or global
traffic parameters are examined; because the effects of locally realistic
deceleration have been smoothed out. However, if we want to scrutinize in
detail the microscopic traffic parameters around signalized intersections or the
neighborhood of some unexceptional scenarios, such as an accident vehicle or a
work zone blocking the partial highway lanes, it is evident that the deceleration
rule in CA model requires further revisions.

To overcome the above-mentioned impediments for implementing CA

into urban traffic simulation, we will propose three major modifications that
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differ from the traditional CA models. First we propose to establish a refined
CA cell system. For this, the concept “cell”, “site”, “common unit” (short for
CU hereinafter) and the relationships among them will be defined. Next,
Daganzo’s (1997) two-dimensional generalized traffic variables—density k(4)
and flow g(4)—are further extended to three-dimensional ones to account for
the distinct vehicle widths and lane widths. As such, the generalized
spatiotemporal occupancy p(S) and flow rates ¢(S) are defined. Finally, upon
these two amendments, we further suggest the piecewise-linear variation of
vehicular speed within each time-step. The methodology thereof is illustrated in

detail in the following Sections.
3.2 Common Unit, Cells and Sites

Basically numerical method for traffic simulation is twin-object oriented,
i.e., we have to consider roadway condition and the vehicular movement
concurrently. So as the beginning the basic unit for vehicles and for roadway
must be defined separately. Here “cell” is defined as the basic unit for
representing vehicular size whereas a “site” is defined as the basic unit for
representing the roadway space. Figure 3-2 illustrates this concept, in which the
comparison between the proposed refined CA grid (i.e., cell/site) system and
the cell system of the traditional CA model for a 2-lane roadway is also
depicted. For the cell system utilized by most traditional CA models, as shown
in Figure 3-2(a), usually a single cell can be occupied by a single vehicle, both
longitudinally and laterally. A long vehicle (for example a bus or a truck) can
be represented by multi-cells and occupy multi-sites longitudinally, e.g.,
Ez-Zahraouy et al (2004). However, it is clear that neither roadway nor
vehicular width can be addressed if equips with such coarse cell system.

On the other hand, when utilizing refined CA grid system, the size of site
and cell can be selected in accordance with the scenarios simulated as well as
the resolution of simulation required. Here the “resolution” represents the
degree of detail or the acceptable approximation of traffic phenomena one
expects to analyze. For instance, a standard freeway lane with width of 3.75
meters (12 feet), as shown in Figure 3-2(b), can be arranged with 3 sites
laterally with site width of 1.25 meter or 5 sites laterally with site width of 0.75
meter. Similarly, for other case such as a narrow street lane with width close to
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3 meters, it can be set with 3 sites laterally with site width of 1 meter, etc. Also
the cell size can be selected in light of the various lengths and widths of
different vehicle types. The sole restriction is that the size of both basic site and
basic cell should be identical, i.e., to be the common unit (CU). The concept of
CU is evolved to serve as the joint basis for both vehicle and/or roadway; so as
to describe different vehicle types and their required clearances for safe

movement in the contexts of various widths of lanes and roadways.

O--> 7 ® O—a A-lane
O% O/® O_:"’ B-lane

(a) The cell system utilized by most existing CA models. Note that neither
roadway nor vehicular width can be addressed.
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(b) The cell/site system utilized in the refined CA model.

Figure 3-2. Comparison between the proposed refined CA grid (i.e., cell/site)
system and that of the traditional CA model for a two-lane roadway
context.

According to Figure 3-2(b), it is obvious the refined grid system would
be much easier to represent heterogeneous vehicle sizes and to measure the
relative distances of any specific vehicle to its nearby vehicles on different

roadway contexts.

The philosophy thereof is straight-forward and is analogous to the grid
system that is popular in computational fluid dynamics (CFD) or the discrete
mesh system that is commonly used in finite element method, a typical
technique in structure strength and fatigue analysis. Figure 3-3 shows a typical
example of CFD simulation in which first the grid system around the airfoil is
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constructed (refer to Figure 3-3(a)). One can be easily aware of the philosophy
for such grid system development—the area where higher local variation of
Mach number (a proxy of speed) is anticipated, the denser grid density is
constructed. Figure 3-3(b) represents the simulated Mach number contours that
in fact is the iterated solution of renowned Navier-Stokes equation via the finite
difference method. Based on the similar philosophy, here for traffic simulation
we introduce the refined cell/site system so as to attain the required resolution
of simulation.

(a) The grid generated around the 2-D airfoil

Mach
0.00 0.174 0.348 0.522 0.696 0.870 1.04 1.22

(b) The simulated Mach number contours.

Figure 3-3. Typical grid generation prevalent in computational fluid dynamics
(CFD) analysis. In this case, 2-D flow field around an airfoil is
analyzed.

-43-



A short recap, a refined grid system will bring about required resolution
and 1s more efficient to describe the real traffic condition, such as mixed traffic
contexts.

In this study, usually 3.75-meter freeway lanes are considered. Therefore
a rectangular grid of 1x1.25 meters as the CU for cells and sites can be defined.
Setting the length of CU to be 1 meter can effectively simulate the vehicular
speed variation to a minimum accuracy of 1 meter per second, provided that the
time-step of simulation is set as 1 second. This would largely improve the
resolution of simulation results, which is particularly crucial for simulating the
traffic via CA modeling where low speed limit is regulated (e.g., highway work
zone, urban street) and wherein vehicles move with slight speed variations. For
safe movement with acceptable clearances, in this study a light vehicle (car) is
represented by a particle of 6x2 cells, always taking up 12 sites of road space;
whereas a motorcycle is represented by 2x1 CUs, always taking up 2 CUs of
the roadway space (refer to Figure 3-2).

3.3 Definition of 3-D Generalized Traffic Variables

To cope with the 3-D grid system that considers time and both vehicular
length and width, we additionally extend the 2-D traffic parameters that
proposed by Daganzo (1997) to be three dimensional. The philosophy is
demonstrated as follows.

In conventional traffic flow theory, there are three important traffic
parameters—traffic flow (g), traffic density (k) and vehicle velocity (v). For a
single-lane roadway with length L, the local traffic parameters can be defined

as:
k(t) = nubmer of vehicles observed overa road of given lentghlL at time t
lengthof observed roadaway L
o) = nubmer of vehicles(m) observed during given time period T at loc. x

length of observed time period T

-44-



So that

_n@) ]
k(t) = T (3-1)

_ m(x) -
q(x) = T (3-2)

The vehicular speed (v) can be measured via local detector or through the

formula:
q=kv (2-4)

Equation (2-4) was originally developed by scholars in the field of fluid
mechanics upon the assumption that fluid flow is continuous. This formula
later was commonly utilized into traffic analysis since then for estimating
vehicular average speed. However, a newcomer may be confused about the
validity of such applicability since that traffic flow is no longer continuous but
in essence discrete by nature. Besides, by definition, the 1-D local traffic
flow-g(x) 1s a time-based parameter measured at fixed point whereas the local
traffic density-k(?) is a space-based traffic parameter for an certain instant. So
although Equation (2-4) seems reasonable from dimensional analysis
perspective, it is criticized that this formula is strictly correct only under some
very restricted conditions, i.e., homogeneous state in which each vehicle equips
with identical features (e.g., same headway and identical speed, etc), or in the
limit as both the space and time measurement intervals approach zero. If
neither of those situations holds, then use of the formula to calculate speed can
give misleading results, which would not agree with empirical measurements.
These issues are important, because this formula has often been uncritically
applied to situations that exceed its validity.

To overcome this restriction, Daganzo (1997) proposed to extend the 1-D

local traffic parameters to be 2 dimensional to cover both time and distance and
hence defined the 2-D general traffic parameters, shown as follows.
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According to Daganzo (1997), for a finite x-¢ region, for example, the
rectangular region 4 in Figure 3-4 with length L and width 7, the 2-D
generalized density k(4) can be defined as:

E n(t)At ,
_a _t4)
k)= Sia |4 (3-5)

where #(4) is the total time of all vehicles spent in 4 and | 4| denotes the

area of A.
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Figure 3-4. Definition of 2-D traffic parameters, proposed by Daganzo (1997).

Similarly, the flow over the same larger region A4, the 2-D generalized
traffic flow, g(4), can be defined as:

Zm(x)Ax (4

where d(A4) represents the total distance traveled by all vehicles in 4.

The ratio of Equation (3-3) to (3-4) leads to the space-and-time mean
speed in 4, which can be further reduced to “the ratio of the total distance
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traveled to the total time spent by all vehicles in A ” as expressed in equation
(3-5):

_ a4 _d(4d)

A= ™ i

(3-5)

Thus the 2-D generalized density, flow and speed on vehicle basis over a
2-D time-distance region (including 1-D for the longitudinal roadway and 1-D
for the time) can be defined respectively. However, such definitions may not
exactly depict the collective behaviors of traffic movement over a 3-D domain,
including 2-D for the roadway (longitudinal and transverse) and 1-D for the
time. Therefore, to further enhance the resolution of CA simulations, we
propose to expand the definition of these traffic parameters and define the
traffic variables on site or cell basis over a spatiotemporal domain S, as shown
in Figure 3-5.
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Figure 3-5. Vehicular trajectories over a specific transverse slice in a
spatiotemporal domain S enclosed by LxW xT .

According to Figure 3-5, for the 3-D domain § expressed by LxWxT
where L denotes the longitudinal length and W denotes the transverse width of
roadway, and T is the observed period of time, a generalized definition of
density over this spatiotemporal domain S, p(S), can be defined as:
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_SN,(0A_K(S)
PO="Sar ~ 5]

(3-6)

where. |S| represents the “volume” of this spatiotemporal domain S.
Ny(t) represents the total number of sites occupied by cells (vehicles) at the
instantaneous time ¢ and #(S) is its accumulated value for all times simulated;
z(S):ZNO(t)At. Likewise, a 3-D generalized definition of traffic flow in the
spatiotemporal domain S can be defined as:

_2M()Ax _d(S)

where Mj(x) is the total number of squared sites occupied by cells
(representing vehicles) at a specific location x in road. d(S) is the total distance
traveled by all cells in S; d(S):ZMO(x)Ax. The ratio of Equation (3-7) to
Equation (3-6) defines the generalized space-mean speed in S, which can be
further reduced to the ratio of the total distance traveled to the total time spent
by all cells in S, expressed in Equation (3-8):

_9() _d©) (3-8)

S
=0 T 1)

The above generalized spatiotemporal density, traffic flow and speed of
“cells” moving over 2-D sites and over the time marched, as expressed in
Equation (3-6), (3-7) and (3-8) are used in this study to depict the collective
behaviors of traffic flow patterns in the following CA simulations.

3.4 Primitive Update Rules for Refined CA Model

Corresponding to refined grid system, we first contrive the primitive
forward and lane-change update rules, based upon the existing CA models, to
govern the vehicle movements over a spatiotemporal domain. This study sets
the time-step as one second, thus the positions and speeds for all vehicles will
be updated in parallel per second.

3.4.1 Forward rules
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As discussed, the mixed flow condition leads to the demand for
transferring vehicles into cell units. In previous 1-D CA models, the forward
rules depend on the gap, which is simply defined as the number of sites
between the head of a vehicle to the rear of its preceding vehicle. The forward
rules in our CA model are based on 2-D mixed traffic prerequisites; thus, a gap
in this study is defined as the “minimum number of sites” between the head
cells of a vehicle and the tail cells of all its preceding vehicles. For instance, if
two motorcycles (2x1 CUs) moving in parallel (one is a little behind the other)
in front of a car (6x2 CUs), the gap should be measured from the tail of the
behind motorcycle to the head of that car. In addition, since all vehicles may
move at different speeds, the closest preceding vehicle of a vehicle may vary
over time-steps. Consequently, the calculation of a gap is a dynamical process.

Since car and motorcycle are both considered in the present study, we
will check the distances (in terms of number of sites) from each cell head of a

vehicle to its preceding occupied sites and choose the minimum one as the gap.

Basically the renowned NaSch model is utilized. However, some
modifications are introduced, in accordance with the scheme proposed by Jiang
et al (2003), into our CA models to reflect the real driver behavior the extent as
possible. These include the anticipation effect, the VDR concept, and the
delay-to-start phenomena, as mentioned in Chapter 2. The primitive forward
rules can be described as the following seven steps.

Step 1: Determination of the randomization probability. Three possibility
values are introduced, P,-which considers the impact of decelerating vehicle in
close front, P, - which reflects the delay-to-start behaviors of some vehicles
located on downstream front of traffic jam, and P, -the probability for all the
other situations.

pb : lf Sn+1
pv, (@), t,,t,S,,()=1p,: ifv,=0 and ¢,21 (3-9)
p, . 1nallother cases

=1 and ¢, <¢,

where
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t,=d,/v,(t) L= min( v, (¢),h,)

t;; denotes the time the vehicle stops. Only when the car has stopped for a

certain time ¢, . does the driver become less sensitive.

Step 2: Acceleration. Determine the speed of vehicles in next time-step.
Here the status identifier, S,(?), is also taken into consideration. The value of

S,(t) 1s determined in Step 5.
if (S,,,(1)=0and S, (¥)=0)or (¢, >t,)
then v, (t+1)=min(v,(t)+ax Vimay) (3-10)
else vy(t+1)=v,(1)

Where v uq and a; are the maximum speed and acceleration capacity of

vehicle, respectively.

Step 3: Deceleration. Set velocity restriction when the vehicle in front is
too close, thus locates within the effective distance (4¢), as defined by Knospe
et al (1999, enclosed as Equation (2-24) hereinabove).

v (t+1)=min(d? ,v (¢t +1)) (3-11)

Step 4: Randomization. In real situations, not all drivers or vehicles of
the same type have identical behaviors. Therefore, in stochastic CA simulations,

we assume with probability p (determined in step 1) a vehicle will not

accelerate or with smaller acceleration at the next time-step.
if (rand()<p), then v,(t+1)=max(v,(t+1)-1, 0) (3-12)
Step 5: Determination of vehicle status identifier S,(t) in next time-step.
0 it v (t+1)> v ()

S t+1)=1S.() if v (t+1)=v (£) (3-13)
1 if v (t+l)<v (£)
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Step 6: Determination of time (t,) stuck inside the jam.

t,=t,+1 1if v (t+1)=0
t, = ‘ . (3-14)
t,=0 if v(t+1)>0
Step 7: Update position. Move vehicle in accordance with the calculated
velocity.
x,(t+)=x,)+v, (t+]) (3-15)

In sum, the forward rules in our primitive CA model are the revised
versions of NaSch model in several aspects. First, due to different definitions of
the cell size with time-step 1 second, the minimum acceleration rate in our
model is 1 m/s®, but in the NaSch model is 7.5 m/s*. Second, our model
anticipates the preceding vehicles action in the next time-step, but the NaSch
model does not. Thirdly, our model takes the minimum clearance of all front
sites into consideration but NaSch model and the following works do not. Thus,
our model can simulate the shoulder-to-shoulder forward movements (without
lane discipline) in mixed traffic contexts but NaSch model cannot.

3.4.2 Lane change rules

The lane-change rules utilized in this study are defined as follows. These
lane-change rules can be applied to all vehicles (car, bus, truck, etc) except the
small ones (such as motorcycle, bike) since that oftentimes small vehicles do
not obey the lane change disciplines.

Step 1: Vehicle orientation. For example, if a vehicle is on the left lane of
a two-lane road, the possible lane-changing scenarios are 1 —-2—3, 2—3, 3—4,
and vice versa, depending on its original and final locations, as demonstrated in

Figure 3-6.
Step 2: Check incentive criterion. Determine whether the vehicle in front

on the other lane moves with higher speed than that of the vehicle in right front.
If yes, the vehicle has incentive to change lane.
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Step 3: Check gap ahead. Estimate the front gap at the next time-step. If
the front gap is too small, then check the gap between the vehicle and its
downstream vehicle on the other lane to determine if it allows for a
not-decreasing movement when performing a lane-change in the next

time-step.

Step 4: Check safety criterion. Estimate the gap between the vehicle
and its upstream vehicle on the other lane at the next time-step. If the gap on
the other lane is larger than its upstream vehicle’s velocity, it means that a safe

lane-change can be performed without cutting in someone else’s way.

Step 5: Randomization. In real situations, not all drivers will make the
lane changes even if the above lane-change rules are satisfied. Thus, in
stochastic CA simulations, this paper assumes that with probability p=0.5 the

drivers will remain in-lane provided all lane-change rules are met.
AY

: % 5 site2
‘ ad 7 sitel

'.45 3 site3
[ S sitel

Figure 3-6. Lane changes for a car on a two-lane roadway
Taking a vehicle on the left lane in Figure 3-6 as an example, the lane
change rule can be recapped as:

LC™ I v, (0>, (1) and v, (1) >v,, ()
and g, () > min(d? v, (¢ +1)) (3-16)

n

and g, () > min(d,f{z, vy, (t+1))
where,

g means the gap and the suffix » means the vehicle in nearby upstream.
3.5 Proposed Revision to CA Update Rules

3.5.1 Forward rules with limited deceleration
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Simulation through the above-mentioned CA updated rules has shown its
success in capturing essential features of traffic flows that were also found in
previous works. However, it is found that although the idea of limited
acceleration is implemented, (refer to Equation 3-10) deceleration limitation
has seldom been considered in the past. In fact, most prevailing CA models
have considered a collision-free condition explicitly by imposing arbitrary
deceleration rates (refer to Equation 3-11). Thus, unrealistic traffic behaviors
would be found if one had investigated the speed profiles of vehicles,
especially in the vicinity of the upstream front of a traffic jam or a stationary
obstacle, as shown in Figure 3-7.
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Figure 3-7. Unrealistic simulated x-¢# diagram of primitive CA
model—unlimited deceleration behaviors of vehicles when
approaching upstream front of traffic jams. The horizontal axis
represents time marched from left to right whereas the vertical axis
represents the upward displacement of vehicles.

In fact, for traditional CA models, the collision-free flow is just the
natural consequence of preset infinite vehicle braking capabilities. However,
notwithstanding the success of prevailing CA models in simulating the global
traffic parameters, it is our opinion it is imperative to incorporate limited
deceleration capability into CA models if more realistic and concise simulation

of microscopic/local traffic is intended.

As mentioned by Lee et al (2004), however, when setting limited
deceleration into simulations, the bounded braking capability changes the

-53-



collision-free mechanism entirely. In addition, discrete variations of traffic
parameters that are essentially the nature of CA model exaggerate the
consequence further. When vehicles characterize with finite deceleration
capacity, the simulations by prevailing CA models reveal that with high
probability vehicles will collide with the front vehicle that is stationary or
abruptly decelerated.

In the past, some relevant efforts can be located for rectifying this defect.
For example, Krauss et al (1997) introduced the limited deceleration capacity
into CA modeling. Accordingly, the “safe speed” was defined. Lee et al (2004)
further introduced the limited capability of acceleration (a) and deceleration (D)
in their model and proposed the following safety criteria for vehicle movement;
which is theoretically similar to that proposed by Krauss et al, as cited above.
Recently, Yamg et al (2007) proposed that the vehicular speed can be deemed
as the function of front gap for ensuring complete stop and defined the abrupt

deceleration threshold V', for initiating the deceleration mechanism.

All three above-mentioned modifications are established under the
assumption that drivers will always be aware of speed of preceding vehicles
and hence will continuously maintain adequate distances for collision
prevention, in case the preceding vehicle in next time-step starts to decelerate
to a complete stop. However, it is argued that the following vehicle always
takes caution to consider the required stop distance to the lead vehicle is
over-conservative. It is our opinion that drivers can easily sense the relative
speeds to the front vehicles rather the absolute speeds of the front vehicles. In
other words, drivers would be able to tell they are approaching vehicles in front,
primarily due to the changes in apparent size of the vehicles, by perceiving
relative speed changes. Besides, only with positive relative speeds to the front
vehicles would the following drivers take caution for collision prevention.

Upon this, we propose the following modifications:
3.5.2 Piecewise-linear speed variation

To evaluate the proper speed update, the Newton’s kinematics will be
implemented. For this, we first suggest that the CA discrete speed variations
adopted in most conventional CA models to be revised as piecewise-linear in
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each time-step, as shown in Figure 3-8, thus to simulate more realistically the
accelerating/decelerating behaviors of vehicles. It is our opinion that the
particle-hopping manner, as shown in Figure 3-8(a), adopted by most existing
CA models, i1s over-simplified. Therefore, we alternatively suggest that
vehicles will smoothly vary their speeds from the original ones at the beginning
to the desired speed by the end of each time-step, as shown in Figure 3-8(b).
Thus more realistic accelerating/decelerating behaviors of vehicles can be
generated. Besides, only upon this revision and coupled with the refiner
cell/site system can the Newton’s kinematics be introduced to determine the

appropriate deceleration.
Piece-wise linear variation

EEEN ': ......... Vi ]| i i 1

Particle-hopping variation

I
N
I
I

s >

speed
(site/timestep)

speed
(site/timestep)

~J oo

t o t+] t+2 t+3 t+4 t+5 t+ t+2 t+3 t+4 t+5
time-step time-step

@ ®

Figure 3-8. Different definitions of vehicular speed update: (a) particle-
hopping variation; (b) piecewise-linear variation.

One point worthy mentioned here is that this simple amendment,
however, has altered the nature of the proposed model. Generally speaking, as
mentioned by Sprott (2003), spatiotemporal models can be categorized
according to whether space, time and the state of variables are quantized, as
summarized in Table 3-1. The simplest model is a CA model in which
everything is discrete and the most complicated models are described by PDEs
in which everything is continuous and lead to, if possible, analytic solution.
Therefore, our proposed model that coupled with piecewise-linear speed
variation may no longer be a CA model but instead, be categorized as one
“coupled mapped lattice model”. Nevertheless, for sake of facilitating
readability, the terminology “refined CA model” will be maintained throughout
this thesis when refer to our proposed model.
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Space Time State Model
Discrete Discrete Discrete  |Cellular automata
Discrete Discrete Continuous |Coupled map lattices
Discrete Continuous Discrete
Discrete Continuous | Continuous |Coupled flow lattices
Continuous Discrete Discrete
Continuous Discrete Discrete
Continuous Discrete Continuous
Continuous | Continuous | Continuous [Partial differential equations

Table 3-1. Summary of spatiotemporal models (source: Sprott (2003))

3.5.3 Revised deceleration mechanism

Next, we propose to revise vehicular deceleration mechanism as follows.
When with positive relative speeds to the front vehicles, the following drivers
will first estimate the relative speeds to the front vehicles at next time-step.
Then with known limited acceleration and deceleration capability, drivers will
determine the adequate relative speeds they should take at next time-step; so as
not to collide with the front vehicles. In other words, the following drivers
would maintain speeds in such a way that they can decelerate to sustain some
certain distance gaps to the front vehicles, assuming that the front vehicles
move with the estimated speeds in the future.

The rationale for this assumption is that drivers can anticipate
straightforwardly the relative speeds to the front vehicles for the next time-step
but they may have difficulty to identify those speed variations for further
time-steps. As a result, drivers are likely to presume that the front vehicles will
maintain the anticipated speeds and henceforth evaluate appropriate reaction as
required. In any case, however, drivers will keep checking the nearby traffic

conditions and react repeatedly in each time-step.

This revised speed update mechanism in essence the extension of classic
car-following concepts proposed by Pipes (1953) and/or Forbes (1958), as
mentioned in Section 2.3 and the coupled car following formula (Equation
(2-12)). The main deviation is that appropriate deceleration rate is determined
through Newton’s kinematics rather based on given time headway (7).

-56-



£,(0) =21, (0 5, (0)] (2-12)

3.5.4 Implementation of Newton’s kinematics

Our final suggestion is to implement Newton’s kinematics for position
update and adequate speed evaluation. The philosophy is described in short as
follows.

For n™ vehicle with speed Vy at instant t, if the updated speed (V) at next
time-step t+1 is larger than the anticipated speed (V) of front vehicle also at
time-step t+1, then the effective gap (S)) to the front at t+1 will be evaluated
and check if it allows for n" vehicle to decelerate to Vywith no risk of collision.
If not, then re-evaluate the proper speed n™ vehicle should be selected at

time-step t+1.

As mentioned, thanks to the piecewise linear variation of vehicles within
each time-step and the refined grid system utilized, the Newton kinematics can
be implemented for gap evaluation. The coupled algorithm is demonstrated as
below.

First, after the acceleration update rule (Equation 3-10) is implemented,
check the relative speed to the front. If with negative relative speed to the front,
then there is no risk for collision, at least for instant 7+/, so no further
evaluation need to be performed.

On the other hand, if with positive outcome, this implies a decreased gap
in the further, then additional attention must be taken to ensure that no collision
will occur in case the front vehicle start to decelerate at next time-step. For this,
the following supplemental steps will be performed.

(1) Evaluate the front effective gap for n™ vehicle at next time-step 7+1
Since one time-step is set as /s
Si=So—(Vot+a’2)+V;
=Sy =[Vot12(V;-Vy)] +Vy
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=So—-12(V-Vo)+V; (3-17)

where:

So: the original front gap at instant ¢

S;: the front gap at instant ¢+/

Vy: the original speed at instant ¢

V;: the update speed at instant ¢+ /7 per Equation (3-10)

a= V-V, is the evaluated acceleration or deceleration of n” vehicle at 7+
per Equation (3-10)

V. the anticipated speed of front vehicle at instant #+/

(2) Check front gap at r+1 for n™ vehicle if it allows for decelerating from
Vi to Vywith known deceleration capacity d,,

Since the initial speed V;, he target speed Vyand the deceleration capacity

d,, are all known, time-steps required for deceleration can be obtained through
the following equation

f, =t (3-18)

Accordingly, the Newton’s kinematics formula can be adopted to check

if positive gap still exists after ¢, time-steps upon the assumption V; remains
unchanged in the further.

1
Sﬁna/ = Sl - (Vltreq _Ed tz ) + V/’treq

m”req

n-v, 1, V-V V-V
=S —[y - L2 d (O 4V (4 f
A T G D
1
=5 —g(Vl -V, (3-19)

m

where

Sinar: the evaluated final front gap after time-steps .,

d,,: the known deceleration capacity
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On the occasion that Sp,,; >0, it means that a safety margin still remains
to prevent collision to the front, no further action will be required. Otherwise

the speed at time ¢+ / must be revised (reduced).
(3) If S4,.<0, find the proper deceleration and speed for at time #+/

The proper deceleration for collision prevention can be found through the
following calculation. Be aware that here we use S as the initial gap and V), as
the initial speed to supersede the originally estimated V; and derived §;, since
both values have been identified as unacceptable.

i (3-20)

1
S =0=58, =Vt —dt’ )+ Vit

req 2 req

Vo=V, 1 V,=V,°

_y,
d( f]V( 5

where

d: the appropriate deceleration for n” vehicle at time ¢+

So the proper deceleration should be:

1 2
=—W, -V 3-21
TR (3-21)

Also the speed of n” vehicle when by end of time-step #+/ can be found

as:
V=V,-d (3-22)
3.5.5 Amendment to vehicular movement

Through the above-mentioned revised steps, the realistic deceleration
behaviors can be successfully gauged. Coupled with this, vehicular movement
can also be derived. Through basic integral calculation, as shown below, one
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may find that the movement of vehicle is simply the average of the existing
speed and the desired speed by the end of each time-step. (also see Figure 3-9

for reference)

speed 4
r
.i" N :_::-—7“':
T |
e 1
P 1
P |
Vi r !
: ;
1 1
! |
i 1
1 ! '_
t I time

Figure 3-9. Piecewise-linear variation of speed during time interval (¢,~¢;).
Since V= V0+(Z-f0)(V1-V0)
Displacement in the interval (#,, ¢;) can be found as:

AS = Vit :j Vot (t—t,)(V, -V, )dt

2

t
=Vy+ S0 =Ty

;; - tO(Vl B Vo) 2,

if timestep =1s,(t =t,+1), then

AS =, + 2o t]

(Vl - Vo) - tO(Vl - Vo)

1
= Vot =1y

1
Therefore AS= E(VI +V,) (3-23)

However, the derived average requires rounding off to the nearest integer
since, by nature of CA modeling, vehicles still move on cell/sites basis. This
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approximation is deemed acceptable when the refined cell/site system is
implemented. In this study we deliberately choose the truncated integers to
ensure that no collision with the front vehicles would be incurred.

3.5.6 Revised primitive forward rules

To recap the above demonstration, step 3 (Equation 3-11) and step 7
(Equation 3-15) of the primitive CA forward updated rules are respectively

revised as follows:

Revised Step 3: Deceleration. If v, ;(t+1)<v,(t+1), check the following
safety criteria to determine speed at the next time-step

7, (¢, (1+1)) Di 7, (¢, (1+1))
x,(+)+A+ (cn(t+1)—7)3xn+l(t+1)+ Dv,at+1)  (3-24)

i=1 i=l

where:

n(n+1): denotes the follower (leader)

Xa(2), v,(t): the location (speed) of the follower at time ¢

x,(t+1): the location of follower by end of time 7+/

ca(t+1): the safe speed at time ¢+ of follower

Xn+1(tt1), v, (t+1): the anticipated location (anticipated speed) of leader
at time ¢+/

7, : the time-steps required for follower at time ¢+/ with ¢, (t+1)
decelerating to v, ;(t+1)

D : maximum braking capacity; based on field observation, it is set as 6

m/s’ for light vehicles (cars)
/\ :minimum clearance of the follower

Revised Step 7: Update position.

v ()+v, (t+1)
2

x,(t+1)=x, () + roundoff ( ) (3-25)

3.6 Description of Numerical Simulation

3.6.1 Simulation codes
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The simulation code is programming via the C# (C sharp) language that
1s developed by Microsoft and is incorporated into the Visual Studio integrated
development environment (IDE) interface, as shown in Figure 3-10. The MS
Visual Studio IDE is one popular software development tools available to
software engineers in computer science industry owing to its excellent capacity
of integrating and communicating computer programs that are written in
various computer languages (such as C#, C++, JAVA, Visual Basic, etc). On
the other hand, the C# language, the improved version of the original C++
language, 1s OOP (Object Oriented Programming) by nature. It possesses the
powerful functionality and flexibility of original C++. This merit is so crucial
since in traffic simulation various vehicular sizes and driver behaviors need to
be precisely depicted. Besides, C# also benefits from the important advantage
of Visual Basic and JAVA language—conciseness; thus facilitates the
simulation pace. The concept of OOP and some important features of the
developed C# codes are illustrated as follows.

@9 CA-CAR and Bike990310 - Microsoft ¥isnal Studio

BEO R8O %R0 EER ¥FRE RER ##0 HHW TAD #EW #H0 HA®
SIRBEE R W= N TRECE & - b Debug ~ hnyCFU - | [# offsst
B I U =

frmCA_Model cs
“i% CaModelipp CaModelFarm v ﬂVCaIMﬂVEO
using System.Componentdodel;
using Systemitindows Forms,
using System.Data;
using System.1C;

—| == -8

=-{cf] CA-CAR and Bike990310
=0 ERpE
=-{} Cabodelipp
®-“tf CabfodelForm
% chBike
A =summary= o

: e
i Form1 G ik - - :‘; EISRZIMCGH
I =isummary=

public clags CabodelForm : Syster Windows Forms.Form =g Global
1

private SystermWindows. Farms.Fanel panel1;

private System.Windows. Forms.Label IbTimer,

private System Windows. Forms.Button btnStop;

private Systermwindows.Farrns.Button binStart,

private Systernwindows Forms. TexiBox hSec;

private SystermWindows Forms.Label IbBus;

private Systernwindows Forms.Label lhBike;

private System Windows Forms.Label IbCar;

private System Windows. Forms.Button binAddVehicle;

private Systernwindows Forms.Button btnExit,

private Systernwindows Forms.Bution buttonZ;

private Systermwindows. Forms. TextBoyx thBike;

private Systermindows. Forrs. TextBox thCar,

private System Windows Forms. TextBox bbBus,

private System Windows Forms. TextBox tibRoadLength;

private Systernwindows Forms.Tirner tmyehicle;

private Systern.Componentvodel | Container components;

nrivate SvsternWindows Forms.Label IbRoadLendth; L
< >

BREY ~ 1 x
3R E QEAEERERE |5 W 5] FHER | |5 SEIRER SR |l T R
iri 310697 AT 3L 58 N

= namespace CaModelApp
1

Figure 3-10. Demonstration of developed C# code; it is constructed upon MS
Visual Studio IDE environment.

3.6.2 Concept of OOP
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Commercial traffic simulation software such as VISSIM, PARAMICS,
CORSIM and INTELSIM have been successful in simulating pure traffic
(consider one kind of vehicle only). Nevertheless, these software are not
believed to be appropriate for studying heterogeneous (consider more kinds of
vehicle) traffic, due to wide variations in flow characteristics of heterogeneous
traffic. For example, VISSIM is very difficult to perform non-lane-based
simulation. In fact, most heterogeneous traffic simulation models have been
developed using procedural languages, such as FORTRAN. FORTRAN is an
important tool for development of scientific and engineering computational
codes. However, it has own limitations: maintenance of programming is time
consuming and difficult due to coupling among the procedures. Moreover,
from the previous studies it is revealed that existing models are mostly
developed for some specific traffic analysis and it is difficult to extend for
newer applications and even if they are extended, it would involve considerable

time, effort and rewriting and debugging code.

OOP, in contrast, is a major shift from traditional method of software
construction. The benefits of OOP are easy maintenance, enhanced
modification and reusability of the program. In OOP, a system can be viewed
as a collection of entities that interact together to accomplish certain objectives.
This is in contrast to the existing modular programming that focused on the
function of a module and, rather than specifically the data, tends to consider
data and behavior separately and enable collaboration through the use of linked
modules (subroutines). OOP focuses on data rather than processes, with
programs composed of self-sufficient modules ("classes”), each instant of
which ("objects”) contains all the information needed to manipulate its own

data structure ("members").

For a computer programmer, the developed OOP program may be
viewed as a collection of interacting objects, as opposed to the conventional
model in which a program is seen as a list of tasks (subroutines) to perform.
Each object is capable of receiving messages, processing data, and sending
messages to other objects and can be viewed as an independent “machine”
with a distinct role or responsibility. Hence, the OOP technique offers a highly
sophisticated versatile programming environment for the development of large

-63-



scale and/or complex software system because of its inherent features of

encapsulation, inheritance and polymorphism.

In one program written in C#, a class defines the abstract characteristics
of object (an object is defined as the actual instant of a class), including its
characteristics (its attributes, fields or properties) and the thing's behaviors (the

things it can do, or methods, operations or features).
3.6.3 Description of classes

In the developed C# code, three important classes are defined, including
the CaModelForm class, vehicular classes (clsCar, clsMotor, etc) and the
clsRoadCell class. The purpose and function thereof are explained as follows.

(1) CaModelForm class

CA 990310, Mix of Caxr and Molorcycle, 2-offsel signalized intersections

Bike Count: 0 Car Count: o] Bus Count: il Reset | Start | Stop |

Timer | 0 Roadlength:[ {801 RoadWidth: [ & Chart | Add Vehicle | Exit |

Interval: [ .|Simulation: BusExclusiveLane? 1o - "~ Put Vehicle one by one

Random:| [ StopTime: | 600 Measure Cell 900 Measuretime | 0 SafetyGap| 10

Bus_Q: 0 Bus_Avg V:[ [ BuslaneChangeCount: [ ¢ BusTolQ [ ¢

Car_Q: ’70 Car_Avg_V: ’70 Car Lateral Shift Count: ’70 Car_Tol_Q: ’70
Car Lane Change Count: ’70

MotorCycle_Q: 0 MotorCycle_Avg_V: 0 MotorCycle Lateral Shift Count: [ ¢
MotorCycle_Tol_Q: 0 MotorCycle Cross shift Count: 0

Mix of Vehicle

Pb:‘ 0.04 PO:‘ 0.5 Pd:| 0.l Aheavy: ’72 Alight: ’73 ABike: ’74 tCheavy: ’76 1Clight: ,76 1CBike: ,74

pc:| 04 BusSpeedLimit: | 14 CarSpeedLimit: [ 17 BikeSpeedLimit: | 14 Hheavy:| 6 Hlight:| 6 HBike: | 6
ExportDataToFile: ~Yes I No SetStopCarOnlLane2: [0 -]

Put Slow Vehicle on Lane2: [no -]  InputBike Count: 200 CarLateral Shift Random: [ 0.5

Cycle time({Sec): IW Red light time({Sec): ,T yvellow light time (Sec): ,5_ Red light offset(Sec): IT Warm up time(Sec): ’T

Intersection LOC1 300 Intersection LOC2  |1200

Figure 3-11. User interface of the developed C# simulation code

The CaModelForm class is the main and most important class in which
the initial vehicle density, vehicle positions and speeds are defined. This class
also defines the numerical algorithms; monitors time marched and determines
the occasions different vehicular update rules should be implemented. Besides,
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a friendly user interface is also developed in this class, as shown in Figure 3-11.
This well-defined user interface has significantly expedited the pace of our
study. Some important methods related to CaModelForm class are outlined in
Table 3-2.

Method defined Purpose
tmVehicle Tick Count the time simulated
btnStart_Click Initialize simulation

Initial All Vehicles |Set the vehicles’ positions when simulation starts

btnStop Click To interrupt the simulation as required
CarMove Determine the cars’ movement i.a.w preset update rules
BikeMove Determine the motorcycles’ movement i.a.w preset update rules

Check_All Vehicle |Update vehicles’ position and speed by end of each times step

OutPutCellData Output simulation data when simulation complete

Table 3-2. Summary of important methods defined for Class CaModelForm
(2) Vehicular classes

Various vehicular classes can be defined in accordance with the
simulated scenarios. Therefore clsCar, clsBus and clsMotor class are defined to
describe the light vehicle (car), heavy vehicle (bus or truck) and motorcycle
respectively. Additional class may be introduced as simulated situation requires.
Each vehicle class equips with its own unique attributes, such as vehicular sizes,
vehicular performance and driving behaviors as well. For example, the clsCar
class i1s assigned with the movement attributes (methods), both forward and
laterally. Some important methods related to c/sCar class are cited in Table 3-3
for reference. As for more active vehicle such as motorcycle, more complicated
movement option (e.g., transverse crossing) can also be incorporated. Chapter 5
will illustrate the details.

(3) clsRoadCell class

Since we have to consider roadway condition and the vehicular
movement concurrently, the clsRoadCell class is also defined to describe the
roadway conditions. This class monitors the condition of each roadway
site—whether it is occupied, the occupied vehicle type, the designated
vehicular number and the speed thereof. The clsRoadCell class communicates

-65-



with vehicular class during each simulated time-step to ensure the simulated

traffic phenomena can be precisely reflected.

Method defined Purpose
Can_Accel Define the forward movement disciplines
Car_Accel Update the car forward position
Can LC Define if lane change (LC) discipline
Car LC Update the car position if LC is taken
Can_LS Define if Lateral shift (LS) discipline within the same lane
Car LS Update the car position if LC is taken.

Check Rowcell Space Check the front gap
Check BackCell Space |Check the backward gap

GetMinFrontSpace Check the minimum gap in front
Getpeerroadstate Check if the sites aside are empty
DecisionRandom Determine the randomized probability value

Table 3-3. Summary of important methods defined for Class clsCar
3.6.4 Simulation flowchart

The simulation flowchart is essentially a simple and straightforward.
When the simulation code is executed, the user interface will first pop out then
the user can defined the simulation scenarios, decide the simulation times and
set the simulation parameters. Next, simulation starts when the btnStart Click
1s selected and proceeds until reaching the preset simulation time. The
simulation sequence is shown in Figure 3-12. However, as mentioned, the
mechanism of lateral movement varies, depending on the simulated contexts.

This will be illustrated in the in following chapters of this thesis.
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Figure 3-12. Primary hierarchy of simulation program
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3.7 Simulation Results and Validation

The validation simulations are performed for pure traffic context (i.e.,
consider light vehicle only) on a closed track containing /,800%6 site CUs,
which represents a two-lane freeway mainline stretch of width 7.5 meters and
length 7,800 meters. Initially, all the vehicles are set equally spaced or line up
from end of road section on the circular track, with speed 0 at time-step 0. We
simulate for 600 time-steps. The maximum speeds are defined in accordance
with the prevailing speed limits (710 kph) on Taiwan’s freeways, that is,
V=3 1cells/sec  (111.6kph). Based on field observation, maximum
acceleration is set as a=3m/s’ whereas maximum deceleration as -6m/s”. The
values of other parameters are set as p,=0.94, p,=0.5, p,=0.1, t.=10 s, h=6.

Three criteria are selected for validating the revised CA model: (a)
According to the field observation, the backward speed of downstream front of
traffic jam should be around 75 kph. (b) The speed drop near upstream front of
stationary bottleneck should cope with limited deceleration capability. (c) The
transition among global traffic patterns, as shown in distance-time (x-z) diagram,
should be reasonable.

Figure 3-13 depicts the simulated x-# diagrams of scenarios with different
preset densities, in which vehicles line up from the end of road section when
the simulation initiates. According to the simulations, the backward speed of
downstream front of traffic jam is /4.7 kph, very close to the field observation,
15kph.

Figure 3-14 displays the zoom-out plot of vehicle trajectories when they
approach upstream front of traffic jam. One could easily tell that the revised
CA model has successfully fixed the above mentioned unrealistic deceleration
behaviors (see Figure 3-7 for reference). Vehicles decelerate in timely manner

thus can reflect the genuine driver behaviors in real world.
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Distance

Time (b) p=50 veh/km/lane

Figure 3-13. Simulated x-f diagram via the revised model, the horizontal axis
represents the time (seconds) passed whereas the vertical axis
represents the locations of vehicles.

Figure 3-14. Zoom-out vehicular trajectories via the revised model when
approaching upstream front of traffic jam.
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As the ending of our validation, we check the maximum flow rate
available through revised model. We compare the simulated results between the
original model and the revised model, as shown in Figure 3-15. Figure 3-15(a)
presents the global flow-density relations (fundamental diagrams). For clearer
description, the flow rate ¢(S) is converted from cells into number of vehicles
and occupancy p(S) is converted into vehicle per kilometer, as the flow-density
relations shown in Figure 3-15(b). It is noticed that due to randomization effect,
slight difference always exists but would disperse within a certain area for each
separate CA simulation run, even with completely identical parameters settings.
Therefore, Figure 3-15 can be deemed as just the typical representative of

simulated results.
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Figure 3-15. Comparison of simulated global flow fundamental diagrams of
original and that of the revised model.

From global point of view, the shapes of simulated flow-density results
are principally similar, though the revised model demonstrates lower maximum
traffic flow rate-around 2,000 veh/hr/In. As mentioned above, due to
randomization effect, slight difference always exists for each separate CA
simulation. It is interesting, nevertheless, to find that occasionally a higher
traffic flow rate can still be sustained at the traffic density around 32 veh/km.
This can be interpreted through the derived x-¢ diagram, as shown in Figure
3-16. Figure 3-16(a) is the ideal, but seldom derived, case in which vehicles
move smoothly and basically no complicated interference among them. In this
special case, the simulated traffic flow will approach the ideal value—2,350
veh/hr/[n. In contrast, Figure 3-16(b) represents the typical, and the frequently
derived, case. In this typical case vehicles also move with no fluctuation first

but later start to alter speeds in accordance with the preset deceleration rule
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when a small perturbation is introduced. This also triggers dramatic traffic
pattern change and thus outcomes with less traffic flow rate.  This
phenomenon is consistent with field observations, for example, those provided
by Kerner (2004), as shown in Figure 3-17, that the maximum traffic flow
(2,400 veh/hr/In, as proposed by 2000HCM) is rarely found since it is based
upon an ideal condition that there are minimum interactions among vehicles.

Accordingly, in most cases maximum traffic rates around 2,000~2,200

veh/hr/In are usually identified.

(a) The ideal case (b) The typical case

Figure 3-16. The simulated x-¢ diagrams of same parameters setting (traffic
density 32 veh/km/In) but with different outcomes. (a) The ideal
case, interference among vehicles can hardly be observed. (b) The
typical case, a small perturbation incurs dramatic traffic pattern
change.

Figure 3-18 further demonstrates the influence of limited deceleration to
the x-¢ diagram. In the beginning of each simulation, vehicles are equally
spaced in accordance with different preset traffic density values. One may find
that, the revised model can precisely reproduce the synchronized flow region,
as prevailed in real world. One may also find that, due to the limited
deceleration, in the revised model, vehicles operate with moderate speed
variation and consequently, some wide-dispersed synchronized flow regions

can be identified, which are more in line with the field observation.
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Figure 3-17. Field observed fundamental diagram (Kerner, 2004), German
highways A-5, daily data 7:00-22:00). Note that the theoretical
optimum traffic flow 2,400 veh/hr/In is seldom found. In most
occasions, lower traffic flow prevails and disperses within a
certain area in the fundamental diagram.

In addition, one surprising bonus of the revised CA model is that, the
spontaneously-induced traffic moving jams can be located as the traffic density
increases and exceeds 70 veh/km/In. 1t is, however, very difficult to appear such
moving jams when implementing original CA model, no matter whatsoever the
traffic density is. Besides, the retro-transitions between traffic patterns, even
the parallel moving of traffic jams (refer to Figure 2-6 and/or Figure 2-15 for
details) can also be effectively simulated through the revised CA model.
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CHAPTER 4 LOCAL TRAFFIC DETECTION

In real world usually traffic parameters are measured locally via preset
detectors rather in a global manner; since measurement for traffic condition
covering a long roadway section would be difficult and expensive even it is
deemed feasible. Despite this, methodology for deriving the local traffic
parameters, especially for the refined grid system, remains seldom addressed
until recently (e.g., Mallikarjuna & Ramachandra, 2006, 2008). Besides, some
difficulties can even be identified if one intends to adopt the methods suggested
in these existing studies into the refined CA model. Therefore in this study we
will demonstrate in detail the algorithm utilized in the revised CA model as to
capture the local traffic parameters and local traffic patterns.

4.1 Local Traffic Parameters

As mentioned, in conventional traffic flow theory, there are three
important traffic parameters—traffic flow rate (g), traffic density (k) and
vehicle velocity (v). In this chapter we will define the method for deriving local
traffic flow and occupancy (a proxy of density) so as to establish the
fundamental diagram to illustrate the traffic patterns and the coupled transitions
of some complex traffic scenarios.

First, the measurement of local traffic flow rate is conceptually simple
and straightforward since; according to its definition (refer to Equation (3-2)),
traffic flow rate is collected directly through point measurements, and then
takes average over the measured time span. This feature coincides with the
nature of local traffic condition—focus on the stationary location only.

In contrast, it would be tricky when one intends to obtain the local
density at a fix spot. As mentioned before, density is defined as the number of
vehicles occupying a certain length of roadway at a given instant (Equation
(3-1)). So basically it is a measure over space. On the other hand, it would not
be practical to take constant snapshot of fixed length of road for density
measurement. As the natural instead, usually the occupancy is measured.
Occupancy is defined as the percent of time a point or short section of roadway
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is occupied (May, 1990). It can be measured only over a short section (shorter
than the minimum vehicle length) with the preset detectors, and therefore does
not applicable if we intend to cover a long section.

One got to agree that the majority opinion at present remains in favor of
density, perhaps because the concept of density has been a part of long history
of traffic measurement since at least 1930’s. But a minority view is that
occupancy should begin to enter theoretical work instead of density. There are
three principal reasons put forward for adopting occupancy as the surrogate of
density for local traffic measurement. The first is that there should be improved
consistency between theoretical and practical approach. The second reason is
that density, as vehicles per length of road, ignores the effects of vehicle length
and traffic composition. Therefore it would be difficult for implementing into
mixed traffic analysis. Occupancy, on the other hand, is directly affected by
both of these variables and therefore gives a more reliable indicator of the
amount of a road being used by vehicles. The last merit and maybe the most

important one, is the easiness for occupancy measurement.

Notwithstanding with this, for pure traffic context in case the averaged
vehicular length is known, local density can still be estimated from the derived
occupancy by the formula:

528 ]
(A +L, o) 1)

where L, is the detection zone length,
[(A) 1s the averaged vehicular length

O(t) represents the local occupancy at instant ¢

Normally occupancy considers single lane only and can vary from 1
percent to 100 percent. However, since our refined CA model is constructed
mainly on 2-lane roadway contexts, we will develop the methodology of
deriving occupancy and traffic flow rate on 2-lane basis. Compared with the
traditional definition of occupancy that only taking vehicular length into
consideration, the proposed algorithm will take both the vehicular length and
width into consideration yet basically remains the merit of simplicity. The
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proposed occupancy O(?) and the local traffic flow rate g(z) are derived via the
virtual detectors arranged into the simulated road section. Both local traffic
flow rate and local occupancy are counted by cells. However, they can be
transferred into vehicular basis through simple manipulations.

It is worthy noting here that since in our refined CA model one car
occupies only two sites laterally, for a two-lane roadway with 6 sites in width,
the maximum occupancy available for pure car traffic would be 0.667 only if
counted on the cell/site basis. The left 2 sites in lateral direction can be
occupied by vehicle of smaller sizes such as motorcycle or bike when
simulating the mixed traffic. Only in these cases can the theoretical maximum
occupancy (/00 percent) be achieved, which implies that the lateral 6 sites
where the detector located are all occupied. The study of mixed traffic via the
proposed refined grid system will be presented in Chapter 5.

4.2 Measurement Method

For a local virtual detector with length / site located at position ms on the
roadway of width W, there are four possibilities can be identified for one
vehicle with width VW and length VL to pass through it within each time-step
(denoted as time ¢ hereinafter). All the possibilities are shown in Figure 4-1.
The first possibility is that when at time ¢ the vehicle does not arrive the
detector yet but pass through it when at time #+/ (Figure 4-1(a)). The second
possibility is that at time ¢ the vehicle does not arrive the detector yet, but “sit”
on the detector at time ¢+/ (Figure 4-1(b)). In the third case, the vehicle
remains on the detector for both time-steps (Figure 4-1(c)), this usually
happens in congested traffic. The final case is that the vehicle reaches the
detector at time-step ¢ and has left it behind at time #+/ (Figure 4-1(d)).
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Figure 4-1. Four possibilities for a vehicle passing through one stationary
detector for a certain time-step .

Upon above, for a virtual detector arranged at the middle of the simulated
road section, the local flow rate and occupancy can therefore be extracted
respectively for the 4 above-mentioned possibilities through the following
Equation (4-2) and (4-3). Note that both flow rate and occupancy are counted
by cells.
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VEXVW if T.(¢) >msand H,(t —1) < ms

W xv,(t)
Hi(t)_mSXVW if H,(t)>msandT,(t) < ms
vy W
and H,(t—1) < ms
Vw

o) =01 -+ W if H,(£) 2 ms and T;(2) < ms 4-2)

and H,(t—-1)2msand T,(t —1) < ms

(ms—T()+1) y VYw

if (T,(¢) > ms
> W (T:(2) > ms)
and H,(t—-1)2msand T,(t —1) < ms
0 otherwise
VLxVW if T,(¢) >msand H,(t —1) < ms

(H,(t) —ms)x VW if H(t)2msand 7T, (t) < ms
and H,(t —1) <ms

v, () xVW if H,(t)2msand T, (t) < ms
q(t)=q( -1+ (4-3)
and H.(t—-1)2msandT,(t-1) < ms
(ms=T.@)+)xVW  if (T,(¢t) > ms)
and H,(t—1)2msand 7,(t —1) < ms

0 otherwise

where

O(t): the cumulate occupancy at time-step ¢
q(t): the cumulate flow (cells) at time-step ¢
ms: location of virtual detector

VL: vehicle length, counted in cells

VW: vehicle width, counted in cells

H;(1): head location of vehicle i at time-step ¢
Ty(1): tail location of vehicle i at time-step ¢

W: road width, counted in sites
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4.3 Arithmetic Averaged versus Un-weighted Moving Averaged
Traffic Parameters

Traditionally the derived traffic parameters are averaged over a fixed
time interval to alleviate the oscillation raised by local noise. It is the
arithmetic-averaged (short for AA hereinafter) traffic data. For further
illustration, we also introduce the un-weighted moving average (short for UMA
hereinafter) for analyzing the local traffic parameters.

The moving average technique is commonly used with time series data to
smooth out short-term fluctuations and highlight longer-term trends or cycles.
For example, given a series of traffic data and a fixed time interval (for
example, 30s), the moving average data can be obtained. As the start, the
average of the first time interval is calculated. Then the fixed time interval is
moved forward to form a new time interval but with same duration, and the
second average is also calculated. The process is repeated over the entire traffic
data. Thus, a moving average traffic data is not a single value but a group of
numbers, each of which is the average of the corresponding time interval of a

larger set of traffic data points.

The simplest moving average may be the UMA which is simply the
mean of the previous n data points, which can be calculated via the following

formula:
1 n
Vma (t) = ; Z I/;_Hl (4_4)
i=1
V(1) =V, (1) — Lo g L (4-5)
n

where ¥, is the local parameters (O(z) and ¢(?)) detected by Equations (4-4)
and (4-5) at time-step ¢, whereas V,,(t) is their UMA values.

4.4 Simulation Scenarios

The scenarios simulated are identical to that for validating the refined CA
model (refer to Section 3.7 for details) 1.e., pure traffic context that considering
passenger car only on a closed track containing /,800x6 site CUs, which
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represents a two-lane freeway mainline stretch of width 7.5 meters and length
1,800 meters. Initially, all the vehicles line up from end of road section on the
circular track. Maximum speeds are set as v,,=3Icells/sec (111.6kph).
Maximum acceleration is set as a=3m/s’ whereas maximum deceleration as

-6m/s’. All the other parameters remain unchanged.
4.5 Local Traffic Features

The local traffic flow and occupancy derived from the CA simulations
are analyzed as below. Here we simulate pure car traffic with three different
generalized densities (p(S)=0.05, 0.11 and 0.28) that reflect the traffic
phenomena of free flow, synchronized flow and jam traffic (i.e., /2.5, 27.5 and
70 veh/km/In) rspectively. When simulations initiate, all the vehicles line up by
end of roadway. For description, we first express our results as distance-time
(x-t) relationship in Figures 4-2(a) to 2(c). Following that, the local
fundamental diagram is shown in Figure 4-2(d) in order to compare with the
global fundamental diagram.

(a) p(S)=0.05 (b) p(S)=0.11 () p(S)=0.28 |
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(d) The derived fundamental diagram

Figure 4-2. The traffic patterns and flow rate-occupancy relationship. (30s AA
data)

We notice that traffic pattern in Figure 4-2(a), p(S)=0.05, represents the
free flow traffic since few interactions occurred among vehicles and most
vehicles operate with maximum speed. As density increases (p(S)=0.11), both
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free flow and synchronized patterns can be identified. Finally, when density
increases further (p(S)=0.28), all possible traffic phases (free, synchronized
flow and moving jam) can be clearly observed (Figure 4-2(c)).

The thirty-second AA local flow rate and occupancy of above-mentioned
three simulations, as derived through Equations (4-2) and (4-3), are gathered
and shown in Figure 4-2(d). It is interesting to find that the derived data spreads
in the pattern reflects the fundamental diagram profile recommended by Kerner
(2004). An inverse-A profile appears, in which free flow data mainly locates
near the left boundary which represents the free flow phase. In contrast, data
for congested flow (including synchronized flow and moving jam) sparely
locates but most of them below the upper envelope. This validates our
methodology for local traffic parameter detection.

4.6 Traffic Patterns

4.6.1 AA traffic data

To further explore diversified traffic patterns, we simulate a more
complicated scenario—congested flow with high density (p(S)=0.28) and
arrange a bottleneck in the middle of the right lane. Two local virtual detectors
are introduced—one upstream and one downstream of this bottleneck as shown
in Figure 4-3. According to the simulated x-¢# diagram, there are sequential
traffic patterns transiting around the downstream virtual detector, i.e., F, F—1J,
J—S, S—F (denoted by I through IV respectively); while in the upstream,
traffic patterns around the detector transits from F, F—S, S—J, J>S (denoted
by V through VII respectively). For description, one should be aware that here
the free flow phase is denoted as F phase, synchronized flow phase as S phase
and traffic jam as J phase respectively.
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Figure 4-3. The x-¢ diagram of traffic flow with one bottleneck introduced in
mid-roadway.

These complex traffic pattern transitions can be elucidated in more detail
when introducing a 30s AA g-O diagram. It can be found from Figure 4-3 that
due to the reduced capacity at the bottleneck and thus the reduced flow rate,
vehicles that pass the virtual detector downstream of bottleneck have enjoyed
the long headways, except for the first 200 seconds. Therefore in the
fundamental diagram (Figure 4-4(a)), the ¢g-O pairs mainly spread in the free
flow region. On the other hand, Figure 4-4(b) provides the ¢-O information
around the upstream detector. Owing to the impact of bottleneck to the
upstream, complicated traffic patterns and transitions can be observed (F, F—S,
S—J, J—>S.) As the consequence, ¢g-O pairs sparely spread in the congested
area (Figure 4-4(b)). It is worthy mentioned that for the last 300s, synchronized
flow prevalils, so the g-O pairs reflect this phenomenon in a consistent manner,
i.e., they randomly spread in the congested region. Furthermore, once
combining the upstream and downstream data together, the aggregated ¢-O
profile (Figure 4-4(c)) that agrees with three-phase traffic theory proposed by
Kerner (2004) can be clearly identified.
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Figure 4-4. Simulation results for light vehicles with bottleneck. (30s AA data)

4.6.2 UMA traffic data

F @‘ [ J .';
- F s.
# £ ~
i7r ] ae FJ 1=>8 %y S—F
:f,' 1 ~~;: . .
R A s = -_Q_ﬁ:ﬂ_.#“ﬁb L s':' ggggggg —
15 . . ]
T ©
7} S_>F ade A :‘ \
sl V\/ ad )\ 2
J = “{‘.-- —J sa
¥ e e P
i F S 3 .
o o .z o.3 o T I Y-S Y I

Figure 4-5. Traffic patterns and transitions in the downstream of bottleneck.
(30s UMA data)

In this sub-section we utilize the un-weighted moving-averaged (UMA)
traffic data, as derived by Equation (4-4) and (4-5), to elucidate the same
scenario. First, we focus on the downstream of bottleneck. Again per x-t
diagram (Figure 4-3), traffic pattern around downstream detector will be free
flow in the beginning (region I, F phase, also refer to Figure 4-5(a)) and then
pass through the bottleneck to reach upstream of jam. Vehicles joining the jam
will keep stationary (region II, J phase, also refer to Figure 4-5(b)) till all the
vehicles in front have left and then start to move (region III, J—S phase
transition, also refer to Figure 4-5(c)). Later on as the flow rate reduces due to
the impact of bottleneck, the traffic transits into free flow (region IV, S—F
phase transition, also refer to Figure 4-5(d)). A clearer picture of these flow
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patterns and the relative transitions can be obtained by aggregating all data into
one plot, shown in Figure 4-5(e).

Similarly, we can describe the upstream flow patterns of bottleneck
through the same algorithm, as shown in Figure 4-6. Also per x-¢ diagram
(Figure 4-3), traffic patterns around upstream detector will be free flow in the
beginning (region V, F phase). Owing to the effect of downstream bottleneck,
when approaching the bottleneck the flow patterns will transfer to synchronized
flow (region VI, F—S phase, also refer to Figure 4-6(a)) till reaching the
upstream front of jam (region VII, S—J phase, also refer to Figure 4-6(b)).
Vehicles stay still and wait for the front condition for movement (region VIII,
J—S phase transition, also refer to Figure 4-6(c)). For the rest of time, because
the bottleneck shrinks the road capacity and thus influences the upstream traffic
significantly, the flow patterns will keep as synchronized flow (region VIII, S
phase, also refer to Figure 4-6(d)). When aggregating all data into one plot, as
shown in Figure 4-6(e), the flow patterns and the phase transitions can be

seized exactly.
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Figure 4-6. Traffic patterns and transitions in the upstream of bottleneck. (30s
UMA data)

4.7 Comparison

As mentioned, conventionally traffic flow are derived via the
accumulated data that derived by local detectors for a preset finite interval and
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then take the arithmetic averaged (AA) values as final outcome; since it is very
difficult to make long-term spatiotemporal measurement over a broad distance.
One criticism arisen since is that whether the local traffic data (O(?) and ¢(?))
could serve as the appropriate proxies for their global counterparts (p(S) and
q(S))? On the other hand, one important merit of numerical simulation is the
excellent capability for monitoring vehicles’ behaviors throughout the whole
simulated domain, both in space and time frame. Therefore, trajectories of all
vehicles during the simulated period can be précised gauged. In other words,
the simulated global traffic flow is in essence an aggregation of all local, even
the tiny ones, traffic fluctuations and hence can be deemed as a paradigm for
evaluating the effectiveness of locally derived traffic information. As such, it is
our recommendation that the g(S) rather ¢(?) be selected as the reference index
for evaluating traffic performance. Upon this, we are interested in uncovering
the relationships or linkage between global and local traffic parameters,

including the following:

A.Whether locally derived traffic data can reflect the trends shown in global
perspective? If yes, what is the precision might achieve?

B. What is the difference between the outcome of AA and UMA local data?
Which would be better proxy for global data?

C. What is the proper time interval selected for taking AA or UMA on the local
traffic data?

To answer these questions, we simulate pure car traffic again with four
different generalized densities (p(S)=0.06, 0.12, 0.25 and 0.5) that reflect the
traffic phenomena of free flow, synchronized flow and jam traffic (i.e., 15, 30,
62.5 and 125 veh/km/In) respectively. When simulations initiate, all the
vehicles are equally spaced on the circular track of 7,800 meters in length. A
detector is settled in the middle of roadway and the derived local traffic data
(O(t) and q(2)) are taking AA and UMA average for different time intervals(7s,
30s and 60s). Finally, outcome of four simulations is collected and compared
with their global counterparts (p(S) and ¢(S)) in the fundamental diagram
shown in Figure 4-7 to 4-9.
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Figure 4-7. Comparison of global fundamental diagram with local /s data for
four different scenarios. (p(S)=0.16, 012, 0.25, 0.50)

As shown in Figure 4-7, as expected, the Is local flow rate ¢(z)
significantly deviates from its global counterpart ¢(S), especially around the
region p(S)=0.1~0.4. The maximum flow rate is also overestimated. This is
deemed reasonable since that the /s data aims only at the local traffic
information for one certain instant; thus the effect of some extreme situations
occurred locally will be exaggeratedly amplified. Therefore, although in the
fundamental diagram the aggregated local data transforms into some traffic
patterns that perfectly match the three-phase traffic theory, it is concluded that
the /s local data is not sufficient to reflect the traffic conditions in global

perspective.
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Figure 4-8. Comparison of global fundamental diagram with local AA data for
four different scenarios. (p(S)=0.16, 012, 0.25, 0.5)
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Figure 4-8 provides the comparison of 30s and 60s AA local data with
the global data. One may find that there is no considerable difference can be
identified between them. Basically both data groups spread in the neighborhood
of global p(S)-¢q(S) curve though most of times the local traffic flow rate is
lower. However, one may find that the 60s AA data presents better ability for
gauging the global situation since that in general the 60s data scatters within a
comparatively smaller region beside the global p(S)-¢(S) curve.

Figure 4-9 provides the comparison of 30s and 60s UMA averaged local
data with the global curve. Our first finding is that the 60s UMA data also
presents better performance for reflecting the global situation because the 60s
data group tends to approach closer to the global p(S)-¢(S) curve. However,
when compared with the outcome of the AA data that provided in Figure 4-8,
we can find that UMA data provides comparatively poorer simulation quality,
no matter when 30s or 60s average is chosen. The cause for this defect is that a
local fluctuation (noise) in traffic flow will influence multiple data points when
taking UMA average, but usually affect one traffic data only when taking the
AA average. In other words, the AA average local traffic data is excellent in
smoothing out the local oscillations and henceforth can cope better with the
global traffic data, as revealed in Figure 4-8.
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Figure 4-9. Comparison of global fundamental diagram with local UMA data
for four different scenarios. (p(S)=0.16, 012, 0.25, 0.50)

However, one must agree that, as discussed in Section 4-7, the UMA
traffic parameters are efficient in reflecting the complicated traffic phase

transitions. Besides, for each individual simulation, implementation of the

-87-



UMA average provides notably more precious data points than that via AA
averaged technique.

4.8 Summary

The proposed methodology for extracting local traffic flow rate and
occupancy from the refined grid system has been successfully validated
through the simulations performed for several complex scenarios in this chapter,
Besides, the results also show that the UMA traffic parameters are efficient in
reflecting the complicated traffic phase transitions whereas the AA traffic data
1s consistent with the three-phase traffic theory. In addition, the AA traffic data
1s more excellent to reflect the global traffic features. This evidences the
speculation that three-phase flow theory is developed in accordance with the
AA field data. Finally it is recommended that the time interval selected for
taking average, either AA or UMA values, would be 30s at least.

It is concluded that the UMA traffic data grasps more precisely the traffic
characteristics than the AA traffic data, though only local rather global
information is gathered. As a consequence, the UMA traffic parameters are
recommended for further research from microscopic viewpoint. The AA traffic
data, on the other hand, reveals the potential for evaluating global traffic
features based upon the local measured traffic data.
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CHAPTER S DEVELOPMENT OF SOPHISTICATED CA
MODELS

Based on the refined CA models proposed, in this chapter we further
develop one sophisticated CA model to elucidate the mixed traffic comprising
cars and motorcycles. This is a challenging task since that, as mentioned in
Section 3.1 (also refer to Figure 3-1), motorcycles oftentimes move
concurrently with the cars by sharing the “same lane”. In addition, some
erratic motorcyclists do not even follow the lane disciplines at all. They may
make lateral drifts breaking into two moving cars. Once blocked by the front
vehicles, they even make wide transverse crossings through the gap between
two stationary cars in the same lane, in order to keep moving forward. In this
circumstance, obviously, conventional coarse cell system is deficient to
describe various vehicle sizes with their coupled interactions. Consequently,
there is few CA effort can be located to date that dedicate to simulation of
mixed traffic comprised by cars and motorcycles, for example that by Meng et
al (2007). Notwithstanding with this, even in this pioneer work only single lane
i1s considered. The main improvement thereof is to divide the lane under
analysis into three sub-lanes thus allowed the motorcycles to be introduced into
simulation. However, even in this primitive work it is assumed the
motorcycles’ behaviors are analogous to that of cars and neither motorcycles’

lateral shift nor transverse crossing was ever considered.

Taking the advantages of enhanced resolution of the refined grid system,
more realistic traffic speeds prevailing in urban streets with various vehicular
sizes (both in width and length) can be simulated. Therefore, for sake of more
precise reflecting motorcycles’ behaviors, in this chapter we propose one
delicate CA model which is essentially developed upon the refined CA model
illustrated in Chapter 3. In this novel CA model, in addition to the conventional
moving forward and lane-change rules, also the lateral drift behaviors for cars
moving in the same lane, the lateral drift behaviors for motorcycles breaking
into two moving cars, and the transverse crossing behaviors for motorcycles
through the gap between two stationary cars in the same lane will be explicated.
The simulations on such mixed traffic are thoroughly examined under various

scenarios.
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The rest of this chapter is organized as follows. The proposed
sophisticated CA rules are narrated first, wherein lateral drift update rules for
cars and motorcycles, the transverse drift update rules for motorcycles will be
carefully elucidated. Next, simulations for mixed traffic contexts are reported
and compared with existing effort. The relationship between global and local
derived traffic parameters in mixed traffic are also compared. Finally, a

preliminary simulation on two signalized intersections is also presented.

5.1 Sophisticated CA Rules
5.1.1 Forward rules for cars and motorcycles

All the update rules, both for forward movement of the refined CA model,
remain effective for both cars and motorcycles in the mixed traffic, including
the amendments considering limited deceleration and piecewise-linear
movement. Accordingly, Equation (3-9)-(3-15) applies except that the
deceleration update step Equation (3-11) and the position update step Equation
(3-15) are superseded by Equation (3-24) and Equation (3-25) respectively.

5.1.2 Lateral movement rules for cars

According to Nagel et al (1998), despite the difference among different
lane-change rules, basically all generated similar and realistic results. This
conclusion may be valid only for pure traffic scenarios wherein all vehicles
have identical size. In mixed traffic comprising cars and motorcycles, the
lane-change behaviors will be notably different due to the complex interaction
triggered by various maximum vehicular speeds as well as by different

vehicular sizes.

Based upon the proposed refined grid system, this study tries to divide
the lateral movements for cars into two types: lane-change and lateral drift. The
former refers to as a car (with 2CUs in width) changing from one lane (with 3
CUs in width) to the neighbor lane (also with 3 CUs in width), for instance,
from position 2 to 3 or from position 3 to 5 (see Figure 5-1); whereas the later
refers to as a car moving forward in the same lane but drifting from rightmost
two sub-lanes to leftmost two sub-lanes (e.g., 4—6 or 5—7 in Figure 5-1) or
from leftmost two sub-lanes to rightmost two sub-lanes (e.g., 1— 2 or 3—4 in
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Figure 5-1). Both lane-change and lateral drift rules for cars are explained as
follows.
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Figure 5-1. Lateral movements for cars in mixed traffic: lane-change and lateral
drift.

The lane change update rules defined in Chapter 3 will be applied to cars
only since basically motorcycles move on non-lane basis. Furthermore, it is
assumed that lane-change is only allowed when cars locate along the lane
markings, such as positions 2, 3, 5, and 6 in Figure 5-1. For cars located away
from the lane markings, such as positions 1, 4, and 7 therein, it would take a
little longer time to complete a lane-change.

According to the proposed fine cell system shown in Figure 5-1, a car (2
CUs in width) can locate either on the leftmost or rightmost 2 CUs (sub-lanes)
within the lane (3CUs in width) before making a lane-change. For example,
cars locating on the leftmost side of the left lane (e.g., position 1) would take
slightly longer time to make a lane-change than those on the rightmost side of
the same lane (e.g., position 2). A car may require even longer time to make a
lane-change provided that the adjacent sites are occupied by motorcycles (e.g.,
position 4). There are two possibilities for a car to make a lane-change: the
movements of 2—3 and 3—5 therein. After the lane-change, it is assumed that
in next time-step the car will remain aligned with, but on the opposite side to,
the lane markings. In a two-lane roadway, for example, if a car on the left lane
wishes to change to the right lane, provided that no vehicles locate aside on the
right lane, the lane-change CA rule is defined as Equation (3-16), i.e.,

LCl%r . If Vl,n (t) > vl,n (t) and Vn (t) > vl,n (t)
and g;,(1)>min(d;",v,(t+1)) oo

n 2

and g; (1)>min(d;",v, (t+1))
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In addition to the above lane-change behavior, this study introduces
another lateral movement “lateral drift” to further replicate the movement
behavior for cars in a fine cell system. The lateral drift behavior happens when
a car locating away from the lane markings intends to make a lane-change (e.g.,
1—2— 3 in Figure 5-1) or when the car remains moving in the same lane but
trying to overtake a slower motorcycle in front (e.g., 3—4—06). In this study,
when lateral drifts take place, cars remain within the same lane in next

time-step, as the movements of 1—2, 3—4, 4—6 and 5—7 in Figure 5-1.

Upon above, we define the cars’ lateral movements (lane-change or
lateral drift) update rules as follows:

Step 1: Incentive criteria. When cars move with positive speed and enjoy
sizeable time headway to the front vehicle (say, 10 seconds), they will
move forward with no lateral drift, since there is no incentive to do so.
However, if there are vehicle(s) in near front, then different lateral
movements may be triggered, depending on the sites they situate at

present time. It is explained in Step 2.

Step 2: Safety criteria. Check if situations around allow for lateral movements.
Likely options for cars’ lateral movements will depend on the original
position.

Step2A: When cars move aside the lane markings (e.g., the car marked
in black in Figure 5-2), both lane-change and lateral drift are
likely to take place depending on the traffic situation around.
The following sub-steps for lateral movements are applied
(see Fig. 5-2):

Step 2A-1: Check the gaps backward on both sides (4, d"*
and d”) to determine if a lateral movement is
allowed. The rationale for considering both ¢”’and
d” is that in mixed traffic context the next two
sites behind (for instance, site 2 and site 3 in Figure
5-2) in the target lane may be occupied by different
vehicles with different speeds. Hence, both sites
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must be evaluated to find out the exact backward
gap.

Step 2A-2: When with allowable gaps backward, check the
front gaps if a lane-change or a lateral drift is taken
so as not to be hindered by a slow vehicle in front.
For example, for the designated car in Figure 5-2,
five gaps (@, d”, d”', d” and d) must be
evaluated to determine the best option to be taken.
In case that both options are allowed, the one with
longer gap, i.e., more advantageous, will be
selected. Also aware that the front gaps are the
effective gaps in next time-step, as defined by
Knospe (2002) to catch more precisely the real
traffic condition.
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- s i car |:|:| : car (k=1, 6x2 CUs) - : motorcycle (k=0, 2x1 CUs) > X

Figure 5-2. Gaps evaluated by a car to perform either lane-change or lateral
drift.

Step 2B: When cars move along the side lane away from the lane
markings (e.g., the car marked in black in Figure 5-3), only
the lateral drift is considered because lane-change could be
taken only after the car drifting to the right side of the lane it
locates. Consequently, the following sub-steps apply for a
car’s lateral drift (see Figure 5-3):

Step 2B-1: Check the space backward on the inner side (d") to
determine if a car lateral drift is allowed.

Step 2B-2: When with allowable gap backward, check the
minimum front gap if a lateral drift is to be taken
for not being hindered by a slow motorcycle in
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front. For example, d”’, d and d” require being

evaluated.
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Figure 5-3. Gaps evaluated by a car to perform lateral drift.

5.1.3  Lateral drift rules for motorcycles

Unlike most cars which will move within the lane, motorcycles in
practice do not follow the lane disciplines. From the field observation one can
easily find that motorcycles in effect move in a rather erratic manner without
obeying the lane disciplines. Sometimes the motorcycles follow the lead
vehicles; but more than often, they share the “same lane” with the moving cars
or break into two moving cars in the same lane. During traffic jams, some
motorcycles, once blocked ahead, even cross the gap between two queued cars
with a wide transverse displacement to keep moving (see Figure 3-1). This
evidence justifies the non-lane based movements for motorcycles. Based upon
field observation by Lan and Chang (2005), possible motorcycle movements
can be categorized into 5 classes, as shown in Figure 5-4.

_ (left-front)
—> —>- ront e —

moving direction - (right-front)
; (ef-frony) I (5
[ == [ B Mo
moving direction (right-front) %

|:| : motorcycle - : neighborly front vehicle

Figure 5-4. Field observed motorcycles’ possible movements (Lan and Chang,
2005).

In a moving traffic condition, although different movements of
motorcycles can be identified, basically the lateral displacement can be
characterized as a motorcycle’s lateral drift—displace one site laterally in next
time-step. In this case, the lateral movement update rule for motorcycles is a
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simplified version of the counterpart for cars, which can be described as
follows:

Step 1: Incentive criterion. It is identical to that for cars. When a motorcycle
enjoys sizeable time headway to the front vehicle, no lateral
displacement will be activated. Next, if there is a vehicle in near front
on the same sub-lane, either drifting to the left sub-lane or the right
sub-lane could be chosen, depending on the position it situates at
present time. It is explained in Step 2.

Step 2: Safety criterion. Check if situation around allows a lateral drift.
However, available options for a motorcycle’s lateral drift will depend
on the original position.

e dr® d¥ e .
- o

T f T
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ar T a" 3 ) |
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X
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- . i"motorcycle [:I:] : car, (k=1, 6x2 CUs) - : motorcycle (k=0, 2x1 CUs)

Figure 5-5. Gaps evaluated by a motorcycle to perform lateral drift from the
middle site.

Step2A: When a motorcycle locates in the middle sub-lane (e.g., site 2,
3, 4, or 5 in Figure 5-5), lateral drifts to both outer and inner
sites are feasible. Therefore, the following sub-steps require

further examination.

Step 2A-1: Check the gaps backward on both sides. For
instance, for the designated motorcycle marked in
black in Figure 5-5, backward gaps d” and d”
require being evaluated to determine if a lateral
drift is allowed.

Step 2A-2: When with allowable gaps in the back, check the
front gaps if a motorcycle’s lateral drift is to be
taken. For example, for the designated motorcycle
in Figure 5-5, three gaps (d, d” and d) are
evaluated to determine the best drift option. Similar
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to cars, in case that both options are allowed, the
lateral drift option with larger gap is chosen.

Step 2B: When a motorcycle locates on the innermost or outermost
sub-lane (i.e., site 1 or 6 in Figure 5-6), only drifting inboard
is available. Taking the motorcycle marked in black in Figure
5-6 as an example, the only lateral drift option is from site 1 to
site 2. The following two sub-steps apply:

Step 2B-1: Check the gaps backward on inner side (d”) to
determine if a motorcycle’s lateral drift is allowed.

Step 2B-2: When with an allowable gap in back, check the
minimum front gap should a motorcycle’s lateral
drift be taken. 4, and & must be evaluated.

Y £

N | | ‘LI [T 1111 Site 1
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| AR Site 4
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» X

- : i"motorcycle I:]:] : car, (k=1, 6x2 CUs) - : motorcycle (k=0, 2x1 CUs) "

Figure 5-6. Gaps evaluated by a motorcycle to perform lateral drift from the
outermost site.

5.1.4 Transverse crossing rules for motorcycles

Another unique feature for motorcycles is the “tramsverse crossing”
which is frequently observed when motorcycles are stuck in traffic or forced to
halt in front of signalized intersections. The transverse crossing is defined as
motorcycles’ lateral movement of one or two sites, as long as situation allowed,
e.g., between two still-standing vehicles; even with slight or no forward
displacement at all. The possible options for transverse crossing behavior are
demonstrated in Figure 5-7 with update CA rules described as follows:
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Figure 5-7. Transverse crossing behavior for motorcycles when stuck in traffic.

Step 1:

Step 2:

Incentive criterion. When a motorcycle is stuck in traffic jam and
remains stationary for a certain period (say, 3s), there is an incentive
for the motorcycle to take a transverse crossing through the gap
between two queued vehicles, either to the left or to the right sub-lane,
in order to keep moving as forward as possible.

Safety criterion. Check if situations around allow for a transverse
crossing. First, check if the next left or right sub-lane in front is
occupied. If no, then evaluate the forward and backward condition on
the target sub-lane whether a transverse crossing is allowed. In case the
next sub-lane in front is also occupied then check the next second
sub-lane whether the backward and forward condition allows for taking
a transverse crossing. In the case both left and right sub-lanes allow for
a transverse crossing maneuver, select the option that is most

advantageous.

5.2 Simulation Results

The simulations are performed on a closed track containing 6 x 7,800 site

CUs, which represents a two-lane roadway section of width 7.5 meters and

length 7,800 meters. Both pure traffic and mixed traffic scenarios are simulated.

The pure traffic scenario (cars only) simulates the freeway context; whereas the

mixed traffic scenario (cars and motorcycles) simulates the urban surface road

context.

equally

We simulate for 600 time-steps. Initially, all the vehicles are set
spaced or lined up from the end of the road section on the circular track,

with speed 0 at time-step 0. For pure traffic simulation in freeway, the

maximum speed for cars is set according to the speed limits (710 kph)

prevailing in Taiwan, that is, 3/cells/sec. For mixed traffic simulation in
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surface road, the maximum speed is set as [ 7cells/sec (60 kph) for cars and

14cells/sec (50 kph) for motorcycles, respectively.
5.2.1 Pure car simulation

In order to analyze the effect of car lateral drift behaviors on traffic flow,
we first compare simulated pure car traffic, with and without car drifts, on a
periodic boundary 2-lane freeway roadway with maximum speed of 37 cell/sec.
All the parameter settings are identical except that the probability of cars’
lateral drifts (P,) is set as 0 and 0.5 respectively. When simulations begin (¢=0),
cars are equally spaced but randomly locate on outer or inner side of both lanes.
The derived simulation results, with and without introducing cars’ lateral drifts,
are both shown as flow-density relations (fundamental diagrams) in Figure 5-8.

25 ¢ == —-without car drift 5000 ¢ ----without car drift
20 2N = with car drift 000 - 2 = with car drift
- /, > -': I/ >
S5 ¢ S3000 |
g 3
E 1.0 ;2000 -
305 ¢ 1000
by

0.0 | | | | 0

0 o1 02 03 04 05 06 07 0 30 60 90 120 150 180
p (cellsite) & (velvkm)
(a) Counted in cells/time-step (b) Counted in vehicles/hour

Figure 5-8. Fundamental diagrams for cars in pure traffic with and without
introducing lateral drift.

As shown in Figure 5-8, both fundamental diagrams, with and without
car drifts, are similar. Introducing the car lateral drift behavior will slightly
lower the maximum flow. This is due to the rule that cars locating away from
the lane markings need to take a little longer time (2 time-steps) to make a
lane-change. However, there is less incentive for cars to take a lateral drift
within the lane because there are no aside motorcycles sharing (disturbing) the
same lane, the deviation in traffic flow is not so significant. Our results concur
with Nagel et al (1998) that in spite of different lane-change rules being
introduced, similar and realistic results are generated.
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5.2.2 Mixed traffic simulation

For mixed traffic scenario with prevalence of cars and motorcycles, the
effects of cars’ lateral drifts should be more significant due to the complicated
interactions between cars and motorcycles triggered. We examine the mixed
traffic CA simulations under different car-motorcycle ratios (hereinafter, C:M).
Owing to the complex nature of mixed traffic, one should be aware that even
for a given general density p(S), the mixed traffic may be composed of different
C:M ratios. Given that one car always occupies 6x2 CUs, 6 times as large as
one motorcycle which occupies 2x/ CUs, and that our simulations are
performed on a closed track containing 61,800 CUs, for a given density, the
relationship between number of cars (NC) and number of motorcycles (NM)
can be expressed as a linear relationship, illustrated in Figure 5-9 and in
Equation (5-1).

Number of cars

ﬁﬂd

30

20!
150§

450 600 1800 3600

Figure 5-9. Linear relationship between numbers of cars and motorcycles under
given general densities (p(S)).

6NC+NM=5400%0(S) (5-1)

In order to analyze the impact of motorcycles’ lateral drifts and
transverse crossing behavior on the traffic, we deliberately fix the number of
cars in each simulation and choose three C:M ratios (1:3, 1:1 and 3:1) for the
following experiments. When initiating the simulations, cars line up from the
end of road section in the left two sub-lanes of both lanes, while motorcycles
line up aside in the right sub-lane of both lanes. Figure 5-10 is the derived
fundamental diagrams wherein the vertical axis represents the car traffic flow
and the horizontal axis shows the car density. One may find that as the number

of motorcycles increases, larger deterioration of car flow can be identified. This

-99-



phenomenon indicates that introduction of more slow motorcycles will

inevitably impair the cars’ movement and thus results in a lower traffic flow.
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Figurr 5-10. Fundamental diagrams for cars in mixed traffic under various C:M
ratios.
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Figure 5-11. x-f plots in mixed traffic with different C:M ratios under car
density pc =50 veh/km/In.

This phenomenon can be further illustrated through the simulated x-¢
plots, as shown in Figure 5-11, with fixed car density (pc=50 veh/km/In) in
various C:M ratios. Both the trajectories of cars and motorcycles are displayed
in Figure 5-11 where x-axis represents the time, advancing from left to right,
and y-axis represents positions of vehicles, moving from bottom to top. For
ease of distinguishing, the head positions of motorcycles are shown in blue dots
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and cars in black dots therein. As shown in Figure 5-11(b)-(d), it is clear that
even for low C:M ratios, the car platoons preset at /=0 will disperse quickly as
time marches. This phenomenon significantly differs from that in the x-z plot
for pure car traffic, as shown in Figure 5-11(a). It is clear that when
motorcycles in front with lower average speed will seriously impair the cars
embarking from the downstream front of the initial platoon and, henceforth, on
average, cars have to take longer time to arrive at the upstream front of the
initial platoon. Consequently, the car platoon shrinks quickly and disperses in
shorter time, implying a lower traffic flow for cars.

We further simulate similar scenarios proposed by Meng et al (2007), in
which car density varies but with fixed motorcycle density. For comparison, we
select identical motorcycle densities to those set by Meng et al. According to
Figure 5-12, it is found that the derived car flow profiles are similar. Car flow
constantly decreases as more motorcycles are introduced because of more

interference to cars.
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Figure 5-12. Comparison with existing of fundamental diagrams for cars under
various motorcycle densities (pm). The horizontal axis represents
the preset car density pc, vertical axis shows the simulated car
flow.

In contrast, our simulation (Figure 5-13(b)) reveals that on each
motorcycle curve (with fixed motorcycle density) shown in Figure 5-13,
motorcycle flow also decreases as more cars are introduced. This phenomenon
agrees with that by Meng et al (Figure 5-13(a)) and is consistent with the
general rule that more congested traffic would couple with a lower flow.
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Figure 5-13. Comparison of fundamental diagrams for motorcycles under
various motorcycle densities (pm) with existing study. The
horizontal axis represents the preset car density pc, vertical axis
shows the simulated motorcycle flow.

Nevertheless, we note that there 1s still some difference can be observed
between regarding the simulated motorcycle flow. Our simulation reveals that
for pure motorcycle traffic (pc=0), motorcycle flow stably increases as
motorcycle density rises (see Figure 5-13(b)). This phenomenon differs from
that in existing effort (Figure 5-13(a)). The reason for this deviation is that in
the existing study only one lane with 3 sub-lanes is simulated whereas in the
scenario we simulated there are 6 sites available in lateral in the roadway,
therefore in our simulation motorcycle traffic pattern remains free flow even if
motorcycle density (pm) has reached 213 veh/km/In (or 35.5 veh/km/site).
Besides, our simulation also shows that with high car densities, motorcycle
flow will converge to a certain margin, regardless of the preset motorcycle
density, as shown in Figure 5-13(b). This phenomenon again significantly
differs from that provided by Meng et al (Figure 5-13(a)). The cause of this
deviation could be induced as the coupled effect of cars’ lateral drifts and
motorcycles’ lateral drifts as well as transverse crossings, interpreted as
follows.

In our simulation and in high car densities where road section is almost
occupied by cars (e.g., p > 0.6, or pc > 150 veh/km/In), owing to the cars’
lateral drift behaviors, cars locate randomly on either left or right two sub-lanes
of each lane, which stands as obstacles to the motorcycles. Nevertheless, owing
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to the unique features of motorcycles’ lateral drift and transverse crossing
behaviors, motorcycles can always move further if situations allow. Since a
slow car in right front will serve as a fixed or moving bottleneck for
motorcycles, a converged trend for motorcycle flow is eventually observed.
This also coincides with our previous work (Lan et a/, 2009) and that by other
researchers (Zhu et al, 2009) that when bottleneck is introduced, a plateau
regime may be identified in the mid-density range, as shown in Figure 5-14.
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Figure 5-14. Simulated capacity loss suffered from introduction of one
bottleneck in the middle of right lane. Note that a plateau regime
may be identified in the mid-density range.

The lateral drift and transverse crossing behaviors of motorcycles can be
further demonstrated through the simulated x-¢ plots, as shown in Figure 5-15.
The scenario simulated is under pc=100 veh/km/In (congested traffic). As the
simulation starts, cars line up from the end of road section on the left side of
both lanes so as to form the initial car platoons. To clearly demonstrate the
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motorcycle trajectories in such congested traffic conditions, only few
motorcycles (say, /0 veh/km/In) are introduced, which also line up next to the
car platoons on the right empty sub-lane of each lane.
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Figure 5-15. x-t plots in mixed traffic with and without motorcycles’ transverse
crossing behaviors (pc =100 veh/km/In, pm = 10 veh/km/[n). The
right panels zoom out the vehicular trajectories in the area marked
in the left panels. The designated motorcycle is marked in red.

In Figure 5-15 both trajectories of cars and motorcycles are displayed,
either with or without consideration of motorcycles’ transverse crossing
behaviors. In Figure 5-15(a), one can find that motorcycles break into the
traffic jam when arriving at the upstream front as long as there is one empty
site available laterally in each lane. However, due to the cars’ lateral drift effect,
when there is a car blocking the front site, motorcycles will get stuck in traffic
jam until the front stationary cars reach the downstream front of traffic jam. In
contrast, if motorcycles’ transverse crossing behaviors are introduced, as shown
in Figure 5-15(b), one can find the similar situation that motorcycles break into
the traffic jam from its downstream front. But they are also capable of making
transverse crossings to the next or next second sub-lane, even blocked by a
stationary car in front, provided that the situations allow. After that,
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motorcycles continuously move forward in consecutive time-steps until
confronting another stationary car in front that may force them to take another
transverse crossing again.
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(a) 3-dimensional trajectory of the designated motorcycle.
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Figure 5-16. Demonstration of simulated trajectories for the designated
motorcycle marked in red in Figure 5-15(b).

Figure 5-16 further demonstrates the trajectory, both the longitudinal and
lateral position, of a designated motorcycle marked in red in Figure 5-15(b).
According to Figure 5-16, one may find that when simulation initiates, cars line
up on the left two sub-lanes from the end of the circular track and leave the
right sub-lane empty; therefore, in the early time-steps, motorcycles can easily
break into the initial car platoon from its upstream front and smoothly move
forward. As a consequence, only few motorcycles’ transverse crossings can be
observed. As time marches, more frequent car lateral drifts are triggered and
henceforth transform into more bottlenecks for motorcycles. This means that
there are increasing occasions that motorcycles have to take transverse
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crossings through the stationary cars to move as forward as possible in later
time-steps. This phenomenon can be supported by the significant difference of
number of transverse crossings for the designated motorcycle in the first
simulated /50s and in the latter time-steps (¢=300-600s). To recap, the
simulated results have precisely reflected the real traffic features in mixed
traffic contexts. The results also reveal the importance of introducing
motorcycles’ transverse crossing behaviors into the simulations, especially in

congested mixed traffic.
5.3 Comparison of Global and Local Traffic Flows

By end of this chapter, we take comparison between the derived global
and local traffic flow, similar to that for pure car traffic simulation. For
comparison, in the cases for local traffic flow measurement we deliberately fix
the motorcycle density as 93.333 veh/km/In and introduce four different car
densities (p(S)= 0.06, 0.12, 0.25 and 0.5) that represent car density of 16, 31,
62 and 125 veh/km/In respectively; as to reflect the traffic phenomena of free
flow, synchronized flow and jam traffic. A virtual detector is arranged at the
mid-way of roadway. Both derived AA and UMA local traffic flow data and
global traffic flow are shown in Figure 5-17 and 5-18, respectively.

In both Figure 5-17 and 5-18, one may find that apparently the /s local
traffic flow is not sufficient to cope with the global traffic flow since that the
derived /s traffic flow widely scatters on both sides of global traffic curve. This
phenomenon duplicates our finding in the previous simulation for pure car
traffic, as mentioned in Section 4.7. In addition, the derived maximum traffic
flow, the important index for traffic capacity, is also significantly exaggerated,
for both cars and motorcycles. This is incurred by the fact that for short time
measurement, the impact of local traffic features, either positive or negative,
will be amplified; thus the derived maximum traffic flow deviates from reality.
Next, as the duration of measurement increases (refer to Figure 5-17(b)-(c) &
5-18(b)-(c)), this amplification effect will be weakened. So the local data span,
or say, the standard deviation from the global curve, will gradually converge to
the global traffic flow curve, especially for the car flow. However, the

maximum traffic flow remains over-estimated.
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Figure 5-17. Comparison of local traffic flow (AA averaged) and global traffic
flow. The left panels depict the derived data for cars and the right
panels for motorcycles.

Another finding worthy mentioned can be identified when compared
simulation fundamental diagram between pure car and mixed traffic scenarios.
In pure car case, basically all AA data and major part of UMA data cope with
the global curve whereas in congested traffic regime generally speaking both
AA and UMA local car flow data scatters below the global counterparts (refer
to Figure 4-8 and 4-9). In contrast, in the mixed traffic simulation, most of time
the AA and UMA car flow exceeds the global curve (refer to the left panels of
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Figure 5-17 and 5-18). This phenomenon again evidences the fact that
introduction of erratically moving motorcycles will significantly impair the car
flow rate. As the consequence, in mixed traffic local interference raised by

randomly moving motorcycles accumulates and finally leads to a lower global
car flow rate.
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Figure 5-18. Comparison of local traffic flow (UMA averaged) and global

traffic flow. The left panels depict the data for cars and the right
panels for motorcycles.

It is our experience that the UMA car flow data is efficient in reflecting
the local traffic phase transitions (see Chapter 4 for details). However, this
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merit will reversely turn into one weakness if we are interested in surveying the
global traffic features, both in pure car and mixed traffic simulation. When
scrutinize the local traffic data, it is found that the AA data reveals better
simulation quality since it scatters in a smaller region in the neighborhood of
global curve. It still makes sense since that for AA car flow, the impact of some
local noise with short lifetime will be limited to few simulated data because
independent time intervals are considered. In contrast, by nature the UMA, a
local defect will yield more expansive influence and henceforth force more
UMA car flow data biases from the global curve.

As for motorcycles, there is no solid finding can be located between the
local flow rate and global traffic curve. Basically local motorcycle data, no
matter AA or UMA, presents poor performance for catching the global
information. This low performance remains even the duration of measurement
increases. (refer to the right panels of Figure 5-17 and 5-18). This result
substantiates the high unpredictability of motorcycles’ movement. It is our
opinion the random nature of motorcycles’ movement stands as a serious
impediment for defining a clear linkage between local and global motorcycle
traffic flow in mixed traffic analysis.

5.4 Simulation on Signalized Intersections

In addition to the analysis of aforementioned mixed traffic comprised by
cars and motorcycles, the traffic conditions around signalized intersections may
also be simulated. Figure 5-19 shows our preliminary simulation results for
pure cars on one closed road section, in which two traffic signals are introduced,
with no offset and with 30s signal offset.

According to Figure 5-19, one may find the stop-and-start behavior, the
induced traffic queue is successfully reflected. The speed variation of the
randomly designated vehicle in both x-¢ diagrams also cope with the preset
deceleration capacity. Figure 5-19 also reveals that the offset of signal timing
bring significant influence to vehicles since the speed profile of the designated
vehicle varies considerably. It is recommended that additional survey can be
analyzed, including the impact of different signal offset, relationship between
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the cycle time and the distance between signals. Besides, the dilemma zone can
also be considered so as locate the adequate yellow light time.

(a) Scenario simulated: pure car traffic, p(S)=0.12, cycle time=90s,
y=3s,r=60s, no offset)
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(b) Scenario simulated: pure car trz;fﬁc, p(S)=0.12, cycle time=90s,
y=3s ,r=60s, signal offset =30s)

Figure 5-19. Preliminary simulation results of one roadway with two signalized
intersections introduced, without and with 30s signal offset. The
upper panels show the simulated x-¢ diagram; the lower panels
depict the speed variation of designated vehicle in the upper
panels.
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5.5 Summary

In this chapter we extend the applicability of the refined CA model by
further developing a sophisticated CA model to simulate the mixed traffic
comprising cars and motorcycles. Owing to the enhanced resolution of finer
cell system, slight speed variations and effects of both the vehicular length and
width can be simulated. Most importantly, the frequently observed lateral
movements of cars and motorcycles as well as the wide transverse crossing
behavior of motorcycles are carefully deliberated with the corresponding CA
update rules thereby added. Comparisons with existing studies authenticate the
validity of our sophisticated CA model while simulating the pure car traffic
scenarios. The simulations show that the unique lateral movements of
motorcycles that yet investigated in any existing studies, such as breaking into
two moving cars and transverse crossing through two stationary cars in traffic
jam, can be precisely illustrated. Our simulations reveal the prevailing
motorcycles’ transverse crossing behaviors in mixed congested traffic. The
maximum car flow decreases with the increase of motorcycle density because
the increased interaction among different vehicles will impair the flow
efficiency. This conclusion agrees with the study of Meng et al (2007).

Besides, our simulation for mixed traffic shows that the derived local
traffic car flow, both the AA and UMA ones, inclines to overestimated the
reality, this conspicuously opposes to that in our previous simulation for pure
car traffic. The lower global traffic flow may be suffered from the fact that it
reflects in essence the congregation of frequent interference between cars and
motorcycles. As for motorcycles traffic flow, so far no clear linkage between
the global and local traffic pattern is found, most likely induced by the erratic
nature of motorcycle movement.
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CHAPTER 6 CONCLUSIONS AND
RECOMMENDATIONS

The objectives of this study are to develop an effective CA model
capable of simulating urban traffic with different vehicle kinds and/or sizes
introduced. To fulfill this, in this study first the generalized traffic parameters
are devised, as to take both vehicular width and roadway width into
consideration. Following that, as inspired by grid generation theory that is
popular in computational fluid dynamics, the concept of refined grid is also
proposed. As such, impact of various vehicle features (e.g., sizes, maximum
speed, and acceleration and deceleration ability, etc) can be carefully addressed.
Furthermore, for sake of reflecting the realistic deceleration behavior of
vehicles, this study further proposes a novel and effective mechanism to rectify
the abrupt deceleration behaviors that prevailed in most existing CA models.
The methodology for deriving local traffic flow characteristics from the refined
CA models are also suggested and discussed in details. Upon these
amendments, one important urban traffic scenario yet seldom explored to
date—mixed traffic comprised by cars and motorcycles, is investigated. The
CA update rules corresponding to the observed lateral movements of cars and
motorcycles as well as the wide transverse crossing behavior of motorcycles
are thereby carefully deliberated. The following simulations show that the
unique lateral movements of motorcycles that yet investigated in any existing
studies can be precisely illustrated. The summary of work performed in this
study and some important findings arisen since are described in Section 6.1.
Recommendations for further research are drawn in Section 6.2.

6.1 Conclusions

1. Our first finding is that the applicability of the common adopted formula for
estimating 1-D vehicular average speed (q=kv, enclosed as Equation (2-4))
should be carefully re-scrutinized. Equation (2-4) was originally developed
by scholars in the field of fluid mechanics upon the fact that fluid flow is
continuous. However, traffic flow by nature is no longer continuous but in
essence a congregation of discrete particles (vehicles). Besides, by definition
the 1-D local traffic flow-¢g(x) is a time-based parameter measured at fixed
point whereas the local traffic density-k(?) is a space-based traffic parameter
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for an certain instant. So Equation (2-4) may be valid under some very
restricted conditions, i.e., homogeneous state in which each vehicle equips
with identical features (e.g., same headway and identical speed, etc), or in
the limit as both the space and time measurement intervals approach zero. If
neither of those situations holds, then use of the formula to calculate speed
can give misleading results, which would not agree with empirical
measurements. This issue is worthy for further survey because Equation (2-4)
has often been uncritically applied to situations that exceed its validity.

. This study endeavors in the development of one novel CA model which is
capable of simulating various urban traffic contexts. CA modeling can be
categorized as one branch of microscopic approach that interrelationship of
individual vehicle movements interacted with other vehicles are described.
There are several obvious advantages for selecting CA model for traffic
simulations. First, the rule set that describes the update of each vehicle is
minimal. Next, the update schedule, being completely parallel, is simple, too.
Besides, it is capable of reproducing important entities prevailed in real
traffic, e.g., density-flow relation and the traffic jam in congested traffic.
The most important and subtle reason is the computation explicitness. It
means that data is directly updated and iterations for converging to some
predefined residue are never required. The beneficial aspect of using explicit
computation is that it minimizes the simulation time and thereby increases
likelihood for real-time simulation. Besides, the developed CA model also
enjoys an additional advantage—flexibility. Owing the refined grid system
devised, the proposed CA model is capable of handling different traffic
scenarios and complex mixed traffic that comprised by various vehicle

types.

. Our most important finding is that this study substantiates the criticality of
grid system utilized in CA simulation, which in essence represents the
resolution (i.e., the degree of detail or the acceptable approximation of
traffic phenomena one expects to analyze) may be achieved. The coupled
low resolution of existing CA models strictly circumvents their applicability.
Aside from their popularity in the past, there is continuous criticism for the
significantly limited application of existing CA models to freeway traffic
and the deficiency to uncover delicate vehicular behavior from microscopic
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viewpoint. This may mainly suffers from the comparatively coarse grid
system implemented by most existing CA models, in which each lane is
only allowed to be occupied by a single vehicle laterally. It is obvious that
such coarse grid system is difficult to implement for mixed traffic
simulations where vehicles have different sizes (length and width) and/or
possess distinct behavior. The coarse grid system also stands as the crucial
barrier for implementing existing CA models into urban traffic simulation in
which usually low speed limits prevail and oftentimes vehicles move with
slight speed variations. As a matter of fact, few efforts are available hitherto
to evaluate the impact of different vehicular width through CA simulation.
Consequently, it is comprehensible that a refiner grid system will be the
crucial prerequisite for expanding the application of CA modeling to mixed
traffic prevailed in urban streets.

. To contend with such restriction, in this study we first propose a refined 3-D
grid system that considers time and both vehicular length and width. As the
onset the concept of “common unit” (CU), “cell” and “site” are defined to
serve as the universal basis, the basic unit for describing different vehicle
sizes and for roadways, respectively. The size of site and cell can be selected
in accordance with the scenarios simulated as well as the resolution of
simulation required. The sole restriction is that the size of both basic site and
basic cell should be identical, i.e., to be the common unit. Besides, to cope
with this 3-D grid system, we also extend the 2-D traffic parameters that
proposed by Daganzo (1997) to be 3-dimensional. The spatiotemporal traffic
flow (q(S) and p(S)) are therefore defined. Our following simulations
evidence the superiority of the proposed novel CA model since that it
successfully liberates the above-mentioned restriction and is able to handle
the violate traffic phenomena in real world. Based upon the enhanced
resolution and the increased flexibility of the proposed CA model, analysis
of different traffic contexts, such as such as the mixed traffic comprised by
vehicles of various sizes and sophisticated traffic phenomena in urban area,

can be performed successfully.

. Our next effort is to rectify the common defect of existing CA models that
vehicles abruptly decelerate when encountered with stationary obstacles or
traffic jams. In most existing CA models though the idea of limited
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acceleration is implemented; deceleration limitation has seldom been
considered. Actually, most CA models simply considered a collision-free
criterion explicitly by imposing arbitrarily large deceleration rates, which
can be far beyond the practical braking capability under prevailing pavement
and tire conditions. Despite simulations through the existing CA models
show satisfactory outcome in capturing essential features of traffic flows,
most existing CA simulations also revealed that, for sake of collision
prevention, a vehicle can take as short as /s to come to a complete stop,
even from a full speed, apparently exceeding the vehicular deceleration
ability. We concur with that existing CA model has led to satisfactory
outcome if only long-term average traffic features are concerned or only
macroscopic traffic phenomena or global traffic parameters are examined
because the effects of locally realistic deceleration have been smoothed out.
However, if we scrutinize in detail the microscopic traffic parameters or the
neighbourhood of some unexceptional scenarios, such as an accident vehicle
or a work zone blocking the partial highway lanes, it is evident that the
deceleration rule in existing CA models require further revisions. For this
purpose we propose the piecewise-linear movement within each time-step to
replace conventional particle-hopping movement adopted in most previous
CA models. Upon this adjustment and coupled with refined grid system, the
limited deceleration are then introduced which is essence the extension of
classic car—following concept proposed by Pipes (1953) and/or Forbes
(1958). The main deviation is that appropriate deceleration is determined
through Newton’s kinematics rather based on a given time headway. The
validation simulations show that the proposed novel CA model can fix the
unrealistic deceleration behavior, and thus to be more in line with the real
world vehicular movement, In addition, the proposed CA model is also
capable of revealing Kerner’s three-phase traffic patterns and phase
transitions among them.

. Upon all the effort mentioned above, this study further develops a
sophisticated CA model to simulate the mixed traffic comprising cars and
motorcycles. Owing to the enhanced resolution of the refined cell system,
slight speed variations and effects of both the vehicular length and width can
be simulated. Most importantly, the frequently observed lateral movements
of cars and motorcycles as well as the wide transverse crossing behavior of
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motorcycles are carefully deliberated with the corresponding CA update
rules thereby added. Comparisons with existing studies authenticate the
validity of our sophisticated CA model while simulating the pure car traffic
scenarios. The simulations show that the unique lateral movements of
motorcycles that yet investigated in any existing studies, such as breaking
into two moving cars and transverse crossing through two stationary cars in
traffic jam, can be precisely illustrated. Our simulations reveal that
maximum car flow decreases with the increase of the motorcycle density
since the increased interaction among different vehicles will impair the flow
efficiency. Furthermore, the simulations also underline the necessity for
introducing motorcycles’ transverse crossing behaviors into the simulations

of mixed traffic, especially in congested traffic.

. This study also constructs the methodology for extracting local traffic flow
rate and occupancy from the refined grid system. The derived local traffic
flow and occupancy, both AA and UMA averaged, is carefully validated
through the simulation of selected complex scenarios. The results show that
for pure car traffic scenarios, the UMA traffic parameters are efficient in
reflecting the complicated traffic phase transitions whereas the AA traffic
data 1s consistent with the three-phase traffic theory. In addition, through the
comparison between global and local traffic fundamental diagrams, it is
found that in uninterrupted traffic the AA traffic data has potential to be a
useful proxy to reflect the global traffic features, though only local traffic
information is gathered. In contrast, in mixed traffic comprised by cars and
motorcycles, the local traffic data, both AA and UMA averaged, has
comparatively poorer performance to reflect the global situation. Another
important finding is that the derived local car flow usually is lower in pure
car traffic, but higher in mixed traffic cases, than its global counterparts.
This may be induced by the random erratic nature of motorcycles’
movement in mixed traffic. When introducing more motorcycles in mixed
traffic, the local interference raised by randomly moving motorcycles will
accumulate and finally leads to a lower global car flow rate. This conclusion
again evidenced that introduction of motorcycles will significantly impair

the car flow rate.
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8. This study serves as the pioneer effort in defining the refined CA model. The
proposed novel CA model successfully breaks through the inherent defect of
most previous CA models and therefore effectively extends the possible
applicability of CA modeling. Thus this study shed some light for the future
analysis of traffic modeling. It is looked forward that via the proposed
refined CA model different traffic control strategies for separate traffic
context can be efficiently evaluated before practical implementation.

6.2 Recommendations

Although this study has taken a gigantic step in the development of CA
modeling, some limitations should be noticed to point out and the potential
application needs to be addressed for further research.

1. In this study only circular track with periodic boundary is surveyed, for both
pure car and mixed traffic. The major advantage therein is that vehicle
density can be specified for each simulation. However, in real world
roadways are never a close loop but instead, always with open boundaries.
So our first recommendation is some CA model with open boundaries
should be considered; for instance, that similar to effort by Chiou et al
(2009). Some potential impediment might be encountered for simulating
open boundary scenario, e.g., the measures to handle the enormous data
output and the expected high demand for computer performance, since for
open boundary traffic scenarios the number of vehicles into simulation will
constantly increase. One possible remedy, other than selecting a high
performance computer, is a high level implementation of computer memory

management.

2. In this study, drivers’ heterogeneity is simply simulated via the preset
probability. However, it is recommended that more delicate heterogeneity
among drivers should be considered. For example, according to field
observation, there is significant heterogeneity in the maximum speed among
different motorcyclists, which leads to frequent lateral drift behaviors even
in non-congested flow. Therefore, the effect of various maximum speeds for
motorcycles can be considered in the further study. Besides, in this study it

1s assumed that all drivers obey the preset safety criteria—always remain an
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adequate safety gap to the front. We also assume that all drivers follow the
regulatory speed limits. These postulations may deviate from the reality.
Therefore, it is recommended that the fuzzy theory that reflects real drivers’
behaviors be introduced in the further, similar to the effort by Lan et a/
(2001).

. Several other avenues can be identified for future study. In this study the car
locating away from the lane markings is assumed taking 2 time-steps to
make a lane-change. This is deemed a conservative restriction. Moreover,
each vehicle only evaluates the traffic conditions around for the next one or
two time-steps could also be too conservative. One possible remedy is
introducing the anticipation of surrounding conditions with more extended
time-steps, according to our field observations. Finally, in real world a car is
possible to locate in the center area of each lane, a little different from either
left or right two sub-lanes as described in this study. This may further
discourage the aside motorcycles from sharing the same lane. To deal with
this phenomenon, implementation of more refined cell system might be
necessary. It, however, will significantly increase the computation burden
and require more simulation time. A trade-off between simulation efficiency

and realism of simulation deserves further evaluation.

. It is understood that oftentimes drivers will not follow the lateral movement
update rules prescribed in this study. Some aggressive drivers will try to take
lane change even there is no allowable backward gap in the target lane. This
phenomenon is commonly observed in congested traffic, for example, in the
on-ramp zone during rush hours. Nevertheless, it is still possible the turn
signal will be turned on before they take lane change. As the consequence, it
is recommended that the effect of turn signal should be considered when
construct the lateral movement update rules.

. In this study, the roadway section under simulation each lane is always set as
3.75 meter in width, for both freeway and urban street scenarios. However,
in real world the lane widths of urban streets oftentimes are lesser. In these
cases, inevitably smaller site/cell size must be considered. For instance, for a
narrow street lane with width close to 3 meters, it can be set with 3 sites

laterally with site width of 1 meter. Also the cell size can be selected in light
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of the various lengths and widths of different vehicle types. Besides,
according to field observation, for motorcyclists the perceived gap between
two still cars that allowing for passing through may not be a fixed value.
When approaching the upstream front of traffic jams, motorcycles with high
speeds will be more hesitated to break inside the traffic jams since moving
with high speed raises the possibility of hitting the still cars aside when
passing through them. Therefore, it is proposed that for future study when a
motorcycle determines if a breaking inside the traffic jam should be taken,
the concept of “effective gap” that introducing the effect of magnitudes of
motorcycle’s velocity may be considered.

. Our simulations reveal that the local AA traffic flow has the potential to
serve as the proxy for reflecting realistic traffic flow (i.e., its global
counterpart), especially for uninterrupted traffic. However, the adequate
time interval for taking AA average is not identified yet. It is recommended
further research in this regard might be considered, since in light of the
difficulty for global traffic measurement, the local traffic feature is much
easier and cheaper to be located.
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NOTATION TABLE

Variable/ Definition

parameter

a Acceleration
a Maximum acceleration capacity of k-type vehicle
D Maximum deceleration capacity of k-type vehicle
X Second time derivative of displacement

A Two-dimensional domain under consideration with

sizeLxT

4 ‘Area’ of A

AA Arithmetic average

d Space headway
d(s) The total distance traveled by all cells in domain S
d,, Preset deceleration capacity
sl Effective distance of n” vehicle
g Distance (Gap)
H;(t) Head location of vehicle i at instant t
[(A) Averaged vehicular length
L Longitudinal length of area A and/or domain S
Ly Detection zone length
ms Location of virtual detector
So Original front gap at instant t
S; Front gap at instant t+1
Stinai Evaluated front gap after time steps t,.,
Ty(t) Tail location of vehicle i at instant t
/4 Transverse width of roadway, counted in sites
VL Vehicular length, counted in cells
Vw Vehicular width, counted in cells
x Position of n™ vehicle

h Time headway

k Traffic density

N Total number of sites arranged in domain S

Ny(t) Total number of sites occupied by cells (vehicles) at the

instant t
NC Number of cars in mixed traffic of given 0 (S)
NM Number of motorcycles in mixed traffic of given 0 (S)
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Py

tA)

1(S)

t,=d v (t)
te=min(v,(t),h)

Ly

tk,c

UMA

Cn

Accumulated local occupancy at instant t
Probability:
Probability accounting for impact of decelerating
vehicle in near front
Probability reflecting delay-to-start behaviors of
vehicles that stuck in traffic jam
Probability for other situations
Probability of lane-change
Probability of lateral drift
Traffic flow rate
Two dimensional traffic flow over area A
Generalized traffic flow over domain S
Accumulated local traffic flow at instant t
Randomly generated number
Spatiotemporal domain under consideration with
sizeLxW xT
‘Volume’ of S
Status identifier of n" vehicle, representing its brake light
status
Time:
Preset time threshold of vehicle of type k for reflecting
effect of synchronized distance
Accumulated time of Ny(t) spent in area A for all times
simulated
Accumulated time of Ny(t) spent in S for all times
simulated
Time headway of n™ vehicle to front
Final time threshold for initiating the consideration of
front brake light effect, taking vehicular speed into
consideration
Accumulated time of ™ vehicle that stuck in traffic jam
Time threshold of vehicle of type k for initiating
delay-to-start behavior
Safe time gap for collision prevention
Observed time period
Un-weighted moving average
Speed
Safe speed of n" vehicle
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v(S)

Generalized space-mean speed over domain S

Vo Original speed at instant t
Vi Updated speed at instant t+1, per Equation (3-10)
X First time derivative of displacement (Speed)
P Density
k(A) Generalized density over area A
p(S) Generalized density over domain S
pc Generalized density of car in mixed traffic over domain
S
pm Generalized density of motorcycle in mixed traffic in
domain S
A Minimum clearance for the follower
Suffix
anti Anticipated (speed)
k Type of vehicles: k=0, motorcycle; k=1, car
ma Un-weighted moving average
max The maximum value
n The n” vehicle
n+l Vehicle in front
req Time required for deceleration
t Instant t
Superscript
1(2) The next (the next second) site considered for a lateral
movement
b Downstream
f The nearby upstream in the next or next second site
eff Effective
opt Optimum
r(l) The right (left) lane or site considered for lane change or

lateral drift
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