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適用於高能源效率晶片之可感知變異超低電壓設計 

 

 

學生：張銘宏                指導教授：黃 威 教授 

 

國立交通大學電子工程學系電子研究所博士班 

 

摘  要 

 

本論文提出一具備高能源效率設計之動態電壓頻率調整平台。高能源效率設計包括超低

電壓溫度感測器、可感知變異之頻率產生器、高可靠度之超低電壓靜態記憶體與先進先出記憶

體。以上述先進先出記憶體作為驗證電路，實現一個高穩定性的動態電壓頻率系統設計。 

超低電壓全晶上頻率基底之溫度感測器可工作於 0.4V 與 0˚C~100˚C 溫度範圍內，每秒

可有效偵測 45k 次，使用一位元校正機制下，僅有-1.81˚C~+1.52˚C 的溫度誤差，其實現於

TSMC 65nm 製程下，使用面積為 990μm2。Logical effort 是數位設計者常用之技巧，但傳統

的 Logical effort 並未考慮 CMOS 操作於不同工作區間，以及溫度和製程對其造成的影響，本

論文提出一個可應用在 0.1V~1V 間的統一 Logical effort，並且可減少溫度和製程變化所造成

的延遲估計誤差。根據上述的統一 Logical effort，本論文設計一超低電壓頻率產生器，其內建

的感測器可提供資訊動態自我調整鎖定區間誤差，此技術實現於 UMC 65nm 製程下，可產生

625kHz 及 5MHz 最高頻率輸出分別在 0.2V 與 0.5V 下，且其消耗的功率僅各有 0.18μW 與

5.17μW，同時本頻率產生器可合成出 1/8 至 4 倍於參考頻率之輸出。 

本論文設計一運用打斷正回授正反器迴圈以改善寫入能力之 9T 靜態記憶體，本記憶體同

時具備讀取緩衝以增進寫入可靠度與降低漏電電流，位元交錯結構也可與本靜態記憶體交錯運

用以提高軟錯誤的抵抗能力，本靜態記憶體實現於 UMC 65nm 製程下，可工作於電壓為 0.3V

以 909kHz 頻率操作且僅消耗最低能源 3.51μW。為提供無線近身網路系統良好的儲存單元，

本論文設計一以10T靜態記憶體基底之先進先出記憶體，該先進先出記憶體實現於UMC 90nm

製程下，可工作於電壓為0.4V以50kHz頻率操作寫入僅消耗最低能源2.09μW，同時以625kHz

頻率操作讀取僅消耗最低能源 2.25μW。 

本論文提供一具備高能源效率設計之動態電壓頻率調整平台，以 8T 靜態記憶體基底之先

進先出記憶體作為展示電路，提供兩種工作模式：低電壓(0.3V)與高效能(0.5V)，若其持續工

作於低電壓模式時可節省 69.5%功率消耗，本平台可適用於高穩定性之無線近身網路應用。 
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Abstract 

Energy efficient design is a k ey focus in emerging energy-constrained platforms. Dynamic 

voltage frequency scaling (DVFS) platform with energy-efficient designs are presented in this thesis. 

Ultra-low voltage temperature sensor and variation-aware clock generator are implemented to enable 

DVFS platform. Robust near-/sub-threshold SRAM/FIFO memories are designed as the test vehicle 

of DVFS platform. 

An ultra-low voltage fully integrated frequency-domain smart temperature sensor is presented. 

With one-point calibration, a -1.81˚C~ +1.52˚C inaccuracy over a 0˚C~100˚C temperature operation 

range has been measured for 12 t est chips. At a conversion rate of 45k samples/s, the proposed 

temperature sensor consumes an average power of 520nW and achieves 0.49˚C/LSB at 11-bit output 

resolution. It occupies only 990μm2 in a TSMC 65-nm general purpose bulk CMOS process. The 

voltage-/temperature-induced delay estimation error of conventional logical effort is much more 

severe in near-/sub-threshold region. Super-/near-/sub-threshold logical effort models are presented 

to eliminate delay estimation error caused by voltage and temperature variations. A 

near-/sub-threshold programmable clock generator is also presented in this thesis. The major 

challenge of the ultra-low voltage (ULV) circuits is that the lock-in range of the delay line is easily 

affected by the environmental variations. In the proposed clock generator, there is a PVT 

compensation unit which consists of a set of delay line and a PVT detector. The unit is responsible 

for adjusting the lock-in range of clock generator to guarantee successful clock lock. In addition, it 

has the ability to generate the output clock with frequency from 1/8 to 4 times of the reference clock. 

The clock generator has been designed using UMC 65nm CMOS technology. The frequencies of 

reference clock are 625 KHz at 0.2V and 5MHz at 0.5V.  The power consumptions are 0.18μW and 

5.17μW, respectively, at 0.2V and 0.5V. The core area of this clock generator is 0.01mm2. 

A 9T SRAM bit-cell is presented to enhance write ability by cutting off the positive feedback 

loop of SRAM cross-coupled inverter pair. In read mode, an access buffer is designed to isolate 

storage node from read path for better read robustness and leakage reduction. Bit-interleaving 
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scheme is allowed by incorporating the proposed 9T SRAM bit-cell with additional write-wordlines 

(WWL/WWLb) for soft error tolerance. A 1Kbit 9T 4-to-1 bit-interleaved SRAM is implemented in 

65nm bulk CMOS technology. The experimental results demonstrate that the test chip minimum 

energy point occurs at 0.3V supply voltage. It can achieve an operation frequency of 909kHz with 

3.51μW active power consumption. An ultra-low power (ULP) 16Kbit SRAM-based first-in first-out 

(FIFO) memory is also presented for wireless body area networks (WBANs). The proposed FIFO 

memory is capable of operating in ultra-low voltage (ULV) regime with high variation immunity. An 

ULP near-/sub-threshold 10 t ransistors (10T) SRAM bit-cell is proposed to be the storage element 

for improving write variation in ULV regime and eliminate the data-dependent bit-line leakage. The 

proposed SRAM-based FIFO memory also features adaptive power control circuit, counter-based 

pointers, and a smart replica read/write control unit. The proposed FIFO is implemented to achieve a 

minimum operating voltage of 400mV in UMC 90nm CMOS technology. The write power is 

2.09μW at 50kHz and the read power is 2.25μW at 625kHz. 

Finally, a 512-word by 16-bit (8kb) subthreshold asynchronous first-in first-out (FIFO) memory 

is presented for wireless body area networks (WBANs). Meanwhile, A 1kb dynamic voltage scaling 

8T SRAM-based FIFO memory is implemented to operate between 0.5V (near-threshold) and 0.3V 

(subthreshold) in UMC 65nm technology with 0.535μW at 625kHz and 0.163μW at 20kHz power 

consumption, respectively. The proposed DVS FIFO memory can provide up t o 69.5% power 

savings when low-power mode is always engaged, and there is no power overhead if the period of 

low-power mode is longer than 48.66μs. It is suitable for healthcare applications equipped with 

DVFS capability. 
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Chapter 1

Introduction

Driven by the growing demands on battery-operated or self-powered mobile applica-

tions, high energy efficiency becomes the driving force for digital circuit design. For most

scenarios, energy harvested from the ambient is in the orders of micro-watts, necessitat-

ing the circuit implementations to be very efficient in terms of energy consumption [1.1].

Therefore, ultra-low power designs for wireless devices have three primary concerns: small

form factor, long lifetime, and low cost. In order to fulfill those requirements, the emerging

digital circuit design targets are area-efficiency, energy-efficiency, and robustness.

Figure 1.1: Thirty-five years of semiconductor technology scaling [1.2].

Advances in sub-threshold circuit design have recently demonstrated capabilities com-

patible with aggressive energy consumption reduction. However, the drawbacks of sub-

threshold design are: the dramatically increased leakage plus decreased ION -IOFF -ratio,
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and the increased energy efficiency comes at the cost of performance loss. As shown in

Fig. 1.1, technology scaling shrinks feature size by 70% every generations. However,

power density doubles, leakage current increases by 25%, and ION -IOFF -ratio degrades

by 60%. For short channel devices, parameter variations affect design performance more

and result in larger threshold voltage variation. On the other hand, dynamic voltage

frequency scaling (DVFS) is a popular solution to have energy efficiency and performance

concurrently. In other words, if the throughput constraint is cycling between different

operating modes, adjusting the supply voltage for the requirements of each mode can

provide significant energy savings.

An overview of this work is as follows. In Chapter 2, previous work and basic energy-

efficient techniques will be introduced. Meanwhile, wireless body area sensor networks

(WBANs) will also be discussed to give the concept of biomedical device standard. An

ultra-low voltage temperature sensor with high process variation immunity is first pre-

sented in Chapter 3. Also, an unified logical effort model is presented to speed up ultra-low

voltage circuit conceptual design. Based on the proposed model, a near-/sub-threshold

DLL-based clock generator with PVT-aware locking range compensation is first presented.

A 9T subthreshold SRAM design with bit-interleaving scheme is presented in Chapter 4.

An energy-efficient 10T SRAM-based FIFO memory design is also presented. As the test

vehicle of proposed dynamic voltage frequency scaling (DVFS) platform, a 8T-SRAM-

based FIFO design in 65nm CMOS is first presented in Chapter 5. Finally, conclusions

and possible future research directions will be discussed in Chapter 6.
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Chapter 2

Prior Works Review

For emerging battery-powered/energy-harvested portable electronic devices, there are

three major design requirements. They are long lifetime, low cost, and tiny form factor

[2.1–2.5]. In order to meet these requirements, the development of digital system design

concentrated on finding ultra-low-power, robust, and area-efficient solutions.

Power consumption is the sum of dynamic power and leakage power.

Pactive = Pdynamic + Pleakage = fCV 2
DD + IleakageVDD (2.1)

Firstly, lowering supply voltage is an effective strategy to achieve long lifetime since

dynamic energy consumption has a square dependence on the supply voltage [2.6, 2.7].

Pdynamic = fCV 2
DD (2.2)

where f is the switching frequency, C is the effective switched capacitance of the circuit,

and VDD is the supply voltage. Secondly, leakage current becomes a critical issue in

nanometer regimes since subthreshold leakage currents vary exponentially with threshold

voltage [2.8].

Ileakage =
W

W0

I0 • 10(VGS−Vth)/S (2.3)

where UT is the thermal voltage, W is the device width, and S = nUT ln10 is the sub-

threshold slope. The leakage power consumption can be much worse if the switch activity

is low. Leakage current reduction techniques become a necessary requirement of energy

efficient chips.
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Ultra-low voltage operations are being examined capable of providing orders of mag-

nitude less power than standard-1V operations. Meanwhile, the minimum energy opera-

tions of logic and memory usually occur in the subthreshold and near-threshold regions

[2.6,2.7,2.9,2.10]. Successful energy efficient techniques are discussed in Sec. 2.1 for both

subthreshold and near-threshold regions. Also, state-of-the-art ultra-low voltage SRAM

designs including new bit-cells, novel sensing schemes, and read/write assist circuits are

introduced in Sec. 2.2.

However, performance loss and reliability degradation are two major problems for

ultra-low voltage design. To retain or improve performance, it is necessary to reduce

the threshold voltage as well, resulting in the exponential increase of the subthreshold

leakage. On the other hand, global systematic and local random environmental variations

in process, supply voltage, and temperature (PVT) are posing a major challenge to the

future nanometer circuit design [2.11, 2.12]. In addition, aging variations degrade device

robustness and strength when a device is used for a long period of time. Therefore,

subthreshold leakage, PVT environmental variations, and aging variations monitoring

and smart variability-resistant designs are necessary. The related researches on variation-

aware circuits are discussed in Sec. 2.3.

In order to retain the excellent energy efficiency while reducing performance loss,

dynamic voltage frequency scaling (DVFS) [2.13] is an effective means for time-varying

workload in wireless devices. It reduces supply voltage to enhance battery lifetime while

only providing maximum performance when required. For applications with wide spread

of workload intensity, DVFS technique is the key to build an optimum energy saving

system. Recently, ultra-dynamic voltage scaling (UDVS) technique [2.14, 2.15] where

supply voltage is reduced to less than threshold voltage was presented. Many successful

designs based on DVFS concepts are surveyed in Sec. 2.4.

One popular energy-limited application with time-varying throughput is healthcare

monitoring wearable body area sensor networks (WBANs). The standard of WBANs is

under development by IEEE 802.15 TG6 [2.16] for low power devices operation on, in

or around the human body. Typical WBANs consist of sensor nodes recognized as an

enabling technologies for continuous and noninvasive measurements of vital signs such as
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body temperature, heart rate, and electrocardiogram (ECG/EKG). However, the wearable

nature of the sensor nodes constrain form factor size and energy budget because battery

replacement may be difficult or impossible. Sec. 2.5 reviews related work on energy-

efficient circuit designs for WBANs.

2.1 Energy Efficient Techniques for Ultra-Low Volt-

age Designs

Until the early 2000s, high performance design was the major trend of digital circuits.

However, the cost-effective cooling solutions can only provide around 100W power con-

sumption. Meanwhile, power-limited portable devices rapidly grew in the last 20 years.

Traditional low power techniques including switching activity reduction, pipelining, all-

level parallelism, interconnect/logic optimization are no longer sufficient for micro-power

microsystems. Several effective ideas have been drawn attention. Digital-assisted analog

design for signal calibration and variation compensation became popular [2.17] as tech-

nology scaling down to nanometer range. A new FDSOI process technology [2.18] and a

novel 3-D IC package technique [2.19–2.21] are also primary focuses to provide optimum

operation while maintaining energy efficiency. Recently, the primary focus to achieve

energy efficient digital designs is ultra-low voltage operations [2.3, 2.5, 2.8, 2.22, 2.23].

Ultra-low power circuits demonstrate a huge potential in enhancing the lifetime of

portable/bio-medical applications. It is because supply voltage reduces dynamic energy

consumption quadratically. However, leakage in subthreshold region increases dramati-

cally and drain current decreases exponentially both impacting ION -IOFF -ratio. It can

significantly degrade the devices performance and reliability. To aid in selection of gate

size for leakage reduction of ultra-low voltage designs, a new framework for widely-used

logical effort method [2.24] must be modified. Logical effort is defined as the ratio of the

input capacitance of a gate to that of an inverter delivering the same amount of output cur-

rent. It is for quickly estimating the optimal delay time and optimize super-threshold logic

paths. Previous research about subthreshold logical effort for maximum drive current was

present by Keane [2.25]. A framework was presented by choosing the optimal transistor
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stack sizing factor for best performance. Later, an ultra-low voltage sizing method is pro-

posed to minimizing OFF leakage current and maximizing ON active current at the same

time [2.26]. The logical effort models extend the original high-performance-oriented de-

sign in super-threshold region to energy-efficiency-oriented design in near-threshold and

subthreshold regions. Meanwhile, supply voltage and temperature variations are both

taken into account.

2.1.1 Subthreshold Regimes

Lowering supply voltage toward subthreshold region can help portable devices power

budget under control. However, the penalties of working in such region are slower speeds,

reduced ION -IOFF -ratio, and increased sensitivity to variations. [2.27]. Generally, energy-

stringent applications like wireless sensor nodes, biomedical sensors, and battery-free elec-

tronics tend to have fairly low speed requirement. Although leakage current is decreased

with supply voltage scaling down, the ION -IOFF -ratio in subthreshold region reduced

down to only 160X (7,000X in super-threshold region) as stated in [2.10]. That is be-

cause subthreshold conduction drain current is far more less than super-threshold one.

Therefore, it is essential to identify what leakage current components needs to be reduced.

Figure 2.1: Main leakage current components in an NMOS transistor [2.28].

There are four major short-channel leakage mechanisms as illustrated in Fig. 2.1. They

are reverse-biased junction leakage current (IREV ), gate induced drain leakage (IGIDL),

gate direct tunneling leakage (IGate) [2.29], and subthreshold leakage (ISUB) [2.28, 2.30].
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For the leakage current of an OFF transistor IOFF ,

IOFF = IREV + IGIDL + ISUB (2.4)

Note that IGate is not included because the transistor gate is not at a high potential.

Because of the low threshold voltage in nanometer technology, ISUB typically dominates

IOFF .

There are plenty of successful energy-efficient techniques to reduce leakage current in

subthreshold region. They are power gating through the use of sleep transistors [2.31–

2.37], multiple threshold voltage CMOS (MTCMOS) [2.38, 2.39], and body bias control

[2.3, 2.22, 2.30,2.40–2.45].

Power gating technique is adding a header and/or footer (called sleep transistor) be-

tween the actual power/ground rail and the virtual power/ground. It helps to turn off the

leakage current path during standby mode. In order to design the power gating devices

efficiently, there exists three main design challenges. They are power gating structure,

sleep transistor sizing, and supply noise minimization. A power gating structure presented

in [2.35] that supports both a cutoff mode and an intermediate power-saving and data-

retaining mode. In [2.33], an algorithm estimating the voltage drop and minimizing the

size was presented. Moreover, an optimal sizing scheme in [2.32] using an explicit noise

and impedance model was developed for supply noise minimization. As shown in Fig.

??, the width of power gating device can be a tradeoff between frequency loss, leakage

reduction, and area overhead.

Most of advanced technologies provide MTCMOS technique to achieve high perfor-

mance and low power demands. High Vth devices can reduce leakage current by sacrificing

speeds. On the other hand, Low Vth devices can be operated faster than normal ones with

low leakage overhead. In [2.38], a series-connected low Vth power gating structure with

two virtual ground ports was presented to reduce IGate, wake-up time, and rush current.

Meanwhile, a design methodology that enables local insertion of sleep devices for sequen-

tial and combinational circuits was presented in [2.39]. It also prevented most sneak

leakage paths.

Utilizing the body effect, the device threshold voltage can be controlled by the sub-

strate bias. It can provide high-Vth characteristic in standby mode and low-Vth one in ac-
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Figure 2.2: Tradeoff between frequency loss, leakage reduction, and area overhead [2.32].

tive mode [2.30,2.44,2.45]. However, it may increase the depletion width of the MOSFET

parasitic junction diode and rapidly increases the BTBT current between the substrate

and source/drain, especially in halo implants. In [2.40], optimum body bias voltages were

generated for different temperature and process conditions adaptively based on the PVT

monitoring and controlling systems. The power supply variations were also compensated

based on the propagation delay change of the inverter chain.

2.1.2 Near-threshold Regimes

Minimum energy operations for logic are usually happened in subthreshold region.

However, it was reported in [2.46] that a 20% increase in energy from the minimum

energy point gives back ten times in performance. Therefore, near-threshold operation

can be more energy efficient than subthreshold region from energy-delay-product (EDP)

view. For a broad range of power-constrained computing segments from sensors to high

performance servers, near-threshold operation is preferred because it it more robust than

subthreshold one and energy efficient than super-threshold one as shown in Fig. 2.3 [2.47].

2.2 Ultra-Low Voltage Memories

In highly energy constrained applications, the memory power consumption drives the

need for ultra-low voltage operations as shown in Fig. 2.4 [2.48]. Traditional 6T bit-cell
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Figure 2.3: Energy and delay in different supply voltage operating regions [2.47].

without large area overhead cannot survive in subthreshold region because of its read

disturb nature. Meanwhile, bitline leakage in 6T SRAMs limits the number of bit-cells on

a bitline to 16 [2.49]. In order to overcome the challenges of performing robust ultra-low

voltage read/write/hold operations, several successful ultra-low voltage memory designs

[2.10, 2.37, 2.48–2.74] were presented. Some of them presented novel bit-cells to avoid

disturbances. Some of them presented read-/write-assist techniques in architecture level.

For novel bit-cells, a 5T bit-cell [2.57] used sizing asymmetry to improve read stability.

Another 5T bit-cell [2.71] utilized dynamic read stability was presented. A read-static-

noise-margin-free 7T bit-cell [2.72] was presented to overcome the limits to the speed of

6T SRAM with a 0.5V supply voltage. Also, a 9T bit-cell [2.50] with bit-interleaving

scheme enhances write ability by cutting off the positive feedback loop of inverter pair.

The 9T bit-cell can reliably operate at the minimum energy point 0.3V. Meanwhile,

8T [2.53, 2.59, 2.61, 2.63–2.65, 2.67, 2.75] and 10T [2.49, 2.51, 2.66, 2.68, 2.70] bit-cells have

various structure settings. In [2.67], read buffer was used to ensure read stability. It can
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Figure 2.4: Memory occupied up to 69% chip power as the emerging applications having

more critical energy constraints [2.48].

achieve a minimum operating voltage of 350mV. Utilization of the reverse short channel

effect in 8T bit-cell [2.65] improved its write margin and read performance without the

aid of peripheral circuits. Asymmetrical write-assist 8T bit-cell [2.59] with virtual ground

biasing scheme was presented to achieve 0.2V supply voltage. In [2.53], a fully differential

8T bit-cell that allows bit-interleaving to achieve soft-error tolerance. For 10T bit-cell in

[2.49], it used four extra transistors to implement a read buffer. The buffer solved read

disturbance in 6T bit-cell and relaxed the bitline integration limitation. A schmitt trigger

(ST) based differential 10T bit-cell [2.70] was presented to achieve 1.56× higher read

static noise margin compared to 6T bit-cell at 0.4V supply voltage. It can be operated

at a supply voltage of 160mV. Then, another ST-based 10T bit-cell [2.76] was presented

to achieve soft-error tolerance by providing bit-interleaving structure. A detail iso-area

analysis was also reported in [2.51].

Other than novel bit-cell structure, peripheral assist techniques for stability improve-

ment were presented in dynamic and static ways [2.56]. The dynamic ones include ver-

tically routed VDD/VSS, horizontally routed VDD/VSS, Vwordline adjustment, Vbitline ad-

justment, and replica scheme [2.68]. The static ones include Vwordline setting, dual sup-
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ply voltage [2.37] or voltage scalable [2.58, 2.60, 2.65], and adaptive body bias control

[2.65]. Meawhile, reducing Vwordline and/or increase bit-cell VDD can increase read sta-

bility. During write operations, reducing bit-cell VDD [2.69] and/or employing negative

Vbitline [2.52,2.77] can improve write margin [2.54].

2.3 Variation-Aware Circuits

Process variations [2.78] can be taken as two parts: global die-to-die (D2D) and local

within-die (WID) variations. Global D2D process variations come from different runs,

lots, and wafers. Local WID process variations due to fundamental physical or process

control limitations. The major sources of WID process variations include random dopant

fluctuation, channel length variation, line edge roughness, oxide charge variation, mobil-

ity fluctuation, gate oxide thickness variation, and channel width variation [2.79, 2.80].

The first two variations are the dominant sources of WID process variations in current

technology. The other critical global variation is lifetime aging problems. They include

negative bias temperature instability (NBTI) [2.81], positive bias temperature instabil-

ity (PBTI), hot carrier injection (HCI), time-dependent dielectric breakdown (TDDB),

and electromigration. Two successful on-chip aging sensors [2.82, 2.83] were presented to

monitor the performance degradation. In [2.82], the sensor achieved a direct correlation

between the threshold voltage degradation and the phase difference.

Figure 2.5: Classification of variations [2.78].

As shown in Fig. 2.5, various sources of variations according to their spatial and

temporal rate-of-change [2.78]. Other than process variations, voltage and temperature
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variations are also needed to be reduced. The impact of variations leads to lower noise

margins, reliability degradation, large power consumption, and temporal degradation.

There are lots of previous researches related to variation-aware logic [2.1, 2.42, 2.43, 2.79,

2.80,2.84–2.92] and memories [2.9,2.11,2.48,2.93–2.95] for digital circuit performance and

yield maintaining.

In [2.84, 2.85], local spatial variations on digital circuit performance was presented to

on-chip measure the impact on FET current. A gated osillator was presented to be an

all-digital measurement circuit for dynamic supply noise waveform. By taken WID pro-

cess variations into account, a variation-aware optimal supply voltage scaling mechanism

was presented in [2.89, 2.90]. To ensure the logic functionality, voltage transfer charac-

teristic can be an indicator [2.9]. Meanwhile, soft error models accounting for D2D and

WID process variations in subthreshold SRAM bit-cells were presented in [2.93]. Because

SRAMs generally need to retain data, the low-leakage data-retention techniques in the

presence of variations were analyzed in [2.48].

In order to monitor real-time on-chip environmental status, process, voltage, and

temperature sensors are essential for variation-aware circuits. One major key focus is in

smart temperature sensors [2.96–2.107]. Recently, process and voltage sensors [2.108] and

threshold voltage sensors [2.81] also require close attention.

2.4 Dynamic Voltage Frequency Scaling

Emerging applications like implantable/wearable medical devices, wireless sensor net-

works and hand held electronics are battery-powered or even battery-free. However, the

demand for diverse functionalities to be integrated in these applications creates a se-

rious power management bottleneck. Power management techniques [2.109–2.118] are

paramount for energy efficient chips. Utilizing on-chip sensors and an embedded micro-

controller to measure power and temperature status, and modulate both voltage and

frequency to maximize performance is applied on a 90-nm Itanium family processor

[2.117]. Also, a multidimensional adaptive power management approach [2.116] opti-

mally trades-off power and performance by concurrently tuning supply voltage in RF

and digital baseband components. In [2.114], a online-learning algorithm for system-level
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power management was presented with extremely lightweight and negligible overhead.

Figure 2.6: Minimum reported supply voltage for recent ultra-low voltage designs, high-

lighting limitation posed by SRAMs compared with logic [2.14].

Energy consumption is the sum of leakage energy and switching energy. In Sec. 2.1,

techniques for leakage energy reduction are discussed. For switching energy reduction,

dynamic voltage frequency scaling (DVFS) [2.7, 2.9, 2.13–2.15, 2.19, 2.27, 2.60, 2.61, 2.64,

2.89,2.90,2.119–2.127] serves as an energy effective solution in response to varying perfor-

mance requirement. It was reported in [2.7] that minimum energy point (MEP) occurred

in sub-threshold regions. MEP depends heavily on leakage current, which itself depends

on supply voltage [2.124]. A circuit was presented to determine an optimal low activ-

ity supply voltage for energy-efficient DVFS. The reported minimum operational supply

voltage has two different trends for SRAMs and logic as shown in Fig. 2.6. SRAMs pose

a critical limitation in DVFS systems because they are far more less activity factors and

sensitive to leakage than logic.

For DVFS platform, highly efficient power conversion achieved by DC-DC converters

[2.2, 2.128–2.133] not only in sleeping mode at very light load condition but also in high-

speed mode at very heavy load condition. Meanwhile, generating the clock frequencies

[2.134–2.141] of DVFS platform is another critical challenge. Level converters [2.142,

2.143] capable of converting voltage from subthreshold to super-threshold regions are also
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essential. According to [2.48], SRAMs occupied up to 69% chip power as the emerging

applications having more critical energy constraints. Several successful DVFS SRAM

[2.37,2.48,2.58,2.60,2.61,2.64,2.74,2.119] implementations were also draw lots attention.

The state-of-the-art energy-efficient chips [2.23, 2.144, 2.145] were usually operated in

ultra-low voltage domains and utilized DVFS technique. A 180-mV subthreshold FFT

processor using minimum energy design methodology was presented in [2.6]. In [2.146],

a fully integrated power management unit was implemented for GSM baseband-radios.

A 167-processor computational platform with per-processor DVFS circuits was presented

in [2.147]. Its DVFS controller provides three methods: 1) static, 2) dynamic runtime

through software, and 3) dynamic runtime through local hardware for voltage and fre-

quency setting. A near-/sub-threshold multi-standard JPEG co-processor was presented

in [2.148]. It adopt a configurable Vth balancing scheme to enable ultra wide range VDD

scaling. Twenty-five power domain control was used in H.264 Full-HD decoding applica-

tion processor [2.19].

2.5 Wireless Body Area Sensor Networks

Wireless body area sensor networks (WBANs) [2.2,2.4,2.149–2.151] are driven by grow-

ing aging population worldwide [2.152]. WBANs followed IEEE 802.15 TG6 [2.16] for low

power devices operation on, in or around the human body. One recent famous application

is wearable medical microsystems that measure human vital signs, e.g. electrocardiogram

(ECG), electroencephalography (EEG), heart rate (HR), and blood pressure (BP). Most

wearable medical devices include sensors, a analog frontend, a digital baseband and signal

processing unit, a battery, a reference oscillator, and a RF transceiver. To ease the burden

of human carrying, the form factor of it should be tiny. The volume should be less than

1cm3, and weight should be lighter than 100g [2.153]. As for common power sources of

sensor, the small form factor also restrict us with tight power budgets as shown in Fig.

2.7.

In order to solve the major energy-limited constraint, an 0.5V to 1.0V 16-bit biomed-

ical signal processing platform in [2.154] can achieve 10.2× and 11.5× energy reduction

when running complete EEG and EKG applications respectively. Voltage scaling and
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Figure 2.7: Sensor power budgets with common power sources [2.2].

block-level power gating optimizes energy efficiency under applications of varying com-

plexity. In [2.155], a EEG acquisition SoC with integrated feature extraction processor

was presented for a chronic seizure detection. It only consumed 9µJ per feature vector by

reducing the rate of wireless EEG data transmission. Meanwhile, using multi-tone code

division multiple access (MT-CDMA) and orthogonal frequency division multiple access

(OFDM), a 0.5V dual-mode baseband transceiver [2.156] can meet up to 8 multi-user

coexistence. This chipset can achieve 4.85Mbps with power consumption of 5.52µW. Two

successful general purpose subthreshold sensor processors [2.3, 2.157] were also presented

with excellent energy efficiency of 2.6pJ and 3.5pJ per instruction respectively. Some other

energy efficient techniques for WBANs were also presented in [2.158–2.160] for frequency

tracking loop, signal component separator, and digitally controlled oscillator.
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Chapter 3

Ultra-Low Voltage Temperature

Sensor and Clock Generator Design

Thermal and power management are major challenges in emerging energy-constrained

applications with lifetimes of months to years. A fully integrated high-resolution, small-

size, and ultra-low power temperature sensor is the key to providing vital environmental

data for management units efficiency enhancement. On the other hand, pursuing longer

operational lifetimes of portable platforms has driven the integrated circuit design into

ultra-low voltage regime where process, voltage, and temperature (PVT) variations are

much more severe than the conventional super-threshold design [3.1–3.3]. In this regime,

threshold voltage shifts caused by local variation exponentially exacerbate the weak ION -

IOFF -ratio. In order to ensure the functionality in the presence of PVT variations, it

motivates the design of variation-aware near-/sub-threshold circuits [3.4]. In some energy-

limited miniature devices, they are powered by energy harvesting from the environment

to increase the lifetime. The supply voltage it generated is usually not larger than 0.5V.

Therefore, a temperature sensor capable of ultra-low voltage operation is essential. More-

over, a new class of package technologies, three-dimensional integrated circuit (3D-IC)

[3.5, 3.6], for achieving multi-function integration, improving system speed, and reducing

power consumption makes on-die hot-spot problem even worse because of increasing power

density and unbalanced thermal stresses distribution. Temperature variations over time

induced by those stacking structures in 3D-IC require a fast and area-efficient temperature
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sensor to enable real-time multiple-location hot-spot detection.

With the evolution of CMOS process technology, the number of transistors in a digital

core doubles about every two years. The increases of transistor density and operating

frequency have brought the effect of shorter battery life. For some applications such as

wireless body area network (WBAN) sensors, the critical consideration is life time instead

of operating frequency. The WBAN system provides body signal collecting and reliable

physical monitoring. It has many wireless sensor nodes (WSNs) attached on or implanted

inside human body. How to perform an ultra-low voltage (ULV) design and simultaneously

conform to the performance and reliability requirements is an important issue. Even

though degradation in speed and increased susceptibility to parameter variations, the

power dissipation can be achieved by operating digital circuits with scaled supply voltages.

The operating voltage is scaled down to near-threshold (e.g. 0.5V) or sub-threshold (e.g.

0.2V) region depending on the power and speed requirements of the target systems.

Dynamic-voltage-and-frequency-scaling (DVFS) technique is widely used to achieve

the goal of saving powers. Besides, advances in ULV circuit design have demonstrated

capabilities to reduce the power consumptions. The mix of DVFS and ULV design tech-

niques has a great potential for the ultra-low power demands. In the DVFS system, the

clock generation and transmission are realized by clock generator and clock tree. The

mainly possible problems in clock system are clock jitter and skew. Jitter comes from

clock generator, and skew comes from clock tree. They may cause functional errors in

digital circuits, and will be more serious in ULV region because of environmental vari-

ations. The environmental variations include process, voltage, and temperature (PVT);

they should be considered carefully when designing ULV clock generators.

3.1 Ultra-Low Voltage Process-Invariant Frequency-

Domain Smart Temperature Sensor Design

Thermistors and platinum resistors are two most popular conventional temperature

sensors with high temperature detection accuracy. However, they need additional readout

circuitry to produce temperature readings. In order to overcome it, analog-to-digital con-
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vertors (ADCs) were integrated into the so-called smart temperature sensors [3.7,3.8] for

easily accessible results in digital format. Most high-accuracy and high-resolution temper-

ature sensors are based on the temperature characteristics of parasitic bipolar transistors.

The inaccuracy of the state-of-the-art smart voltage-domain temperature sensors were

±0.1◦C (3σ) with resolution of 25mK [3.9] and 10mK [3.10]. Their digital output res-

olution can be no less than 0.025◦C. Those were achieved by using dynamic element

matching, a combination of correlated double-sampling and system-level chopping for off-

set cancellation, precision mismatch-elimination layout, and individual trimming at room

temperature after packaging. In [3.11], energy-efficient ”zoom-ADC” architecture was pre-

sented to maintain the resolution and accuracy of ∆Σ-ADCs. An inaccuracy of 0.2◦C(3σ)

with resolution 15mK at conversion rate of 10 samples/s was achieved. However, it is

hard to implement these analog voltage-domain temperature sensors to be operated in

ultra-low voltage regime.

Recently, a time-to-digital-converter-based (TDC-based) CMOS smart temperature

sensor [3.12] without a voltage/current ADC or bandgap reference was presented. The

time-domain sensor utilized a temperature-dependent delay line to generate a pulse with

a width proportional to the test temperature. Then, a cyclic TDC was implemented

to convert the pulse into a corresponding digital code. Later, a slow conversion rate

improved version [3.13] was presented with curvature compensation to achieve a better

accuracy than other time-domain sensors. With two-point calibration, it realized a -

0.4◦C∼+0.6◦C inaccuracy (3σ) over 0◦C∼90◦C range. Furthermore, process variation is

a major challenge needed to be highlighted as technology aggressively scaling down. To

remove the effect of process variation and reduce high volume production cost of two-

point calibration, a dual-DLL-based time-domain temperature sensor was presented in

[3.14]. Initially, one DLL was in a closed loop while the other one was in an open loop

to perform the calibration mode of the sensor. It provided required process corner data

for the measurement mode to remove the effect of process variation. The use of DLLs

yielded a high measurement bandwidth 5k samples/s at 7b resolution. However, hundreds

of inverters were required in these time-domain sensors to obtain enough pulse delay for

sufficient temperature resolution.
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In this Section, an on-chip 0.4V area-efficient frequency-domain smart temperature

sensor with enhanced process variation immunity is developed in TSMC 65nm general

purpose CMOS technology. The rest of this paper is organized as follows. Two re-

lated state-of-the-art temperature sensors are discussed in Sec. 3.1.1. In Sec. 3.1.2, a

frequency-domain temperature sensor for ultra-low voltage operation is proposed. The

process variation immunity enhancement of the proposed smart temperature sensor will

be described in Sec. 3.1.3. Sec. 3.1.4 provides the proposed 0.4V frequency-domain tem-

perature sensor test chips and silicon measurement results. The summary is discussed in

Sec. 3.1.5.

3.1.1 Previous Work

Figure 3.1: (a) Temperature-to-propagation-delay-difference generator. (b) Temperature-

to-frequency-difference generator.

Figure 3.2: The linearity of temperature sensitive delay line (TSDL) in super-/sub-

threshold region.
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A temperature-to-propagation-delay-difference generator [3.12] was designed to pro-

duce an output pulse with a width as linearly proportional to the measured temperature.

As shown in Fig. 3.1(a), the START signal went through two different delay lines. One

was temperature sensitive, and the other was temperature insensitive. The difference of

propagation delay between those two delay lines, Td1−Td2, was generated by the XOR gate

to form temperature-dependent output pulse width. Note that the second delay line with

low thermal sensitivity was inserted to avoid large DC offset. However, the characteristics

of temperature sensitive delay line (TSDL) becomes very different as the supply voltage

scaling down. There are three operation regions of the MOSFETs, including super-, near-,

and sub-threshold region. The corresponding current equations are listed as follows.

Super-threshold region: (VGS >> Vth)

ID sp =
1

2
µ∗COX

(
W

L

)
(VGS − Vth)

2 (1 + λVDS) . (3.1)

Near-threshold region: (VGS ∼ Vth)

ID near = µ∗COX

(
W

L

)
VDS

(
VGS − Vth −

1

2
VDS

)
. (3.2)

Sub-threshold region: (VGS < Vth)

ID sb = µ∗COX

(
W

L

)
(m− 1) U2

T exp
(

VGS − Vth

mUT

)
(3.3)

where Vth denotes threshold voltage and µ∗ denotes the effective channel mobility. The

thermal voltage is represented by UT . These three parameters are temperature related.

Considering the transistor figure of merit for temperature sensing, the temperature coef-

ficient of current (TCC) [3.15] was used. For a long channel transistor, the TCC in the

super-threshold region of operation based on (3.1) is given by

TCCsp =

(
1

ID sp

dID sp

dT

)

=
1

µ∗
dµ∗

dT
− 2

VGS − Vth

dVth

dT
.

(3.4)

The relative change of TCCsp is a negative few thousandths per degree because the

negative mobility sensitivity dominates. In sub-threshold region, the TCC based on (3.3)
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(assuming VDS is much larger than UT ) is given by

TCCsb =

(
1

ID sb

dID sb

dT

)

=
1

µ∗
dµ∗

dT
+

2

T
− 1

nUT

[
dVth

dT
+

VGS − Vth

T

]
.

(3.5)

The relative change of TCCsb is now positive because the negative threshold voltage

sensitivity dominates in sub-threshold region due to the exponential dependence upon it.

As the transistor goes deeper into weaker inversion, yielding TCCsb of 6% per degree and

more. Based on (3.4) and (3.5), the relationship of the TSDL propagation delay versus

temperature in super-/sub-threshold region is shown in Fig. 3.2. The TSDL propagation

delay in super-threshold region increases with temperature whereas that in sub-threshold

region decreases with temperature. However, the linearity of the TSDL propagation delay

in sub-threshold region is much worse as shown in Fig. 3.2. Therefore, the characteristics

of the TSDL in sub-threshold region is not suitable for ultra-low voltage temperature

measurement.

On the other hand, the temperature insensitive delay line (TIDL) in [3.12] was also

hard to implement when the supply voltage is lower to near-/sub-threshold region. The

design principle of TIDL was setting ∂ID/∂T=0 to yield the thermal independent conduc-

tion current. The first challenge is that the conduction current equation in super-threshold

region is very different from that in sub-threshold region, especially the power of Vth term.

The second one is that the relative change of TCC in sub-threshold region is several pos-

itive hundredths per degree while the relative change of TCC in super-threshold region

is a negative few thousandths per degree. The third one is that the conduction current

equation of sub-threshold region shown in (3.3) is affected by the thermal voltage to the

power of 2, U2
T .

In [3.16], a temperature-to-frequency-difference generator was designed to have the

temperature sensitive ring oscillator (TSRO) to be the clock source for up-counting,

and the temperature insensitive ring oscillator (TIRO) to be the clock source for down-

counting. With the same counting period, the output of the up-down counter was equal

to the frequency difference of the two oscillators, fo1 − fo2, as shown in Fig. 3.1(b). The

counter output, fo1 − fo2, was designed to be linearly proportional to the measured tem-

perature. Such frequency-domain temperature sensor can achieve a conversion rate up to
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366k samples/sec with only 400µW power consumption. It adopted a modified TIRO to

solve the voltage head room problem. However, the implementation of the TIRO was still

based on setting ∂ID sp/∂T=0 to acquire the minimum thermal sensitivity. Adopting the

TIRO in ultra-low voltage region encounters the same difficulty as the TIDL in [3.12].

3.1.2 Subthreshold Frequency-Domain Temperature Sensor De-

sign

The previous super-threshold temperature sensors in Sec. 3.1.1 using temperature

proportional to propagation-delay/frequency difference were both no longer suitable for

ultra-low voltage temperature measurement. It is because that the sub-threshold device

conduction current is now exponentially changed based on (3.3). Also, the relative change

of TCC is now a positive few hundredths per degree in weak inversion region. It will

become more sensitive as the transistor goes deeper into weaker inversion.

Figure 3.3: The proposed ultra-low voltage frequency-domain temperature sensor.

Figure 3.4: Timing diagram of the proposed fixed pulse width generator.

A frequency-domain temperature sensor is proposed in Fig. 3.3 for ultra-low voltage

22



temperature measurement. It composes of a sub-threshold temperature sensitive ring os-

cillator (SB-TSRO), a fixed pulse width generator, a 2-input AND, and an S-bit counter.

The proposed sensor is designed to have the frequency ratio between the SB-TSRO and

the clock source, CLK, of the fixed pulse width generator proportional to the test tem-

perature. Thus, the proposed temperature sensor can be regarded as a temperature-to-

frequency-ratio generator. An N-bit counter and a D flip-flop construct the fixed pulse

width generator. The CLK for the N-bit counter is created from the divided system

clock, and its frequency equals to fo1. Using the most significant bit of the N-bit counter,

Cmsb, to reset D flip-flop can produce the desired pulse width without a comparator. Once

START is inserted enabling CLK to trigger N-bit counter, the Cmsb will become 1 after

2N−1 positive edge of CLK. It, then, resets the output of the D flip-flop, Q, and the N-bit

counter. The desired pulse width is generated from the D flip-flop output, Q. The fixed

pulse width period equals to 2N−1/fo1. The timing diagram of the proposed fixed pulse

width generator is shown in Fig. 3.4. Note that the difference of the D flip-flop delay time

between Q changing from 0 to 1, Td1, and from 1 to 0, Td2, is negligible since the pulse

width, W , is longer enough. Also, it can remove some of the fast voltage fluctuations

when the period of voltage variation is much shorter than the fixed pulse width period.

Moreover, the SB-TSRO is designed to generate a frequency, fo2, linearly proportional to

the measured temperature. Using the 2-input AND, the clock output of the SB-TSRO

can only trigger the S-bit counter within the pulse width period, W . Therefore, the digital

output of S-bit counter is equal to 2N−1fo2/fo1.

3.1.2.1 Design Principles

One of the key components of the proposed sensor is the sub-threshold tempera-

ture sensitive ring oscillator (SB-TSRO). It should produce an output clock with fre-

quency as linearly proportional to the measured temperature as possible. The frequency

of SB-TSRO constructed by the inverters is proportional to the conduction current since

f = ID/(VDD × Ceq).

fSB−TSRO ∝ ID sb. (3.6)
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Note that supply voltage, VDD, and equivalent capacitor of an inverter, Ceq, are assumed

to be temperature independent. The inversion layer effective mobility depends on tem-

perature according to [3.17]

µ∗ = µ0

(
T

T0

)a

, (3.7)

where a is typically between -1 and -2. Also, the thermal voltage, UT , is equal to

UT =
kBT

q
. (3.8)

By substituting (3.7) and (3.8) into (3.3), the equation becomes

ID sb = µ0COX

(
W

L

)
(m− 1)

(
T

T0

)a
(

kBT

q

)2

exp

{
q [VGS − Vth (T )]

mkBT

}
. (3.9)

Using Taylor series expansion for exponential function, the equation becomes

ID sb
∼= µ0COX

(
W

L

)
(m− 1)

(
T

T0

)a
(

kBT

q

)2 {
1 +

q [VGS − Vth (T )]

mkBT

}
. (3.10)

After simplification,

ID sb
∼= XAT 2+a

{
1 +

q [VGS − Vth (T )]

mkBT

}
≈ XAT 2+a

{
q [VGS − Vth (T )]

mkBT

}
(3.11)

where XA = µ0COX

(
W
L

)
(m− 1)

(
k2

B

q2T a
0

)
. It is not temperature related. Note that the

second term within the curly brackets is much larger than 1.

Based on [3.18], the threshold voltage, Vth, can be expressed as

Vth (T ) = Vth (T0) + α (T − T0) , (3.12)

where α is a negative coefficient. Thus, the term within curly brackets of (3.11) is related

to threshold voltage, Vth, and thermal voltage, UT . It is proportional to temperature. It

also means the frequency of SB-TSRO is proportional to temperature based on (noa5).

Note that (3.11) is proportional to T 1∼2 since coefficient a is typically between -1 to -2.

The accuracy of this temperature sensor is degraded a few because SB-TSRO is not strict

linear.

In order to ensure proposed SB-TSRO operates in sub-threshold region, the design

principle of the proposed SB-TSRO device threshold voltage is

Vth (T ) = VDD, T > TMAX , (3.13)
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Figure 3.5: Inverter used in sub-threshold temperature sensitive ring oscillator.

where the supply voltage, VDD, is equal to VGS. The TMAX represents the maximum

temperature operation range of the sensor. The inverter with enable function used in

proposed SB-TSRO is shown in Fig. 3.5(a). The threshold voltage behavior can be

adjusted by using different multi-threshold CMOS (MTCMOS) setting or increasing the

effective channel length. Based on (3.13), the threshold voltage of MOSFETs within

proposed SB-TSRO at 125◦C is implemented to be VDD for the design convenience. The

relationship of SB-TSRO output clock frequency versus temperature is an approximate

linear function as shown in Fig. 3.5(b).

On the other hand, the fixed pulse width generator in Fig. 3.3 requires CLK to create

a fixed temperature insensitive pulse width. The CLK can be easily synthesized from

system clock using a simple frequency divider. The frequency of the CLK, fo1, equals

to the system clock divided by M. The value of M depends on the frequency generated

by the SB-TSRO and the required digital output resolution of the proposed sensor. The

immunity of the CLK to the variations relies on the external system clock generator.

Meanwhile, the temperature sensitivity of CLK is not required to be exactly zero. Only

if the approximation line of CLK frequency versus temperature is not parallel to the

SB-TSRO approximation line.

3.1.2.2 Simulation Results

An 11-bit frequency-domain temperature sensor is simulated at 0.4V supply voltage us-

ing TSMC 65nm CMOS technology. The SB-TSRO uses regular threshold voltage (RVT)

CMOS. The device effective length of the RVT CMOS is adjusted to have its threshold

voltage satisfying (3.13). The temperature digital output inaccuracy is -3.0◦C∼+3.0◦C
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Figure 3.6: The proposed frequency-domain temperature sensor under (a) process varia-

tion, and (b) voltage variation.

(without process/voltage variations) over 0◦C∼100◦C temperature range after one-point

calibration. The conversion rate of the proposed temperature sensor can be as fast as 50k

samples/sec.

The effects of process/voltage variations on the proposed ultra-low voltage temperature

sensor are shown in Fig. 3.6. The major source of voltage variation is the supply voltage

bouncing caused by digital circuit switching. However, the bouncing noise will be averaged

since the frequency of the proposed sensor is much slower than the system clock. As a

result, the effect of process variation is worse than that of voltage variation. The process

variation induced inaccuracy is ±48◦C while voltage variation induced inaccuracy is -

15.5◦C∼5.1◦C. of the frequency-domain temperature sensor.

3.1.3 Ultra-Low Voltage Frequency-Domain Temperature Sen-

sor with Process Variation Immunity Enhancement

In order to remove the effect of process variation, the CLK provided by system clock

divided by M is replaced by a near-threshold temperature sensitive ring oscillator (Near-

TSRO) as shown in Fig 3.7. The frequency of the Near-TSRO is fo3. The S-bit counter

is still triggered by the SB-TSRO with fo2 frequency. Hence, the output pulse width of

fixed pulse width generator becomes 2N−1/fo3. The corresponding digital output of S-bit

counter will be 2N−1fo2/fo3.
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Figure 3.7: Block diagram of the proposed ultra-low voltage frequency-domain tempera-

ture sensor with process variation immunity enhancement.

3.1.3.1 Design Principles

There are two temperature sensitive ring oscillators (TSROs) in the modified frequency-

domain temperature sensor for process variation immunity enhancement. One is oper-

ated in sub-threshold region, named SB-TSRO, and its frequency is proportional to the

conduction current, ID sb. The other one is operated in near-threshold region, named

Near-TSRO, and its frequency is proportional to the conduction current, ID near, based

on f = ID/(VDD × Ceq).

fNear−TSRO ∝ ID near. (3.14)

Based on (3.6) and (3.14), the digital output of S-bit counter can be represented by

2N−1fo2/fo3 ∝2N−1ID sb/ID near. (3.15)

Considering (3.2) and (3.3), ID sb/ID near becomes

ID sb

ID near

=
(m− 1) U2

T exp
(

VGS−Vth2

mUT

)
VDS

(
VGS − Vth3 − 1

2
VDS

) , (3.16)

where Vth2 is the device threshold voltage of SB-TSRO, and Vth3 is the device threshold

voltage of Near-TSRO. Note that the µ∗COX

(
W
L

)
term is cancelled. Given VGS = VDS =

VDD, the above equation can be simplified as

ID sb

ID near

=
(m− 1)

(
kBT

q

)2
exp

{
q[VDD−Vth2(T )]

mkBT

}
VDD

[
1
2
VDD − Vth3 (T )

] , (3.17)
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where UT = kBT
q

. Using Taylor series expansion for exponential function, the equation

becomes

ID sb

ID near

=
(m− 1)

(
kBT

q

)2 {
1 + q[VDD−Vth2(T )]

mkBT

}
VDD

[
1
2
VDD − Vth3 (T )

] ≈
(m− 1)

(
kBT

q

)2 { q[VDD−Vth2(T )]
mkBT

}
VDD

[
1
2
VDD − Vth3 (T )

] (3.18)

Note that the second term within the curly brackets of the numerator is much larger than

1.

The numerator in (3.18) is proportional to temperature when supply voltage equals

to SB-TSRO threshold voltage (VDD=Vth2). Meanwhile, the denominator of (3.18) is

approximately proportional to T. Therefore, the output of proposed temperature sensor

with enhanced process variation immunity is approximately proportional to T. However,

the device threshold voltage of SB-TSRO decreases as temperature increases. Equation

(3.18) is going to be proportional to T 1∼2 when the term within the curly brackets of

the numerator is approximately proportional to T. It is important to point out that the

SB-TSRO threshold voltage is not required to be exactly equal to supply voltage. Only if

the approximation line of SB-TSRO frequency versus temperature is not parallel to the

Near-TSRO approximation line, will the proposed frequency-domain temperature sensor

function correctly.

Equation (3.18) is only valid provided that fo2 is generated in sub-threshold region

whereas fo3 is generated in near-threshold region. In order to ensure the SB-TSRO (fo2)

and the Near-TSRO (fo3) operate in sub-threshold and near-threshold region, respec-

tively, the design principles of the device threshold voltage within the two TSROs for the

proposed temperature sensor with enhanced process variation immunity are

Vth2(T ) = VDD, T > TMAX (3.19)

Vth3(T ) = 1
2
VDD, T < TMIN , (3.20)

where TMAX and TMIN represent the maximum and minimum temperature operation

range of the sensor respectively.

On the other hand, the enhanced process variation immunity is achieved by the

temperature-to-frequency-ratio structure. Some process parameters of ID sb are cancelled

with those of ID near, including inversion layer mobility, gate oxide capacitance, effective
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Figure 3.8: The effect of process variation on the proposed process invariant temperature

sensor.

channel width, and effective channel length. The simulation results of the proposed tem-

perature sensor under process variation are shown in Fig. 3.8. Compared to Fig. 3.6(a),

the effect of process variation is reduced significantly.

3.1.3.2 Implementation

Figure 3.9: The implementation of the proposed process invariant temperature sensor.

An ultra-low voltage process invariant frequency-domain temperature sensor is imple-

mented in TSMC 65nm bulk CMOS technology. The block diagram is shown in Fig. 3.9.

In the proposed temperature sensor, the SB-TSRO still uses regular threshold voltage

(RVT) CMOS. For the design convenience, the device effective length of the RVT CMOS

is adjusted for having its threshold voltage equals to VDD at 125◦C satisfying (3.19). The
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clock of the fixed pulse width generator is provided by the Near-TSRO instead of sys-

tem clock. The low threshold voltage (LVT) CMOS is adopted to construct the inverters

within the Near-TSRO. The device effective length of the LVT CMOS is adjusted for

having its threshold voltage identical to one half of VDD at -25◦C based on (3.20). In or-

der to achieve sufficient temperature resolution, the Near-TSRO has 51 stages; while the

SB-TSRO has 13 stages. Noted that the EN of both the Near-TSRO and the SB-TSRO

are controlled by a signal several SY SCLK cycles delay of PW where SY SCLK is the

system clock.

Figure 3.10: Timing diagram of the proposed process invariant temperature sensor.

With 0.4V supply voltage, the proposed temperature sensor has two input signals,

SY SCLK and START . The SY SCLK is provided from the system clock directly, and

it is only used for the control unit. The frequency of the SY SCLK is very flexible,

and the only requirement of it is faster than 500kHz. That is sufficient for the control

unit since the simulated maximum conversion rate of the proposed temperature is 50kHz.

The START triggers the proposed temperature sensor to perform on-chip temperature

measurement. Each positive edge of the START can enable the measurement one time,

and have the Q of the D flip-flop inserted. The Srst and Nrst are then inserted after several

SY SCLK cycles to reset those 11-bit/10-bit counters, and RDY is reset to 0. Meanwhile,

the PW becomes 1 to enable both the SB-TSRO and the Near-TSRO. The SB-TSRO

is used for the clock signal of the 11-bit digital output counter; while the Near-TSRO is

used for the clock signal of the 10-bit counter. The 10-bit counter of the fixed pulse width

generator continues counting until the most significant bit, N [9], is inserted. It will reset

the D flip-flop to make Q become 0. The control unit then resets PW to 0. Also, the
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RDY is inserted after several SY SCLK cycles to notify the 11-bit digital output, TS, is

ready. The TS equals to 512× fo2/fo3. The timing diagram of the proposed temperature

sensor is shown in Fig. 3.10.

3.1.4 Experimental Results in 65nm CMOS

Figure 3.11: Microphotograph of the proposed process invariant temperature sensor.

To verify effectiveness and capabilities of the proposed temperature sensor with en-

hanced process variation immunity, it was designed by full-custom EDA tools and fab-

ricated in a TSMC general purpose 65-nm one-poly ten-metal (1P10M) CMOS process.

Also, the impact of process/voltage variations on the proposed temperature sensor is eval-

uated in this section. The area of the proposed sensor core is only 55µm × 18µm without

I/O pads as shown in Fig. 3.11. The proposed process invariant temperature sensor is

composed of a near-threshold ring oscillator, a sub-threshold ring oscillator, a fixed pulse

width generator, counters, and a control unit. The proposed sensor shared I/O pads with
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other designs within the 0.94mm × 0.94mm chip.

Figure 3.12: Measurement environment for the test chips.

Figure 3.13: Bare die of the test chip on PCB board.

The measurement environment was set up as shown in Fig. 3.12. Before measuring

each test chip, the temperature of the programmable temperature and humidity chamber

EZ040-72001 was set to 0◦C first and one hour was waited for the chamber temperature

to be stable. For 0◦C measurement, SY SCLK signal was generated by pulse/function

generator 8116A for the control unit of the test chip. Meanwhile, START signal was

issued to reset the test chip and activate the proposed sensor conversion. After the

counters of the test chip complete one operation, RDY signal will be inserted by the

control unit of the test chip. 11-bit digital output TS signal was then recorded by logic

analyzer 16900A. It is worth noticing that the test chips were not firmly packaged and

the bare die could be seen as shown in Fig. 3.13. Such setting can improve the fidelity
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of the on-chip sensor temperature detection in the chamber during measurement. The

measurement of the proposed sensor was done in 5◦C steps over 0◦C∼100◦C temperature

range. A 0.5◦C/min heating slope was set to increase chamber temperature smoothly.

Each temperature measurement was recorded after holding desired temperature point for

10 minutes.

Figure 3.14: Measured error curves for 12 test chips.

Figure 3.15: Measurement results for 12 test chips.

The supply voltage for the test chips is equal to 0.4V. The measurement errors are

-1.81◦C∼+1.52◦C for total 12 test chips after one-point calibration, as shown in Fig. 3.14.

To ease chip realization, one-point calibration was fulfilled off-line by linear curve fitting

with the digital outputs of 80◦C. The corresponding 3σ inaccuracy is -2.79◦C∼+2.78◦C.

The average effective resolution of the test chips is measured to be 0.49◦C/LSB. The

average power consumption is 520nW at 0.4V supply voltage and 45k samples/sec con-

version rate. The measurement results of 12 test chips are shown in Fig. 3.15 having
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Figure 3.16: Measurement error curves for supply voltage variations.

an excellent linearity. Also, the ability of the proposed temperature sensor suppressing

the effect of process variation is demonstrated. As shown in Fig. 3.16, the inaccuracy of

temperature measurement under voltage variation for 0.36V∼0.44V (10% supply voltage

variation) is -6◦C∼+8◦C. Like other frequency-domain sensor, the frequencies of TSROs

have a strong dependency on supply voltage. The immunity of the sensor against supply

voltage variation is rather poor and additional voltage regulator or switched capacitor

DC-DC converter is required to reduce voltage variation effect. In Table 3.1, the achieved

performance of proposed ultra-low voltage process invariant frequency-domain tempera-

ture sensor is compared with recent temperature sensors [3.9–3.14, 3.16, 3.19–3.22]. The

ultra-low voltage operation ability of the proposed sensor achieves extreme low power

consumption per conversion rate of only 11.6pW/samples/sec.

3.1.5 Summary

A process invariant frequency-domain temperature sensor has been presented to enable

on-chip temperature measurement. The sensor was designed to achieve ultra-low voltage

operation. It composed of two temperature sensitive ring oscillators (TSROs). One was

operated in near-threshold region (Near-TSRO) for the clock source of the proposed fixed

pulse width generator. The other one was operated in sub-threshold region (SB-TSRO)

for the clock source of the digital output counter. With a 2-input AND circuit, the digital

output of the proposed temperature sensor was proportional to the ratio of the SB-TSRO

frequency to the Near-TSRO frequency, fo2/fo3. According to the different conduction
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current in near-/sub-threshold region, the effect of process variation on the proposed

sensor could be greatly suppressed. Meanwhile, the relationship between temperature

and fo2/fo3 was linearly positive related.

The realization in TSMC general purpose 65nm CMOS technology meets the target to

be capable of 0.4V supply voltage operation over the temperature range of 0◦C to 100◦C.

The area of the sensor core (without I/O pads) is only 990µm2. The power consumption

per conversion rate is 11.6pW/samples/sec, which is a hundredfold improvement over

previous work [3.13, 3.16]. All these characteristics make the proposed sensor specially

applicable for energy-limited miniature portable platforms.

3.2 Near-/Sub-threshold DLL-based Clock Genera-

tor with PVT-aware Locking Range Compensa-

tion

Figure 3.17: Concept diagram of PVT compensation.

In near-/sub-threshold operations, the device behaviors are affected more seriously

by PVT variations than that in the super-threshold region. For the clock generator, the

influenced devices make the lock-in delay line having different delay range. Therefore,

the clock generator probably cannot be locked to reference clock. Fig. 3.17 shows the

concept diagram of PVT compensation. In the typical condition, the reference clock is in

36



the locking range of lock-in delay line. When there are PVT variations, the locking range

is shifted. The clock generator cannot be locked to reference clock. After adding the PVT

compensation, the locking range can be adjusted. Additionally, the variation-aware logic

design is performed for near-/sub-threshold operation.

Many clock multiplication schemes have been proposed for DVFS systems in super-

threshold region. Phase-locked loops (PLLs) are usually used as clock generators, but

its locking period takes hundred of reference clock cycles. To enhance the flexibility of

clock generator for DVFS system, an all-digital clock generator was presented [3.23] to

produce output clock by delaying the reference clock dynamically based on the frequency

control code. However, delay-locked loop (DLL) was presented for DVFS system, it

could not generate fractional clock. Cyclic clock multiplier (CCM) has been presented for

DVFS applications, and it has the advantage of creating fractional or multiplied clock.

However, the cyclic clock multiplier with time-to-digital converters (TDC) for phase error

detection occupied large area and consumed more power. A programmable clock generator

is proposed in this paper to achieve reliable operation in near-/sub-threshold region. It

adopts the pulse-circulating scheme in [3.24]. The proposed clock generator can produce

multiplier and fractional clock without the area overhead. Comparing with DLLs based

on clock multiplier, the process-induced phase error can be reduced since the pulse always

circulates through the same delay line.

This Section is organized as follows. An unified logical effort models for near-/sub-

threshold regions is proposed in Sec. 3.2.1. Sec. 3.2.2 describes the system architecture of

the proposed clock generator. The PVT compensation technique and the implementation

of circuits are discussed in Sec. 3.2.3 and Sec. 3.2.4, respectively. Finally, Sec. 3.2.5

concludes this section.

3.2.1 Unified Logical Effort Models

The logical effort model was a method for estimating super-threshold circuit path

delay by simple calculation [3.25]. Based on it, unified logical effort models considering

supply voltage and temperature are proposed in this work. Our proposed unified logical

effort models are derived under bulk CMOS 65-/45-/32-nm predictive technology models
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(PTMs) [3.26] and 90-/65-nm UMC technology models.

The delay of a logic gate in [3.25] is defined as

dabs = τ (f + p) = τ (gh + p) (3.21)

where dabs is the absolute delay, τ is the basic delay unit. f, g, h, and p are the stage effort,

logical effort, electrical effort (fanout), and parasitic delay, respectively. The definition of

these parameters is as follows:

τ = vRinvCinv; g = RtCint

RinvCinv

h = Cout

Cint
; p = RtCpt

RinvCinv

where υ is a constant. Cout and Cpt are the load and parasitic capacitance. Rinv and

Cinv are input resistance and capacitance of an inverter template. Rt and Cint are the

input resistance and the capacitance of different logic gate templates. The conventional

models do not take into account supply voltage and temperature variations, which may

introduce a serious inaccuracy in the delay model. To construct an extension model for

environmental variation compensation, logical effort (g) can be rewritten as

g =
RtCint

RinvCinv

=
1

RinvCinv

• VDDCint

ID

=
kVDDCint

ID

(3.22)

From (3.22), logical effort is inverse proportional to ID. In order to cover all three

super-, near-, and sub-threshold regions of MOSFET in proposed unified logical effort

models, the current equations presented by physical alpha-power law [3.27] are simplified

as follows:

ID super = 2
(

W

L

)
µeffCox

(
EcL

η

) 1
2

(VGS − Vt)
3
2 (3.23)

ID near =
(

W

L

)
µeffCox

1

η
(VGS − Vt)

2 (3.24)

ID sub =
(

W

L

)
µ0Cox

η

β2
exp[

(
β

η

)(
VGS − Vt −

η

β

)
] (3.25)

Also, the driving strength of PMOS and NMOS are varied differently in those three region.

The PMOS to NMOS width ratio (also called β ratio) is set to be 1.5, 2.0, and 2.5 in sub-,

near-, and super-threshold region, respectively. Two cascaded FO1 inverters are shown in

Fig. 3.18 as the baseline clock buffer. The total width of the buffer is equal to 128 times

of minimum total width. The unified logical effort models considering supply voltage and

temperature are shown as follows.
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Figure 3.18: Two cascaded FO1 inverters.

3.2.1.1 Super-threshold Region

In strong-inversion region, MOSFET operates with strong carrier velocity saturation.

Substituting (3.23) into (3.22) gives

g =
kVDDCin(

W
L

)
µeffCox

(
2EcL

η

) 1
2 (VDD − Vt)

3
2

=
VDD

Csuper · µeff · (VDD − Vt)
3
2

(3.26)

where Csuper is a constant. By setting Vt0 as the threshold voltage at 0◦C and curve

fitting method, Super-threshold unified logical effort model considering supply voltage

and temperature for baseline clock buffer is defined as

gu super =
VDD

A (T ) · (VDD − Vt0 + m · T )
3
2

(3.27)

where A(T) is a second degree polynomials of temperature depending on the desired

technology node shown in TABLE 3.2. m is the slope of a threshold voltage to temperature

line. Note that super-threshold logical effort g is set to be 1 when supply voltage VDD

= 1.0V and temperature T = 25◦C. The average of absolute model errors ranging from

1.0V to 0.5V VDD and from -50◦C to 125◦C are 3.89%, 3.05%, 4.12%, 8.01%, and 6.55%

using UMC 90-nm, 65-nm, PTM 65-nm, 45-nm, and 32-nm technology.

3.2.1.2 Near-threshold Region

In moderate-inversion region, MOSFET operates with negligible carrier velocity sat-

uration. Substituting (3.24) into (3.22) gives

g =
kVDDCin(

W
L

)
µeffCox

(
1
η

)
(VDD − Vt)

2
=

VDD

Cnear · µeff · (VDD − Vt)
2 (3.28)
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Table 3.2: Functions of A(T) for super-threshold unified logical effort model considering

supply voltage and temperature

A(T)

UMC90nm 1.77× 10−5 · T 2 − 6.75× 10−3 · T + 1.67

UMC65nm 3.02× 10−6 · T 2 − 4.79× 10−3 · T + 1.93

PTM65nm 4.83× 10−5 · T 2 − 1.63× 10−2 · T + 2.30

PTM45nm 7.21× 10−5 · T 2 − 2.25× 10−2 · T + 2.93

PTM32nm 5.99× 10−5 · T 2 − 1.81× 10−2 · T + 2.30

where Cnear is a constant. Similarly, curve fitting method is used to define near-threshold

unified logical effort model considering supply voltage and temperature for baseline clock

buffer shown as follows.

gu near =
1

B(T )V 2
DD + C(T )VDD + D(T )

(3.29)

where B(T), C(T), and D(T) are all second degree polynomials of temperature depending

on the desired technology node shown in TABLE 3.3. Note that near-threshold logical

effort g is set to be 1 when supply voltage VDD=0.5V and temperature T=25◦C. The

average of absolute model errors ranging from 0.5V to 0.33V VDD and from -50◦C to

125◦C are 1.57%, 2.57%, 1.20%, 1.44%, and 5.04% using UMC 90-nm, 65-nm, PTM

65-nm, 45-nm, and 32-nm technology.

3.2.1.3 Sub-threshold Region

In weak-inversion region, Diffusion current dominates the MOSFET drain current.

Substituting (3.25) into (3.22) gives

g =
kVDDCin(

W
L

)
µ0Cox

η
β2 exp[

(
β
η

) (
VGS − Vt − η

β

)
]
=

VDD

Csub · µ0 exp[
(

β
η

) (
VGS − Vt − η

β

)
]

(3.30)

where Csub is a constant. Similarly, curve fitting method is used to define sub-threshold

unified logical effort model considering supply voltage and temperature for baseline clock

buffer shown as follows.

gu sub =
1

E(T ) exp [F (T ) · (VDD − Vt0)]
(3.31)
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where E(T) and F(T) are fourth-degree and second-degree polynomials of temperature

depending on the desired technology node shown in TABLE 3.3. Note that logical effort

g is set to be 1 when supply voltage VDD=0.33V and temperature T=25◦C. The average

of absolute model errors ranging from 0.33V to 0.1V VDD and from -50◦C to 125◦C are

6.01%, 8.40%, 3.03%, 2.97%, and 5.14% using UMC 90-nm, 65-nm, PTM 65-nm, 45-nm,

and 32-nm technology.

3.2.2 Clock Generator Architecture

Figure 3.19: Proposed clock generator for near-/sub-threshold DVFS system.

The architecture of the proposed clock generator is shown in Fig. 3.19. The main

blocks of the clock generator are pulse generators (PG), phase detector, counter, lock-

in delay line, PVT compensation (PVT-comp.) delay line, PVT detector, control unit

and frequency divider. In the proposed clock generator, the CLK REF signal enters a

PG which produces pulse (PREF ) with frequency equal to CLKREF. Pulse multiplier

generates pulses (POUT ) with 8-time frequency of the reference pulse (PREF ). The divider

can divide the input frequency by 2, 4, 6 or 8. Therefore, the proposed clock generator

is able to output clock with M/N times of the reference clock, M=(1,8) and N=(2,4,6,8)

which are controlled by input frequency selecting signal FS[2 : 0]. The frequency selection

range is from 0.125X to 4X with eight different multiplied output frequencies.

In order to produce POUT with 8-time frequency of PREF , a pulse-circulating scheme

is adopted. Each pulse of PREF enters the circulating path and circulates 8 times. The

42



path is determined by path selection signal SEL. When SEL=1 the pulse from PREF

can enter the delay line. Otherwise, the circulating path is built. The counter is used to

count the number of times that pulse flows in the pulse-circulating path. It informs phase

detector and control block by the signal Eight8 when it is equal to eight. Therefore,

the phase detector compares the phases of POUT and PREF when the counting number is

equal to eight.

Figure 3.20: Proposed finite state machine (FSM).

Fig. 3.20 demonstrates the procedure of proposed clock generator operation. After

the clock generator is reset, the finite state machine passes through three steps: PVT

compensation, SAR (successive approximation register) control, and lock. In the first

step, the system goes into the PVT compensation state. To compensate the locking

range for the delay variations, the clock generator uses the PVT compensation technique

to provide adequate delay for the lock-in delay line. In this step, the locking range of the

two delay lines are modified to ensure the period of the reference clock within the locking

range. After PVT compensation, the FSM enters the second step, SAR control. It adopts

binary search algorithm to trace the reference clock. In the step, the control unit changes

the control codes (C[5 : 0]) according to the comparison results of the phase detector

(LEAD and LAG). The total delay of lock-in delay line and PVT-comp. delay line is

tuned to be equal to the period of the reference clock. It also means the pulse multiplier

is locked. Finally, the FSM enters lock state, and the clock generator can output clock

with multiplied or divided frequency. The feedback loop consists of output clock, phase
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detector, and control unit. Because SAR algorithm has an open loop characteristic which

means it cannot track the environmental variations, we used another strategy to make

the system in a closed loop when the SAR control finished. That is, the control unit

continues the tracking procedure by adding or subtracting C[5 : 0] by 1 at a time because

keeping the circuit in close loop guarantees the clock generator is still locked to reference

clock. Fig. 3.21 show the timing diagram of the proposed FSM operating from Reset to

Lock state. The control codes C[5:0] change every two clock cycles. It also shows that

the proposed clock generator has the ability of the PVT compensation for the range of

the lock-in delay line and takes only two reference clock cycles.

Figure 3.21: Timing diagram of our FMS operating from Reset to Lock state.

3.2.3 PVT-Aware Delay Line Design

3.2.3.1 Variation-Aware Lock-in Delay Line Design

The lock-in delay line (LIDL) is modified from the nested lattice delay line (NLDL)

[3.28], as Fig. 3.22 shown. Compared with the NLDL, the LIDL saves some circuit area by

using the 14-stage FO2-NAND instead of the lattice delay line (LDL) as a block delay. It

still keeps the advantages of the NLDL. First, the LIDL has equal rising and falling times.

Second, while the tuning range increases, the maximum operating frequency will be the

same. Finally, the variation is only half compared to conventional configuration. The

locking range of the lock-in delay line is from 4DNAND,FO2 to 130DNAND,FO2. Initially,
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Figure 3.22: Lock-in delay line (lattice delay line [3.28]) used in our proposed clock

generator.

the lock-in delay line is set to be about the middle point of locking range, 64DNAND,FO2.

When the supply voltage is down to sub-threshold region, there are two critical factors

affect functionality [3.29]. First, the ratio of ION to IOFF is decreased in logic gates.

Second, random-dopant-fluctuation is a source of local variations in sub-threshold region

[3.4]. These two factors result in not only reduced output swings in CMOS logic gates

but also skewed voltage transfer curve (VTC). Upsizing transistor is one technique for

mitigating local variation. Researches in [3.30] showed that standard deviation of Vt

varies inversely with the square root of the channel area. In the proposed clock, we use

the back-to-back configuration to find the length and width of the transistors and to make

sure the function work correctly.

3.2.3.2 PVT Compensation Delay Line Design

Fig. 3.23 shows the PVT compensation (PVT-comp.) delay line, it is also similar to

the nested lattice delay line (NLDL). Fig. 3.19 shows that the PVT-comp. delay line

is controlled by D[5 : 0]. In the PVT compensation state, the PVT detector senses the

environmental conditions, which are recorded in a counted number count. Then count is

decoded to control code D[5 : 0], the PVT-comp. delay line can provide adequate delay.

45



Figure 3.23: PVT compensation delay line used in our proposed clock generator.

Figure 3.24: Proposed PVT detector.

The PVT detector is shown in Fig. 3.24. It consists of a PVT sensing circuit, a counter

and a decoder. The PVT sensing circuit uses a ring oscillator which can be switched on or

off. When the clock generator is in PVT compensation state, the switch signal is turned

on for one reference clock cycle.

The ring oscillator of the PVT sensing circuit is composed of 62-stage FO1-INV and

1-stage NAND. According to the Monte Carlo simulation results, the period of the ring

oscillator’s output is nearly equal to the 128-stage FO1-INV delay, 128DINV . Thus, the

counted number count is equal to

count =
TD

128×DINV

(3.32)
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The delay period relationship between FO1-INV and FO2-NAND is expressed in (3.33),

and it defines the relationship we adopted in Sec. 3.2.3.3.

DNAND,FO2 = 2×DINV (3.33)

DNAND,FO2 represents delay of FO2-NAND. Equation (3.32) becomes

count =
TD

64×DNAND,FO2

(3.34)

The pulse signal propagates through the delay line eight times because the clock generator

adopts the pulse-circulating scheme with the output pulses of 8 times frequency. For

locking to the reference clock, the target delay of both delay lines should be equal to

TD/8. Equation (3.34) becomes

TD

8
= count×8×DNAND,FO2 = (count× 8− 64)×DNAND,FO2+64×DNAND,FO2 (3.35)

The delay of entire delay line is divided into two parts: the delays provided by PVT comp.

delay line and by lock-in delay line. The initial delay of the lock-in delay line is set at

64×DNAND,FO2. From (3.35), the remaining delay is compensated by PVT comp. delay

line. The unit delay step of the PVT-comp. delay line is 32×DNAND,FO2. To calculate

control codes D[5 : 0], we divide the delay provided by PVT-comp. delay line in (3.35)

by 32×DNAND,FO2.

D[5 : 0] =
1

32×DNAND,FO2

[(count× 8− 64)×DNAND,FO2] =
count

4
− 2 (3.36)

Note that the minimum value of D[5 : 0] is 0 because the delay provided by PVT-comp.

delay line cannot be negative. To realize the decoder to derive (3.36), the divisor of count

can be accomplished with shift 2-bit to reduce area overhead.

3.2.3.3 Delay Ratio of FO1-INV to FO2-NAND

The delay ratio of inverter with fan-out 1 (FO1-INV) to NAND gate with fan-out

2 (FO2-NAND) is demonstrated in this subsection. The characteristic is used for PVT

compensation to adjust locking range of delay line. The FO1-INV is taken as the cell of

PVT sensing circuits in the PVT detector. The FO2-NAND delay is used as a unit delay

step which can be tuned in the lock-in delay line. The sizes of NMOS and PMOS are
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Figure 3.25: Monte Carlo simulations for periods of ring oscillators (composed of FO1-INV

and FO2-NAND) (a) 0.2V supply voltage, and (b) 0.5V supply voltage.

the same in FO1-INV. Fig. 3.25 shows Monte Carlo simulation results of the oscillators

at 0.2V (sub-threshold region) and 0.5V (near-threshold region). Whether the supply

voltage is 0.2V or 0.5V, the delay ratios of FO2-NAND to FO1-INV both approximately

equal to 2. This ratio is unchanged under various PVT conditions. This property is used

in PVT compensation delay line for locking range tuning.

3.2.4 Circuits Implementation

3.2.4.1 Control Unit

Figure 3.26: Control unit including (a) lock-in delay line controller, and (b) SEL generator.

The control unit generates the control signals, C[5 : 0] and SEL. It is composed of

two parts including the lock-in delay line controller and the SEL generator. The lock-in
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delay line controller generates the signal C[5 : 0], which is the lock-in delay line control

codes to adjust the delay of the lock-in delay line and make the output clock close to the

reference clock. The SEL generator produces the signal SEL, which is used to select the

input clock in the pulse-circulating path according to the signal Eight8 and the reference

pulse.

The lock-in delay line controller, shown in Fig. 3.26(a), combines two categories

of locking strategy: SAR (Successive Approximation Register) controlled and counter

controlled. The SAR controlled strategy adopts binary search algorithm, which achieves

short locking time and low hardware complexity. Nevertheless, its open-loop characteristic

doesn’t track the environmental variations. To solve this problem, the counter controlled

strategy is added. It is aimed at tracking of the environmental variations for its close-loop

characteristic. When the clock generator starts, it uses the SAR strategy first for fast

locking. After the SAR controlled strategy finished, it is changed to the counter controlled

strategy. C[5 : 0] is the lock-in delay line control codes. It is sent back to the combination

logic blocks. The multiplexer chooses which lock-in strategy to be used. When the clock

generator is in locked state, it chooses the counter controlled locking strategy tracking

the environmental variations.

In Fig. 3.19, the SEL signal selects the path of the pulses from POUT or PREF . If

the pulse signal is from PREF , the circulating pulses are re-adjusted. If the pulse signal

is from POUT , the pulse-circulating path is built. Fig. 3.26(b) shows the block diagram

of the SEL generator, it has two different modes at states SAR and Lock. When the

state is SAR, SEL will be inversed every negative edge of PREF . When the state is Lock,

SEL is decided by PREF and Eight8. SEL will be high when PREF is high or 8th pulse

of POUT arrives, and the latter is designed to avoid 9th pulse propagating through the

pulse-circulating path early.

3.2.4.2 Phase Detector

In Fig. 3.27(a), the phase detector compares the arrival time of PREF and 8th POUT .

Conventional phase detector uses only two D flip-flops, which is not suitable in pulse-

circulating scheme because they are easily affected by other pulse signals. Here we added
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Figure 3.27: (a) Phase detector, and (b) RSTPD generator.

another two D flip-flops in front of them. The Eight8 signal will make the modified phase

detector to work correctly. Therefore, the modified phase detector can compare only

PREF and the 8th pulse POUT without noised by the other pulses of POUT . In addition,

we used the RSTPD signal, which resets the four D flip-flops, to control the modified

phase detector. Fig. 3.27(b) shows the RSTPD generator which consists of two D flip-

flops and the reference clock as the input. The phase comparison is performed every two

clock cycles.

3.2.4.3 Simulation Results

The proposed programmable clock generator for near-/sub-threshold DVFS system

is implemented in UMC 65nm CMOS technology. It can operate in the voltage range

from 0.2V to 0.5V. At 0.2V, the frequency of reference clock is 156kHz. It consumes

0.18µW with maximum output frequency 625kHz. At 0.5V, the frequency of reference

clock is 5MHz. It consumes 5.17µW with maximum output frequency 20MHz. Fig. 3.28

demonstrates the PVT compensation for the locking range of clock generator. Before

compensation the reference clock is not in the locking range because of the effects of

environmental variations. The clock generator is not able to output multiplied clock. After

PVT compensation, the reference clock is in the locking range for various environmental

conditions. Table 3.4 gives the performance summary of the proposed clock generator.

The layout view of the proposed clock generator is shown in Fig. 3.29. The core area of

this clock generator is 77µm x 125µm.
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Figure 3.28: PVT compensation for locking range of proposed generator at (a) 0.2V, TT,

w/o compensation, (b) 0.2V, TT, with compensation, (c) 0.2V, FF, w/o compensation,

(d) 0.2V, FF, with compensation, (e) 0.5V, TT, w/o compensation, (f) 0.5V, TT, with

compensation, (g) 0.5V, FF, w/o compensation, (h) 0.5V, FF, with compensation.
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Figure 3.29: Layout view of our DLL-based clock generator under UMC 65nm bulk CMOS

technology.

Table 3.4: Specifications of the proposed DLL-based clock generator

Supply Voltage 0.2V-0.5V

Process UMC65nm

Active Area 0.077×0.125mm2

Reference Clock 156kHz@0.2V / 5MHz@0.5V

Maximum Output Frequency 625kHz@0.2V / 20MHz@0.5V

Minimum Output Frequency 19.5kHz@0.2V / 625kHz@0.5V

Output Jitter 60ns@625kHz, 0.2V / 4ns@20MHz, 0.5V

Power Consumption 0.18µW@625kHz, 0.2V / 5.17µW@20MHz, 0.5V

3.2.5 Summary

A near-/sub-threshold programmable clock generator is proposed in this section [3.31].

Firstly, unified logical effort models [3.32] are presented in Sec. 3.2.1 to extend traditional

one with voltage and temperature extensions across all MOS operation regions. Secondly,

the major challenge of the ultra-low voltage circuits is that the lock-in range of the delay

line is easily affected by the environmental variations. In the proposed clock generator,

there is a PVT compensation unit which consists of a set of delay line and a PVT detector.

The unit is responsible for adjusting the lock-in range of clock generator to guarantee

successful clock lock. In addition, the variation-aware logic design is performed in the

clock generator, which improves the reliability on process variation. Also, the adoption
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of pulse-circulating scheme suppresses process induced output clock jitter. Furthermore,

it has the ability to generate the output clock with frequency from 1/8 to 4 times of

the reference clock. The clock generator has been designed using UMC 65nm CMOS

technology. The frequencies of reference clock are 625 kHz at 0.2V and 5MHz at 0.5V.

The power consumptions are 0.18µW and 5.17µW, respectively, at 0.2V and 0.5V. The

core area of this clock generator is 0.01mm2.

53



Chapter 4

Ultra-Low Voltage Memory Design

Embedded SRAMs dominate the power consumption, area, performance, and yield of

the emerging portable electronic devices. These devices require low energy consumption to

allow long operational lifetimes as they are often battery powered. Design of subthreshold

SRAMs is popular utilized because lowering supply voltage can quadratically reduce the

energy consumption [4.1]. However, as the supply voltage is below the transistor threshold

voltage, the variability of SRAM increases severely in design and process parameters

regarding proper ratio of device strengths [4.2]. Major subthreshold SRAM stability

issues include process-induced device variation, decreasing ION -IOFF -ratio, and threshold

voltage random variation (σV T ) [4.3]. The standard 6T bit-cell fails to perform reliable

weak-inversion operations because of read current disturbance induced static noise margin

(SNM) degradation. Various more-than-6T bit-cells were presented to address the read

reliability issue, such as 8T bit-cells [4.4, 4.5]. They added two transistors as the read

buffer to isolate the storage node from the bitline resulting in better read stability. In

[4.5], a 64Kbit SRAM utilizes the reverse short channel effect (RSCE) in the bit-cell,

which improves read performance and write margin without peripheral circuits assisting.

Despite tolerant read destruction, undesired read failure still happens if read bit-line

discharge owning to leakage from unselected bit-cell. Moreover, a fully differential 10T

bit-cell is proposed for high read stability [4.6]. The 10T subthreshold SRAM also employs

efficient bit-interleaving structure to deal with soft-error immunity. The Schmitt Trigger

II (ST-2) bit-cell [4.7] bases on differential sensing subthreshold SRAM, which can cope
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with the read versus write confliction design requirement. A built-in feedback mechanism

is also incorporated in the ST-2 bit-cell to enhance process variation tolerance.

Figure 4.1: Wireless sensor node block diagram for the WBAN system.

On the other hand, asynchronous first-in first-out (FIFO) memory is a key component

of communication system for buffering and flow control. It helps passing data and control

information between two independent clock domains to provide a significant resource-

sharing advantage. One famous FIFO application is chip multiprocessors with globally

asynchronous locally synchronous (GALS) clocking styles [4.8,4.9]. They utilized a large

amount of asynchronous FIFOs to hide much of the GALS performance penalty and

transfer information across inter-processor clock domain boundaries. Recently, wireless

body area sensor network (WBAN) is a breakthrough personal healthcare technology for

body condition monitoring and diagnosis. Due to limited energy source and long-term

stability requirement for a WBAN system, robust ultra-low power designs are indispens-

able [4.10, 4.11]. As shown in Fig. 4.1, one primary component of the wireless sensor

node is an asynchronous FIFO memory. It dominates the total die area and power con-

sumption. Accordingly, reducing power consumption of the FIFO memory is an urgent

design consideration for optimal WBANs. Voltage scaling is a popular method to reduce

energy in digital circuit due to quadratic saving in energy. To achieve high reliability

and energy-efficient operation for asynchronous FIFO memory, a dual-port-SRAM-based

FIFO memory operating in near-/sub-threshold regions is applicable.
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4.1 9T Subthreshold SRAM Design with Bit-Interleaving

Scheme

Soft-error problem becomes more critical for ultra-low voltage SRAMs than super-

threshold SRAMs because the critical charge in storage node is much less. As reported

in [4.12], soft-error rate (SER) increases by 18% for every 10% supply voltage reduction.

In order to enhance subthreshold SRAMs soft-error immunity, bit-interleaving scheme

is always preferred. It can spatially separates bits of a word in the row, and only sim-

ple single-bit error correction coding (ECC) is needed. However, the read-buffered 8T

bit-cell designed with bit-interleaving scheme suffered from write-half-select disturbance.

To solve the issue, an array architecture and circuits with 12% area overhead compared

to 8T SRAM design were presented in [4.13]. The array architecture addressed half-

select problem by decoupling large bitline capacitance from half-selected cells. In [4.6], a

fully differential 10T bit-cell was presented for high read stability. Meanwhile, it can be

designed with bit-interleaving scheme by vertical and horizontal wordlines. It required

boosted wordline technique to maintain robust write operation. Recently, a fully differ-

ential 8T SRAM with a column-based dynamic supply scheme was presented in [4.14].

By utilizing different cell supply voltages for basic modes, it successfully separated the

read/write/standby operations to allow it bit-interleaved.

In Sec. 4.1, we propose a 9T bit-cell with enhanced write ability by inserting a pass

transistor into the cross-coupled inverter pair. To allow bit-interleaving array scheme for

9T bit-cells, two additional write-wordlines (WWL/WWLb) are used. Advanced iso-area

SRAM stability analysis and fabricated test chip experimental results are also proposed.

Sec. 4.1.1 describes basic operations and layout considerations of our 9T bit-cell. Ad-

vanced iso-area SRAM Vmin analysis are discussed in Sec. 4.1.2. Sec. 4.1.3 shows the

implementation of a 1Kbit 9T SRAM with bit-interleaving array scheme and the mea-

surement results. The summary is discussed in Sec. 4.1.4.
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Figure 4.2: Block diagram of the proposed 9T bit-cell. The relative threshold voltage

ratio of high Vt MOSFET to regular Vt one is 1.3 to 1.

4.1.1 9T Subthreshold SRAM Bit-Cell Design

The block diagram of the proposed 9T bit-cell is shown in Fig. 4.2. It adapts multi-

ple threshold CMOS (MTCMOS) technique including high Vt and regular Vt devices to

deliver benefits of saving leakage and increasing write margin/hold static noise margin

(HSNM), respectively. Three n-type transistors, MAR, MAW, and MDR, construct the

access buffer. Their device length increase to 100nm utilizing reverse short channel effect

[4.15] for better ION -IOFF -ratio and less threshold voltage variation caused by random

dopant fluctuation. The voltage drop of write operation is reduced by choosing the access

transistors, MAR and MAW, regular Vt devices. The pass transistors, MNP and MNN,

are inserted into cross-coupled inverter pair for write ability enhancement. However, they

also cause the HSNM degradation which is negligible by having them regular Vt device.

Other MOSFETs in the proposed bit-cell are high Vt devices for leakage reduction. Also,

single bitline scheme and virtual ground signal, VVSS, are adopted for leakage reduction.

The VVSS is attached to VDD except it discharged to ground in read mode. To enable

SRAM design with bit-interleaving scheme, there are three wordlines, WL, WWL, and

WWLb, in our 9T bit-cell. The write-wordline, WWL, and its complementary signal,

WWLb, are enabled (disabled) only in write mode, whereas WL is enabled in both read

and write modes. The operation truth table for 9T bit-cell different operation modes is

shown in Table 4.1.
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Table 4.1: Proposed 9T Bit-Cell Basic Operations Truth Table

Mode WL WWL WWLb VVSS

Hold low low high high

Read high low high low

Write high high low high

4.1.1.1 Basic Operations

Figure 4.3: (a) Proposed 9T bit-cell in hold operation, and (b) HSNM performance com-

parison.

During hold mode as shown in Fig. 4.3(a), MAR and MAW of the access buffer

are turned off to form a cascaded transistor structure. It reduces the bitline leakage

current considerably. Meanwhile, single bit-line scheme and regular Vt access transistors

are utilized to reduce the voltage drop in HSNM as shown in Fig. 4.3(b).

In read mode as shown in Fig. 4.4(a), MAW is turned off to isolate the read path

and storage node, thus eliminating read disturbance. Because of the isolation, its read

static noise margin (RSNM) is nearly the same as its HSNM. The channel length of read

buffer, MAR and MDR, increases to 100nm for single-ended read delay time and stability

enhancement. Performing Monte Carlo simulation 10000 times, the distribution of RSNM

is depicted in Fig. 4.4(b). Due to the read and write conflict in convention 6T bit-cell,

it has a poor RSNM than other subthreshold bit-cells. For our 9T bit-cell, the proposed

access buffer structure provides mean RSNM value of 78mV. Note that the foot of read
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Figure 4.4: (a) Proposed 9T bit-cell in read operation, and (b) RSNM performance com-

parison.

buffer is connected to virtual ground, VVSS. While the foot of the selected word during

read operation is pulled to GND, all the other feet of read buffers are connected to VDD

in all rows of the SRAM arrays for leakage reduction. However, the read delay of this 9T

bit-cell is still 1.38× slower than the differential 10T bit-cell [4.16] with iso-area condition

at 0.3V supply voltage. It is acceptable since speed is not the primary constraint in

subthreshold design.

Figure 4.5: (a) Proposed 9T bit-cell in write operation, and (b) write margin performance

comparison.

Writing-”1” is the worst case of this 9T bit-cell due to it is much harder to pass ”1”

than ”0” through the two n-type MAR and MAW in series of the access buffer as shown

in Fig. 4.5(a). However, the pass transistor, MNP and MNN, is OFF to improve our 9T
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bit-cell write margin by breaking the positive feedback loop of the cross-coupled inverter

pair. Meanwhile, the virtual ground, VVSS, is attached to VDD in write mode thus

helping writing-”1” operation. The write margin of this 9T bit-cell is 1.64× better than

the 10T bit-cell with iso-area condition at 0.3V supply voltage as shown in Fig. 4.5(b).

Note that the disturbance caused by virtual ground during writing-”0” operation makes

the write delay increase a little.

4.1.1.2 Layout Considerations

Figure 4.6: Layout view of the proposed 9T bit-cell. Its size is 1.92× larger than 6T

mincell.

The proposed 9T bit-cell layout is using 65nm bulk CMOS technology using logic

design rules. In Fig. 4.6, the proposed 9T bit-cell size is 2.34µm× 0.83µm with 2 poly-

pitch thin-cell style. The write-wordline, WWL, is in the direction of the bitline. Its

complementary signal, WWLb, and virtual ground, VVSS, are in the direction of the

wordline. The 9T bit-cell occupies 1.55× larger area compared with an 8T bit-cell area.

This is due to i) the additional pass transistors and ii) the three-transistor access buffer

with 100nm channel length.

4.1.2 Iso-Area SRAM Bit-Cell Vmin Analysis

4.1.2.1 Iso-Area Bit-Cells

To analyze the minimum operation voltage (Vmin) for SRAM bit-cell hold/read/write

operations, it is only fair to compare the bit-cells under iso-area condition. In this work,
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2× area of 6T mincell is adopted as a benchmark since the proposed 9T bit-cell consumes

approximately 1.92× area as shown in Fig. 4.6. In a thin-cell layout approach, the

SRAM bit-cell area is dominated by the contact and the diffusion spacing. If we expand

the bit-cell area by increasing the channel length along the bitline direction, the bitline

power consumption will be increased because of the larger bitline capacitance. Therefore,

the best bit-cell upsizing means is increasing the device widths along the wordline since

bitline power is the major part of the SRAM overall power consumption [4.16]. Monte

Carlo simulations are performed using 65nm bulk CMOS technology models which include

global and local process variations. Bit-cell failure probability is estimated assuming

Gaussian distribution of the threshold voltage.

• 6T Iso-Area Bit-Cell: In this work, we use 6T mincell device widths of 120, 120,

and 240nm for pull-up/access/pull-down transistors, respectively. For 2× larger

area, the 6T mincell device widths need to be upsized by 4×. All transistors in

the 6T mincell are upsized uniformly to improve the read-stability and write-ability

simultaneously.

• 8T Iso-Subarray-Area Bit-Cell: The single-ended 8T SRAM designs often prefer hi-

erarchical bitline architecture to improve performance. The architecture is adopted

because of large signal sensing and evaluation-delay/noise-immunity tradeoff at the

local bitline node. Thus, single-ended 8T bitcell array efficiency is about 15%-30%

lower than the 6T bit-cell array design. Considering the difference in the array

efficiency, the 8T iso-area bitcell Vmin should be evaluated at iso-subarray-area con-

dition. In this work, any additional area increase is used for the write access transis-

tors to improve the write-Vmin because the 8T bit-cell has a buffered read structure.

We use 8T iso-subarray-area bit-cell device widths of 120, 360, 240, and 120nm for

pull-up/access/pull-down/buffered-read transistors, respectively.

• 10T Iso-Area Bit-Cell: A 10T bit-cell [4.6] with separated read/write operation was

presented to enable bit-interleaving scheme. Differential read path is designed to

ensure reliable operation instead of single-ended one. It is also a read-disturb-free

design. Thus, any additional area is used to upsize the write-access transistors for
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iso-area comparison. The differential 10T bit-cell consumes about 1.66× larger area

compared with the 6T mincell [4.16]. In this work, we use 10T iso-area bit-cell

device widths of 120, 240, 240, and 120nm for pull-up/access/pull-down/buffered-

read transistors.

Figure 4.7: Hold-failure probability comparison.

4.1.2.2 Hold-Failure Probability

Hold static noise margin (HSNM) is used to quantify the hold-stability of the SRAM

bit-cells. Hold-failure probability (Phold−fail) is estimated as

Phold−fail = Prob.(HSNM < kT ). (4.1)

If HSNM is lower than the thermal voltage (kT=26mV at 300K), the bit-cell contents

can be flipped due to thermal noise. Hold-Vmin is determined at the 3-sigma hold-failure

probability (i.e., Phold−fail=10−5). Fig. 4.7 shows hold-failure probability versus supply

voltage for 6T mincell, 6T/8T/10T iso-area bit-cell, and the proposed 9T iso-area bit-cell.

As the size of the cross-coupled inverter pair in the 8T/10T bit-cell is same as that for

the 6T mincell, it would result in similar hold-failure probability. Also, the HSNM of the

upsizing 6T iso-area bit-cell is better than the 6T mincell. In this work, our 9T bit-cell
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HSNM is slightly degraded because of the pass transistor inserted into the cross-coupled

inverter pair.

Figure 4.8: Read-failure probability comparison.

4.1.2.3 Read-Failure Probability

Similar to the hold stability case, read-stability is estimated by computing the read

static noise margin (RSNM). Fig. 4.8 plots the read-failure probability variation versus

supply voltage for 6T mincell, 6T/8T/10T iso-area bit-cell, and the proposed 9T iso-area

bit-cell. As shown in inset, read-failure probability (Pread−fail) is calculated as

Pread−fail = Prob.(RSNM < kT ). (4.2)

Read-Vmin is determined at the 3-sigma read failure probability (i.e., Pread−fail=10−5).

For 8T and 10T bit-cells, read-stability is same as the hold-stability as bit-cell nodes are

not disturbed during the read operation. As explained above, the cross-coupled inverter

pair size in 8T/10T bit-cell and 6T mincell are same, it would show similar hold-failure

probability as shown in Fig. 4.7. It is also observed that upsizing 6T device dimensions

enhance RSNM. In this work, MAW of the access buffer in our 9T bit-cell is turned

off to prevent read disturb. Therefore, its read-failure probability is same as hold-failure

probability.
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Figure 4.9: Write-failure probability comparison.

4.1.2.4 Write-Failure Probability

Write-ability gives an indication of how easy or difficult it is to write to the bit-cell.

Write margin (WM) is defined as VDD-Min.[V(WWL)]. Min.[V(WWL)] is the minimum

write-wordline voltage required for flipping the bit-cell. The higher write margin, the

easier the data is written into bit-cell. Fig. 4.9 shows the write-failure probability versus

supply voltage. As shown in inset, write-failure probability (Pwrite−fail) is estimated as

Pwrite−fail = Prob.(WM < 0mV ). (4.3)

Write-Vmin is determined at the 3-sigma write-failure probability (i.e., Pwrite−fail=10−5).

The 10T bit-cell has higher write-failure probability than the 6T/8T bit-cells under iso-

area condition because of the series access transistors. In this work, cutting off the positive

feedback loop of the cross-coupled inverter pair in 9T bit-cell fairly improves its write-

ability.

4.1.2.5 Iso-Area Vmin Comparison

Table 4.2 compares the estimated Vmin for various bit-cell topologies. Vmin is calculated

as the maximum value of Hold-Vmin, Read-Vmin, and Write-Vmin. The Vmin of 8T and 10T
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bit-cells is limited by the write operation. The proposed 9T bit-cell enhances the write-

ability by utilizing the pass transistor within the cross-coupled inverter pair. However,

HSNM/RSNM is degraded a little. Our 9T bit-cell has better Vmin in these state-of-the-

art bit-cells. Note that the effect of various read/write assist techniques is not taken into

account.

Table 4.2: Vmin Comparison of Various Bit-Cell Topologies

Bit-Cell Topology Hold Vmin Read Vmin Write Vmin Vmin

6T mincell (1X Area) 450mV 1000mV 826mV 1000mV

6T bit-cell (4X upsized, Iso-Area) 313mV 599mV 588mV 599mV

8T bit-cell [4.4] (Iso-Subarray-Area) 450mV 450mV 591mV 591mV

10T bit-cell [4.6] (Iso-Area) 450mV 450mV 630mV 630mV

This Work (Iso-Area) 470mV 470mV 415mV 470mV

4.1.3 1Kbit 9T SRAM Implementation and Measurement Re-

sults in 65nm CMOS

4.1.3.1 Bit-Interleaving Scheme for Soft Error Rate Reduction

Soft errors are caused by radiation of energetic particles, thermal neutrons, random

noise, or signal integrity. A soft error is a signal or data which is wrong, but is not assumed

to imply such a mistake or breakage. Since the circuit will work correctly again if the data

is rewritten, soft errors may flip the data but not change to the circuit. There are some

physical methodologies to minimize soft error rate, including judicious device design,

critical node isolation using deep N-well structure, using 210Pb free chip package and

substrate materials, and increasing the capacitance of critical nodes in layout geometry

[4.17].

Since contiguous bit-cells could be corrupted at one radiation injection, the interleaving

scheme takes a benefit that the effect of soft error will associated with different logical

words. Most soft error events are single-bit errors. Such single error correction would be

quite effective by properly implementing error correct code (ECC). In [4.18], ECC can

reduce failure rate by over four orders of magnitude. The ECC requires system latency,
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throughput, and area overhead. However, a non-interleaving scheme may encounter more

bit-errors in one word because of continuous bit-cells structure. A soft-error may flip

adjacent multiple bits simultaneously. Therefore, more effective and complex ECC design

for an acceptable reliability is required [4.19]. A better way to reduce soft error rate is to

implement a SRAM bit-cell with bit-interleaving scheme.

Figure 4.10: Standard 4-to-1 bit-interleaved SRAM array.

Figure 4.11: Schematic illustration of the proposed 9T bit-cells free of write-half-select

problem.

The proposed 9T bit-cell not only effectively enhances write operation robustness but

also provides efficient bit-interleaving scheme to achieve soft error tolerance with simple

error correction codes. A standard 4-to-1 bit-interleaved SRAM array is adopted as

shown in Fig. 4.10. In order to show our 9T bit-cell free of the write-half-select problem,

schematic illustration with four bit-cells in different operation modes is shown in Fig. 4.11.
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Figure 4.12: HSNM distributions of write-half-selected 9T/8T bit-cells.

Monte Carlo simulations of HSNM are performed using 65nm bulk CMOS technology

models which include global and local process variations. For 8T write-half-selected bit-

cell, its HSNM distribution is degraded by the disturbance as shown in Fig.4.12. In this

work, the write-half-selected bit-cell in the same row, SNM R, is disturbance free because

MAW is turned off by WWL. Meanwhile, the bit-cell in the same column, SNM C, is not

affected by disturbance because MAR is turned off by WL. The HSNM distributions of

them are nearly the same as the hold bit-cell, SNM Hold, as shown in Fig. 4.12.

4.1.3.2 1Kbit 9T Bit-Interleaved SRAM Array Implementation

Figure 4.13: Block diagram of 1Kbit 9T bit-interleaved SRAM.

The block diagram of the proposed 1Kbit 9T subthreshold SRAM is shown in Fig.
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4.13. It consists of address decoders, write drivers, sense amplifiers, word-line pulse width

controller, replica column, and storage element. The storage element is composed of

bit-interleaved 9T SRAM array that described in the previous sections. Meanwhile, 9T

SRAM replica columns for both read and write are designed to automatically adjust the

word-line pulse width for PVT variation tolerance.

An address decoder of SRAM array is a device which converts an N-bit address into 2N

select lines to physical words in SRAM array. Since the proposed SRAM performs 4-to-1

bit-interleaved SRAM array architecture, the last significant 2 bits of address (A[1:0])

are decoded to select the accessed columns that going to read or write. The 4 select-

signals (sel A, sel B, sel C, and sel D) select interleaved bit-lines for write drivers and

sense amplifiers with MUXs. The other bits of address (A[5:2]) are decoded to select the

accessed row. In other words, the row decoder converts the selected address (A[5:2]) on

the address bus to corresponding row address word-lines (WL and WWLb) as depicted

in Fig. 4.13.

Figure 4.14: Read replica column and read pulse control circuit.

• Read Pulse Control Circuit: The word-line active time in read mode should be long

enough for the sense amplifier to function reliably, but it should be turned off soon

after the read operation is finished to cut off the marginal compensation current in

order to reduce the power consumption. A 9T SRAM replica column and a read
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Figure 4.15: Write pulse control circuit.

pulse control circuit are designed to automatically adjust the word-line pulse width

for PVT variation tolerance as shown in Fig. 4.14. The replica column creates the

worst case of discharging the bit-line voltage to ground (All bit-cells save ”1”s). It

means that it takes the longest delay time for the replica column than any other

column. In this way, the replica column can generate the longest word-line pulse

width needed for sense amplifier to accurately capture the read data. All of the bit-

cells in the replica column are hardwired to ”1”s so that the R ok pulse is generated

in every read cycle. Finally, a delay line is inserted in the output of sense amplifier

of the replica column to provide enough margin of word-line width for variations

tolerance.

• Write Pulse Control Circuit: The write pulse control circuit is shown in Fig. 4.15.

For write control signal generation, at the positive clock edge, if CEN=0 and

WEN=0, the write pulse control circuit will generate a write pulse signal (WP)

and disable it by the W ok pulse. The write pulse signal, WP, properly control the

write behavior of the proposed 9T SRAM array, including word-line width control

and write driver control. The word-line width is implemented as long as possible to

ensure a robust write operation.

4.1.3.3 Measurement Results

The test chip fabricated in UMC 65nm CMOS technology contains 1Kbit (64-word

by 16-bit) 9T 4-to-1 bit-interleaved SRAM design with core size 182.25×45.46µm2 using

logic design rules. The die photo and layout view are shown in Fig. 4.16. The proposed

9T bit-cell size is 1.92× larger than the standard 6T thin cell layout based on the same
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Figure 4.16: Die photo and layout view for 1Kbit 9T SRAM test chip fabribated in 65nm

bulk CMOS process.

design rules. Several circuits design including address decoder, wordline driver, replica

column, and read/write pulse controller were presented in [4.20]. Note that a replica

column of 9T SRAM and a read pulse controller are implemented to adaptively control

wordline pulse width for PVT variations tolerance. The test patterns are generated from

logic analyzer 16900A, and the outputs of the test chips are captured by logic analyzer

and digital oscilloscope. There are 18 dies being measured, and Table 4.3 shows the test

chips measurement summary. The chip can successfully operate from 33MHz at supply

voltage 0.6V to 0.48MHz at supply voltage 0.27V. The average leakage current of test

chips is 585nA at supply voltage 0.3V. Up to 3.91× energy saving is achieved by scaling

supply voltage from 0.6V to 0.3V. The minimum energy point is at supply voltage 0.3V

takes 3.86µW/MHz energy consumption as shown in Fig. 4.17.

4.1.4 Summary

A subthreshold 9T SRAM with bit-interleaving scheme fabricated in 65nm bulk CMOS

process is able to operate at supply voltage 0.27V. By inserting the pass transistor into
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Figure 4.17: Measured power of 1Kbit 9T SRAM versus VDD.

the cross-coupled inverter pair, the Write-Vmin can be lowered to 415mV at the 3-sigma

write-failure probability. At minimum energy point 0.3V, test chip operates at 909kHz

with 3.51µW active power consumption. The proposed 9T SRAM design meets the re-

quirements for emerging ultra low power applications.

4.2 Energy-Efficient 10T SRAM-based FIFO Mem-

ory Design

Figure 4.18: Standard FIFO memory and its power consumption ratio.

A standard FIFO memory consists three major parts including storage elements,

read/write pointers, and read/write control units. Storage elements and read/write point-

ers usually occupy most of power consumption of a FIFO memory. Thus, the key method

of power minimization is to reduce the power consumption of them. For the consideration
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of high density and low power, the SRAM-based storage elements are more suitable than

registers and latches. Nevertheless, the degraded voltage margin and the increased device

variability are serious challenges to near-/sub-threshold SRAMs [4.21]. A robust way of

read/write pointers implementation is another major research topic of ultra-low voltage

FIFO design.

For ultra-low voltage SRAM-based FIFO, the power dissipation during read/write

operation is significant due to the largest capacitive on bit-line and word-line. Recently,

modified read/write control circuitries with adaptive timing adjustment were presented

to reduce active power and track process, voltage, and temperature (PVT) variations. In

addition, the worst delay of read/write operation was considered as writing data ”0” and

sensing data ”0”. However, the worst case under PVT variations is not deterministic for

single-ended scheme as the supply voltage scaling down. Hence, a worst case detector is

necessary for robust ultra-low voltage operations. On the other hand, a typical way to

construct the read/write pointers of FIFO memory is the utilization of ring shift registers

[4.22]. However, the shift-register-based pointers account for a relatively large portion of

the total power consumption due to a large number of flip-flops and long metal lines as

shown in Fig. 4.18. Such design is not suitable for highly energy-constrained systems such

as WBANs. In order to implement an ultra-low power FIFO memory, a counter-based

pointer structure is an alternative solution for aggressive power reduction.

In Sec. 4.2.1, a 10T bit-cell capable of read/write abilities enhancement is discussed. It

improves read static noise margin, and reduces write variations. Also, the bitline leakage

issue in ultra-low voltage regime is reduced by it. With single-ended write scheme, our

10T bit-cell can reduce leakage and switch power during write operation. Advanced iso-

area dual-port SRAM stability analysis is proposed in Sec. 4.2.2. Sec. 4.2.3 shows the

implementation of a 16Kbit 10T near-threshold SRAM-based FIFO memory design in

90nm CMOS for WBANs. The summary is discussed in Sec. 4.2.4

4.2.1 10T Near-/Sub-threshold SRAM Bit-Cell Design

Conventional storage element for FIFO memory is a dual-port (DP) 8T bit-cell as

shown in Fig. 4.19. It adds two access transistors into standard 6T bit-cell to build up
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Figure 4.19: Conventional dual-port 8T bit-cell.

independent read and write paths. Such DP 8T bit-cell can provide simultaneous read

and write abilities. Read and write operations of DP 8T bit-cell is similar to 6T bit-cell,

but extra peripheral circuit is required. As technology and supply voltage scaling down,

the conventional DP 8T bit-cell fails to maintain reliable operations. Exponential effect

of threshold voltage variation, reduction of signal level, and degradation of Ion-Ioff -ratio

are critical issues of sub/near-threshold circuitry. In detail, processing variation causes

sideways offsets [4.23]. Threshold voltage shifts due to random dopant fluctuations, line-

edge roughness, and local oxide thickness variations [4.24]. Furthermore, the reduction of

signal level directly hurts the noise margin of logics. The degradation of the Ion-Ioff -ratio

limits the sharing elements of the array logic such as the memory element. The combined

effect of low supply voltage and process variation results in memory operation failure such

as read disturb, write failure, and bit-line leakage.

To solve above mentioned problems, several effective techniques have been proposed.

Read buffer could eliminate read-disturb [4.25–4.27]. Write-ability could be improved by

lowing cell supply voltage [4.28], or by boosting the write-word-line voltage for the access

transistors [4.6], or by applying negative voltage on write-bit-line [4.29]. Bit-line leakage

could be reduced by altering bit-cell topologies [4.25, 4.26], or by pulling the feet of all

the unaccessed read-buffers up to VDD [4.4] to mitigate bit-line leakage. However, the

above techniques require additional peripheral circuitries and overhead power. However,

the above techniques require additional peripheral circuitries and overhead power.

A robust 10T SRAM bit-cell shown in Fig. 4.20 is proposed to be the storage element
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Figure 4.20: Proposed dual-port 10T bit-cell.

of near-/sub-threshold FIFO memory. It improves read static noise margin (SNM), and

reduces write variations. It also reduces bit-line leakage in near-/sub-threshold voltage

regime. With single-ended write port scheme, WBL, our 10T bit-cell can reduces leakage

and switch power during write operation. It also consists of a cross-coupled inverter

pair, a write access transistor (MN1), a pass transistor (MP1), and a decoupled read-out

structure (MP2, MN2, MN3, MN4). The MP1 is utilized to cut-off feedback loop of the

inverter pairs, and eliminates the voltage dividing effect between MN1 and inverter pair

during write operation. In order to reduce leakage currents, all of the MOSFETs are

high-Vt devices except MN1 and MP1. The regular Vt device can reduce Vt loss through

MN1 and MP1 to improve the hold SNM and write margin.

4.2.1.1 Layout Considerations

For improving mismatch and dimension control, the proposed DP 10T bit-cell regular

layout is design as ”straight line layout” which can facilitate lithography and reduce

sensitivity to overlay errors. As show in Fig. 4.21, the cell layout is shaped in thin cell

style; therefore, the length of bitline can be shorter to reduce the equivalent RC value. The

cell is design in UMC 90nm bulk CMOS standard process technology. Four metal layers

are utilized in the bit-cell layout. VDD and GND are routed in second and third metal

layer, Read/Write bitlines (RBL/WBL) are routed in third metal layer and read/write

word-lines (RWL/WWL) are routed in fourth metal layer. For performance comparison,

the conventional 8T bit-cell and several state-of-the-art bit-cells are used as shown in Fig.
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Figure 4.21: Layout view of the proposed dual-port 10T bit-cell in UMC 90nm CMOS

technology.

4.22. They all have dual-port structure to enable them as a candidate of FIFO memory

storage element.

4.2.1.2 Read Ability Improvement

In read mode, read-wordline (RWL) is set to ”High,” while read-bitline (RBL) is

precharged to ”High” before the bit-cell is accessed as shown in Fig. 4.23(a). Thus, MP2

is turned off while MN2 and MN4 are turned on. Depending on the cell data, the RBL is

conditionally discharge to GND through MN2, MN3 and MN4. Therefore, the proposed

SRAM bit-cell can keep the storage node away from noise disturbance and enlarge the

read SNM as large as the hold SNM. As shown in Fig. 4.23(b), our 10T bit-cell has much

better Read SNM than the convention DP 8T.

Fig. 4.24 shows the distribution of read SNM in Monte Carlo simulation (100,000

times). Although the proposed 10T bit-cell has minor SNM drop (∆µ=18mV, ∆σ=6.3mV)

due to MP1, the proposed 10T bit-cell has 1.9X read SNM and better variation immunity

comparing with conventional DP 8T bit-cell.
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Figure 4.22: Prior dual-port SRAM bit-cells configurations.

Figure 4.23: (a) Proposed 10T bit-cell in read operation, and (b) Read SNM comparison

in read mode.

4.2.1.3 Write Ability Improvement

In write mode, write-wordline (WWL) is set to ”High,” while WBL is precharged to

”High” before the cell is accessed. As shown in Fig. 4.25, WWL turns on MN1 and turns

off MP1 simultaneously. Thus, the write-in data passes through MN1, inverter A and B

to the node VC. The proposed scheme can cut off the positive feedback loop of inverter

pairs. Our 10T bit-cell enlarges write margin without any peripheral circuit especially in

near-/sub-threshold regions.

Fig. 4.26 shows the distribution of write margin at supply voltage of 0.4V in Monte
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Figure 4.24: Read SNM distributions of Monte Carlo simulations (100,000 times).

Figure 4.25: Proposed 10T bit-cell in write operation.

Carlo simulations (100,000 times) Noted that write margin is defined as the minimum

word-line voltage required to flip the cell data. Our 10T bit-cell has 3.2X write margin

and better variation immunity comparing with other SRAMs.

4.2.1.4 Bitline Leakage Reduction

In hold mode, the proposed 10T bit-cell eliminates the data-dependent bit-line leakage

by turning on MP2. The drain voltage of MP2 becomes VDD and forces the leakage

current to flow from the cell into RBL regardless the cell data as shown in Fig. 4.27(a).

The hold SNM is very similar to conventional DP 8T bit-cell as shown in Fig. 4.27(b).

Fig. 4.28 shows the simplified view of proposed data-independent bitline leakage

reduction scheme. The logic low is decided by the balance between the pull up leakage

current of unaccessed cells and the pull down read current of the accessed cells. The logic
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Figure 4.26: Write margin distributions of Monte Carlo simulations (100,000 times).

Figure 4.27: (a) Proposed 10T bit-cell in hold operation, and (b) Hold SNM comparison

in hold mode.

high level is close to VDD because both bitline leakage current and cell current are pulling

up the RBL. Consequently, the sensing margin is improved significantly especially in high

temperature environment.

To verify our leakage reduction scheme, our 10T bit-cell is simulated in the worst

case scenario, e.g. FF corner with 256-bit/read-bitline. The sensing margin of single-

ended (SE) 8T [4.27] drops from 300mV at 0◦C to zero at 50◦C as shown in Fig. 4.29.

Meanwhile, a buffer footer can be attached to the SE 8T bit-cell [4.4] for performance

enhancement. For our 10T bit-cell, we have 6% better temperature variation tolerance

than SE 8T bit-cell with additional peripheral circuit as shown in Fig. 4.29.
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Figure 4.28: Data-independent bitline leakage reduction scheme.

Figure 4.29: Sensing margin comparisons under the worst case scenario.

4.2.2 Iso-Area Dual-Port SRAM Bit-Cell Vmin Analysis

4.2.2.1 Iso-Area Bit-Cells

The proposed dual-port (DP) 10T SRAM bit-cell consumes 1.8× and 1.98× area

overhead comparing with the conventional DP 8T bit-cell and single-ended (SE) 8T bit-

cell [4.27] respectively. The Vmin analysis can only be fair when all the SRAM bit-cells

under iso-area condition. Using identical standard process design rules, the minimum size

layout views of the conventional DP 8T and SE 8T bit-cells are shown in Fig. 4.30(a) and

Fig. 4.30(b) respectively. In order to enlarge the mincells to have the same area as our

10T bit-cell, the upsizing direction of bit-cell and subarray efficiency are required to be
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Figure 4.30: Thin-cell layout style (a) conventional DP 8T mincell, and (b) SE 8T mincell.

discussed. The vertical dimension along the bitline is unchanged (2× poly-pitch) because

of the bitline capacitance. Thus, all the bit-cell area upsizing are in the lateral direction

to affect wordline capacitance only. It can minimize the power usage increasing since the

switch power consumption is mainly consumed by bitline. For subarray efficiency, the SE

8T bit-cell designs often prefer hierarchical bitline architecture to improve performance.

Thus, SE 8T bit-cell array efficiency is about 15%-30% lower than the conventional DP

8T bit-cell. For this work, only single sensing is used to enhance the subarray efficiency.

After calculation as listed in Table 4.4, the conventional DP 8T bit-cell and SE 8T bit-cell

require to upsize to 1.69× and 1.21× respectively.

Using UMC 90nm bulk CMOS technology, the conventional DP 8T mincell devices

width are 200, 200, 200, and 400nm for pull-up/write-access/read-access/pull-down tran-

sistors respectively. To achieve iso-area condition, the write-access transistors of the DP

8T bit-cell are upsized by 4.5×, and all the other transistors of the DP 8T bit-cell are

upsized by 2× as shown in Fig. 4.31(a). Meanwhile, the write-access transistors of the

SE 8T bit-cell are upsized by 4×, and the read-access transistors of the SE 8T bit-cell

are upsized by 2× as shown in Fig. 4.31(b). On the other hand, the single-ended 10T

bit-cells [4.25,4.26] occupy 1.4× area compared with the DP 8T mincell area. Thus, their
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Figure 4.31: Thin-cell layout style (a) conventional DP 8T iso-area bit-cell, and (b) SE

8T iso-area bit-cell.

Table 4.4: Iso-area calculation considering subarray efficiency

DP 8T SE 8T This Work

Bit-cell area 1X 0.91X 1.8X

No. of bit-cells N N N

Total bit-cell area NX 0.91NX 1.8NX

Subarray efficiency 70% 50% 85%

Peripheral circuit area 0.43NX 0.91NX 0.32NX

Total subarray area 1.43NX 1.82NX 2.12NX

Iso-area factor 1.69 1.21 1.8

write-access transistors are upsized by 3× for iso-area condition. Various devices sizing

of the conventional DP 8T, SE 8T, SE 10, and our proposed 10T bit-cells are listed in

Table 4.5. (Their block diagrams are shown in Fig. 4.22.)

82



Table 4.5: Device sizing for various bit-cell topologies

Topology NA/NB PA/PB AXR1/2 AXW1/2 P1/P2 N1/N2 N3/N4

DP 8T (mincell) 400 200 200 200 - - -

DP 8T (iso-area) 800 400 400 900 - - -

SE 8T (mincell) 400 200 200 200 - - -

SE 8T (iso-area) 400 200 400 800 - - -

SE 10T (mincell) 400 200 - 200 -/200 -/200 200

SE 10T (iso-area) 400 200 - 600 -/200 -/200 200

This Work 200 200 - - 200 200 200

4.2.2.2 Hold-Failure Probability

Hold static noise margin (HSNM) is used to quantify the hold-stability of the SRAM

bit-cells. Hold-failure probability (Phold−fail) is estimated as

Phold−fail = Prob.(HSNM < kT ). (4.4)

If HSNM is lower than the thermal voltage (kT=26mV at 300K), the bit-cell contents

can be flipped due to thermal noise. Hold-Vmin is determined at the 3-sigma hold-failure

probability (i.e., Phold−fail=10−5). Fig. 4.32 shows hold-failure probability versus supply

voltage for DP 8T, SE 8T, SE 10T, and our proposed 10T iso-area bit-cells. The width

of transistors of DP 8T bit-cell upsizing can gain robust inverter characteristics. Thus,

the HSNM of the DP 8T iso-area bit-cell is better than the DP 8T mincell. In this work,

our 10T bit-cell HSNM is slightly degraded because of the pass transistor inserted into

the cross-coupled inverter pair.

4.2.2.3 Read-Failure Probability

Similar to the hold stability case, read-stability is estimated by computing the read

static noise margin (RSNM). Fig. 4.33 plots the read-failure probability variation versus

supply voltage for DP 8T, SE 8T, SE 10T, and the proposed 10T bit-cells. As shown in

inset, read-failure probability (Pread−fail) is calculated as

Pread−fail = Prob.(RSNM < kT ). (4.5)
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Figure 4.32: Hold-failure probability comparison.

Read-Vmin is determined at the 3-sigma read failure probability (i.e., Pread−fail=10−5).

Due the read disturb noise free scheme, SE 8T iso-area bit-cell has better read-stability

than all the other bit-cells. The read-failure probability is same as the hold-stability as

bit-cell nodes are not disturbed during the read operation. In the work, MP2 is turned

off as shown in Fig. 4.23 to provide read disturb isolation. With the buffer, our 10T

bit-cell has better read-failure probability than the conventional DP 8T iso-area bit-cell.

4.2.2.4 Write-Failure Probability

Write-ability gives an indication of how easy or difficult it is to write to the bit-cell.

Write margin (WM) is defined as VDD-Min.[V(WWL)]. Min.[V(WWL)] is the minimum

write-wordline voltage required for flipping the bit-cell. The higher write margin, the

easier the data is written into bit-cell. Fig. 4.34 shows the write-failure probability versus

supply voltage. As shown in inset, write-failure probability (Pwrite−fail) is estimated as

Pwrite−fail = Prob.(WM < 0mV ). (4.6)

Write-Vmin is determined at the 3-sigma write-failure probability (i.e., Pwrite−fail=10−5).

As shown in Fig. 4.34, the write-failure ability of the proposed 10T iso-area bit-cell is
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Figure 4.33: Read-failure probability comparison.

simulated in two different conditions, including write-1 and write-0 operations. The worst

case of our bit-cell is the write-0 case. Although the access transistors upsizing of DP 8T,

SE 8T, and SE 10T iso-area bit-cell can gain lower write-failure probability, they require

additional write assiste techniques to have better write-failure probability like our bit-cell.

It means the pass transistor, MP1, used for cutting off the inverter fair is an effective

topology for ultra-low voltage dual-port SRAM bit-cell design.

4.2.2.5 Iso-Area Vmin Comparison

Table 4.6 compares the estimated Vmin for various bit-cell topologies. Vmin is calculated

as the maximum value of Hold-Vmin, Read-Vmin, and Write-Vmin. The Vmin of SE 8T and

SE 10T bit-cells is limited by the write operation. The proposed 10T bit-cell enhances

the write-ability by utilizing the pass transistor within the cross-coupled inverter pair.

However, HSNM/RSNM is degraded a little. Our 10T bit-cell has better Vmin in these

state-of-the-art bit-cells. Note that the effect of various read/write assist techniques is

not taken into account.
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Figure 4.34: Write-failure probability comparison.

Table 4.6: Vmin Comparison of Various Bit-Cell Topologies

Bit-Cell Topology Hold Vmin Read Vmin Write Vmin Vmin

DP 8T mincell (1X Area) 334mV 788mV 746mV 788mV

DP 8T bit-cell (Iso-Area) 250mV 574mV 508mV 574mV

SE 8T mincell [4.27] 334mV 334mV 746mV 746mV

SE 8T bit-cell (Iso-Area) 334mV 334mV 511mV 511mV

SE 10T mincell [4.26] 334mV 334mV 746mV 746mV

SE 10T bit-cell (Iso-Area) 334mV 334mV 550mV 550mV

SE 10T mincell [4.25] 334mV 334mV 746mV 746mV

SE 10T bit-cell (Iso-Area) 334mV 334mV 550mV 550mV

This Work (Iso-Area) 398mV 398mV 335mV 398mV

4.2.2.6 Leakage Current Analysis

Fig. 4.35 shows the comparison of leakage current versus supply voltage with the

conventional DP 8T bit-cell, the SE 8T bit-cell [4.27], two SE 10T bit-cells [4.25, 4.26],

and the proposed 10T SRAM bit-cell. Since our 10T bit-cell has single-ended write-

bitline and single-ended read-bitline, which lessens the leakage path to VDD or ground.

Threshold voltage Vt of the pass transistor (MP1) may result in some raised voltage in
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V R and increasing leakage power consumption when the V R is in ”0” state. However,

such event does not have significantly impact on leakage power consumption. Thus, the

proposed 10T bit-cell consumes the least leakage power among the conventional DP 8T

bit-cell and the selected bit-cells.

Figure 4.35: Write-failure probability comparison.

4.2.3 16Kbit Near-threshold SRAM-based FIFO memory in 90nm

CMOS for WBANs

The block diagram of the proposed 16Kbit near-threshold SRAM-based FIFO memory

is shown in Fig. 4.36. Due the first-in first-out data behavior, an adaptive power control

circuit is proposed in Sec. 4.2.3.1. It can turn off the power supply of the read-out

words to minimize the leakage power consumption. Our 10T bit-cell presented in Sec.

4.2.1 is adopted for robust ultra-low voltage operations. Also, a counter-based pointer

structure and smart replica read/write control units are implemented in Sec. 4.2.3.2 and

Sec. 4.2.3.3 respectively.

4.2.3.1 Adaptive Power Control Unit

The key idea of leakage power minimization is to reduce voltage swing on un-functioning

hardware. To take Fig. 4.37 for example, grey blocks represent words that contain data,

while white blocks represent words that are empty. Empty words does not need data reten-
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Figure 4.36: Block diagram of the proposed 16Kbit SRAM-based FIFO memory.

tion ability, thus, the don’t-care word can be power gated for leakage power minimization.

Since the status of all the words in FIFO memory is predicable due to first-in first-out

data behavior, an adaptive power control system capable of cutoff the power supply of

don’t-care words can be utilized to efficiently reduce leakage power consumption.

Figure 4.37: FIFO memory operation example.

A finite state machine (FSM) as shown in Fig. 4.38(a) is designed to generate a control

signal, power on, for turning on/off power MOS. In the beginning, each word is in cutoff

state. Whenever the accessed word is going to write, it changes to active state and the

cell supply of the word is charged to VDD. Each written word stays in active state until

the word data is read out. As shown in Fig. 4.38(b), the power gating circuit is inserted
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in each word of the proposed FIFO memory. The leakage current of each don’t-care word

is suppressed by adaptively turning off its power MOS.

Figure 4.38: (a) Adaptive power control finite state machine, and (b) (i + 1)th word of

storage element.

4.2.3.2 Counter-based Pointer Structure

The independent read pointer and write are used as the address pointer that select

the accessed word in the FIFO memory. A typical way to construct the read/write point-

ers of FIFO memory is the utilization of ring shift registers. However, as the depth of

FIFO increases, the flip-flops and long metal lines of shift-register-based pointers increase

exponentially. Such design is no longer suitable for highly energy-constrained systems,

e.g. WBANs. A counter-based pointer structure is proposed to construct energy-efficient

pointers as shown in Fig. 4.39. Since system performance is not the major concern any-

more, the delay of read/write pointers caused by it is acceptable. A synchronous counter is

used to provide clock pulse counting without skew problem. As supply voltage decreases,

the most energy efficient flip-flop architecture depends on switching probabilities, where

PowerPC achieves better EDP at low activities [4.30]. Therefore, the C2MOS-based

flip-flop is chosen to be the basic element.
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Figure 4.39: Block diagram of the proposed counter-based pointer.

In the proposed counter-based pointer, the N-bit address (A0 AN-1) is generated by a

synchronous counter which is triggered by the clock as shown in Fig. 4.40(a). The N-bit

address is decoded to 2N -1 bits using an N-to-2N decoder. Therefore, in these 2N bits,

only one bit is asserted as the selected wordline, and the timing is controlled properly

by the signal Pulse which is generated by smart replica control unit. For hardware,

this counter-based pointer only needs seven registers and seven long address lines (A0,

A1K AN-1) shared with four decoders. In addition, every two blocks are shared with a

decoder in order to reduce the amount of them. Thus, the registers and long metal lines

in counter-based pointer are less than those in shift-register-based pointer. It can reduce

power consumption by 34% of read/write pointers as shown in Fig. 4.40(b).

Figure 4.40: The synchronous counter-based pointer (a) schematic view, and (b) power

consumption comparisons.
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4.2.3.3 Smart Replica Read/Write Control Units

As the process variation increases seriously with scaling down the supply voltage, the

worst case of write operation is uncertain for single-ended write port scheme. Because

of threshold voltage of the access transistor, the delay time of write”1” is sensitive to

the variation of process and temperature as shown in Fig. 4.41. The worst case of write

delay (write ”0” and write ”1”) is varied with different process corner and temperature.

Therefore, the proposed adaptive replica management unit is utilized to detect the worst

case to ensure robust write operation and reduce active power consumption.

Figure 4.41: SRAM write delay in different process corner and temperature.

The adaptive replica management unit consists of a 10T SRAM replica column, a read

window control circuit, and a write window control circuit, as shown in Fig. 4.42. The

cell data of replica cell is fixed at logic ”1” by wiring the V Crp to VDD. Because the

WBLrp0 and RBLrp of replica column are shared with read and write window control

circuit, respectively. The proposed adaptive replica management unit only needs one

replica column.

In read mode, read-pulse signal (RP ) initially enables the accessed read-wordline

(RWLi) of the SRAM array and sense amplifier including the sense amplifier in replica

column. The read-wordline (RWL) active time should be long enough for the sense am-

plifier to function reliably, but it should be turned off soon after the read operation is

finished. It cuts off the marginal compensation current in order to reduce the power

consumption. For read tracking, the set data for replica cells duplicates the worst case

data pattern for discharging RBL to ground. Therefore, the read window control circuit
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Figure 4.42: Proposed smart replica read/write control units.

utilizes RBLrp to track the sense behavior across various PVT conditions. As soon as

RBL are discharged to ground, signal R− ok would be triggered and disable WP . Thus,

the read window control circuit can adaptively control read window.

In a write operation, write-pulse signal (WP ) initially enables the accessed write-

wordline (WWLi) of the SRAM array and the write-wordline (WWLrp) of the duplicate

bit-cell of the replica column. WP additionally turns on enable signals of all write drivers

including the write driver in replica column. The data, Din [15:0], are then written to the

accessed word. At the same time, ”0” and ”1” is written to the in the replica write cell,

respectively. For write tracking, the worst case detector detects two conditions in write
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operation: write ”0” and write ”1”. The set data in replica column creates the worst

case of discharging WBLrp0 to ground to write ”0” as the major effect of write ”0” is the

capacitance and leakage of bit-line. On the other sides, The WBLrp1 is hold at VDD to

write ”1” as the profound effect of write ”1” is the strength of MN1. The proposed worst

case detector provides information to tell whether write ”0” or write ”1” is the worst

case. After replica data is written to the duplicate bit-cell successfully, W − ok, delayed

by an inverter delay line for wider window margin and disables WP . Accordingly, the

adaptive replica management unit can guarantee the sufficient write window in different

PVT environment.

4.2.3.4 Implementations and Simulation Results

Fig. 4.43 shows the floorplan and layout views of the proposed 16Kb SRAM-based

FIFO memory. It is implemented in UMC 90nm CMOS technology. The specifications

are shown in Table 4.7. At 0.4V supply voltage, the maximum read and write frequencies

achieve 3.05MHz and 5.5MHz. According to the requirement of WBANs, the read/write

frequencies of FIFO are set to be 625kHz/50kHz. With 0.4V supply voltage and the

frequency of specification, the proposed design consumes 2.1µW in average per read/write

access.

Table 4.7: Vmin Proposed 10T SRAM-based FIFO memory

Technology UMC 90nm CMOS

Memory Size 16Kbit (1024×16-bit)

Supply Voltage 0.4V

Max. Read/Write Freq. 3.05MHz/5.5MHz

Operating Temp. -20◦C-80◦C

Average Power 2.1µW

Active Area 666µm×508µm (338µm2/word)

93



Figure 4.43: (a) Floorplan and layout views of our 16Kbit 10T SRAM-based FIFO mem-

ory, and (b) power reduction ratio by the proposed energy-efficient techniques.

4.2.4 Summary

Sec. 4.2 has presented a 16Kb robust near-/sub-threshold asynchronous SRAM-based

FIFO memory in UMC 90nm standard bulk CMOS technology. A 10T SRAM bit-cell is

proposed to provide the advantage of read SNM enhancement, write margin improvement,

and bit-line leakage reduction. Using the adaptive power control circuit, counter-based

pointer, and smart replica read/write control unit, these techniques result in a 57% reduc-

tion in total power consumption and tracking the worst case under the serious PVT vari-

ations. All the above presented FIFO memory design techniques enable energy-efficient

and robust operation for WBAN applications.
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Chapter 5

Dynamic Voltage Frequency Scaling

Platform

Figure 5.1: Micro-watt wireless wearable healthcare ECG microsystem block diagram

Driven by the growing demands on battery-operated or self-powered mobile applica-

tions, high energy efficiency becomes an important design issue. For most scenarios, en-

ergy harvested from the ambient is in the orders of micro-watts, necessitating the circuits

to be very efficient in terms of energy consumption [5.1]. The growing aging population

and skyrocketing healthcare costs are the main driving forces to propel the fundamental

transformation of the current hospital-centered healthcare system. The cost-effective and

responsive ways to deliver healthcare services are individual-centered system. The new

paradigm of personal-Health aims to wireless wearable healthcare microsystem. The tar-
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get micro-watt wireless personal healthcare ECG microsystem block diagram is shown in

Fig. 5.1. It utilizes an ECG-based wireless sensor (WiBoC chipset), and transmit those

signals to a mobile phone that has an embedded expert system integrated. With the aid

of 3G system, a remote healthcare monitoring center receives those uploaded signals and

stores into the application server. According to the events from this server, the people on

service responses to the emergency and takes the corresponding process [5.2]. The major

features of the system includes:

• Capacity of persons on service: 10000

• Monitoring update: every 6 second

• Service time: 24 hours/day; 365 days/year

• Service coverage: Taiwan area corresponds to GSM/3G coverage area

• Start of abnormal EKG message to start of hospital response: 2 minutes

• Event summary report: every 1 month

• Event trace-back duration (by user): 1 year

• Event trace-back duration (by system storage): 20 year

• GPS positioning: update every 1 to 10 minutes (optional) with assisted GPS system

• Monitoring items: single-lead ECG; positioning

• Device size for body monitoring: 4cm x 5cm x 2cm

• WiBoC chipset battery duration: continuous 1 days (rechargeable)

• Accumulated number of persons on testing: 150

• Cooperation hospital: Taipei medical university/ Wan-Fang medical center

Also, the WiBoC wireless chipset specification is as follows:

• Form factor: SiP/PoP on flexible substrate

• Channel: 1395-1400MHz (WMTS, FCC compliance)
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• Bandwidth: 5MHz

• Information rate: 4kbps (16bits, 250Hz)

• System information rate: 960kbps (additional 240kbps system overhead)

• Maximum data rate: 7.27Mbps (uplink/downlink)

• WSN duty cycle: 0.46

• Multiple access: time division multiple access (TDMA)

• Modulation: OFDM/QPSK

• Power consumption: 31.4mW/24.4mW (TX/RX, exclude ADC)

• Operation duration: more than 1 week (600mAH battery)

The proposed microsystem is self-powered by photovoltaic (PV) cell and rechargeable

battery. The supply voltage for entire system is below 0.5V, and system-in-package (SiP)

or three-dimensional integrated circuit (3D-IC) will be applied to ensure wearability. Ad-

vances in sub-threshold circuit design have recently demonstrated capabilities compatible

with aggressive energy consumption reduction. However, the drawback of sub-threshold

design is that the increased energy efficiency comes at the cost of performance loss. In

order to allocate resources effectively for the systems with time-varying throughput con-

straint, dynamic voltage frequency scaling (DVFS) platform is a popular solution to have

energy efficiency and performance concurrently. In other words, if the throughput con-

straint is cycling between different operating modes, adjusting the supply voltage for the

requirements of each mode can provide significant energy savings.

Figure 5.2: A wireless sensor node with two operating modes: Low-power Mode and

High-performance Mode.

One of the systems with time-varying throughput constraint is healthcare monitor-

ing wearable body area sensor networks (WBANs) driven by growing aging population
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worldwide [5.3]. Wearable medical microsystems have been recognized as an enabling

technologies for continuous and noninvasive measurements of vital signs, e.g. electrocar-

diogram (ECG), heart rate (HR), and blood pressure (BP). In order to achieve long system

lifetime from limited energy sources, DVFS scheme is suitable for it. Fig. 5.2 shows a

scenario for a wireless wearable healthcare ECG sensor node with two different operating

modes: Low-power Mode and High-performance Mode. Sensor node stays mostly in low-

power mode throughput its lifetime during which it records human ECG signals at a very

low rate. However, during short time intervals, real-time data acquisition and transmis-

sion for professional ECG analysis is provided by switching to high-performance mode. In

this chapter, a dynamic voltage scaling 8T-SRAM-based FIFO is designed for operation

in both near-threshold and sub-threshold regions as a demonstration DVFS platform.

5.1 Near-/Sub-threshold Robust 8T SRAM Design

Ubiquitous personal healthcare inspection (uPHI) in a wireless body area network

(WBAN) requires continuous signal monitoring up to several days or even longer. To en-

able cable-free body monitoring with micro-watt biomedical acquisition devices, a power-

efficient asynchronous SRAM-based FIFO is required for long-term physiological condi-

tions storage. Due to the loose timing constraint of the WBAN sensor node, ultra-low

supply voltage is suggested to be an effective method to minimize active energy [5.4].

However, SRAMs operated in weak inversion region are several orders of magnitude lower

than in strong inversion region. They are also far more sensitive to threshold voltage

because currents vary exponentially with it. Correspondingly, robustness and reliability

of SRAMs are major design considerations for ultra-low voltage design.

Fig. 5.3 shows proposed 8T SRAM cell. All MOSFETs are high Vt devices to reduce

leakage power except the write-assisted pass transistor (MNP ) within the inverter pair.

The MNP is a regular Vt device adapted to cut off the positive feedback loop of the

inverter pair during write operation. The write pass transistor (MNA) utilizes reverse

short channel effect (RSCE) to reduce write operation variation because local Vt variation,

σVt, is inverse proportional to the square root of the product of channel length and width

[5.5]. They can widely enlarge the write margin (µ=166mV@0.4V) of this 8T SRAM. Also,
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Figure 5.3: Proposed 8T SRAM bit-cell

single write-bitline scheme is adapted to reduce active power during write operation.

Figure 5.4: Vt, Ion-Ioff -ratio, and delay versus channel length of proposed 8T SRAM

bit-cell

Meanwhile, the read buffer (MRA-MRB) utilizes RSCE to improve Iread-Ileakage-ratio

(Ion-Ioff -ratio) because Vt is decreasing when channel length is increasing. Higher Iread-

Ileakage-ratio enhances not only the capacity of each read-bitline but also the margin of

the sense amplifiers. Optimal channel length for better Ion-Ioff -ratio (4.1X enhancement)

and minimum delay is equal to 100nm as shown in Fig. 5.4. The MRA-MRB also keeps
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the storage node away from disturb noise and eliminates the conventional dual-port 8T

SRAM read SNM limitation. The read SNM of this 8T SRAM (µ=117mV@0.4V) is as

good as previous read-buffered SRAMs even with the MNP .

5.1.1 Basic Operations

Figure 5.5: Hold mode of proposed 8T SRAM bit-cell

For successful ultra-low voltage SRAM operation, various SRAM bit-cell topologies

have been presented, such as 8T [5.6] and 10T [5.7,5.8] schemes. Both read-wordline and

write-wordline are ”0” to turn off access transistors, MNA and MRA, in hold mode as

shown in Fig. 5.5. Although proposed 8T SRAM bit-cell has a pass transistor, MNP ,

between the inverter pair, hold SNM performance is still as good as conventional dual-port

SRAM and state-of-the-art SRAMs.

Figure 5.6: Read mode and butterfly curve of proposed 8T SRAM bit-cell

Read-buffer structure (MRA-MRB) is adapted in proposed 8T SRAM bit-cell similar
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Figure 5.7: The distributions of read SNM of Monte Carlo simulation

to [5.6][5.7]. The structure keeps the storage node away from disturb noise, and elimi-

nates the read SNM limitation in conventional dual-port SRAM. The write-assisted pass

transistor (MNP) for write ability enhancement causes 7mV read SNM drop compared to

[5.6][5.7] as shown Fig. 5.6. It also has a slight impact on the distribution of read SNM

(Monte Carlo simulation 10000 times) as shown in Fig. 5.7.

Figure 5.8: Read-bitline leakage reduced by read-buffer-footers

To further improve of Iread-Ileakage-ratio, read-buffer-footers are attached to each read-

buffer in all rows of the SRAM array as shown in Fig. 5.8. During read operation, all

feet of read-buffers, vvss, remain at VDD except the accessed word. For feet of accessed

bit-cells, the voltage is pulled to GND. Therefore, unwanted leakage current of the read-

buffers can be reduced. On the other hand, the advantages of high drive current, low device

capacitance, less sensitivity to random dopant fluctuations, and better subthreshold swing

can be provided by employing RSCE on circuits. The length of read-buffer-footers having

best RSCE are set to be 100nm (shown in Fig. 5.4). Also, a hierarchical read-bitline with
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Figure 5.9: (a) Hierarchical read-bitline scheme with footer in global read-bitline, and

(b) Iread-Ileakage-ratio of 512-bit(dot-line)/32-bit(solid-line) per read-bitline with/without

RSCE and read-buffer-footer

RSCE footer scheme is applied as shown in Fig. 5.9(a) for sensing margin enhancement

and process, voltage, and temperature variations toleration in ultra-low voltage region. As

shown in Fig. 5.9(b), both 512-bit/read-bitline and 32-bit/read-bitline utilizing RSCE and

read-buffer-footer techniques can have 10X larger Iread-Ileakage-ratio than those without

them.

During write operation, write-wordline is set to be VDD to turn on write pass transistor

(MNA), and turn off write-asssited pass transistor (MNP). The equivalent circuit of the

proposed 8T SRAM bit-cell in write operation is shown in Fig. 5.10. The write-assisted

pass transistor (MNP) widely enlarges the write margin (µ=166mV@0.4V) by cutting

off the positive feedback loop of the inverter pair. Moreover, the MNP along with the

MNA utilized RSCE can have 68.8% reduction in write margin variation compared with

conventional dual-port SRAM as shown in Fig. 5.11(a). It shows the distribution of

proposed 8T SRAM write margin at supply voltage of 0.4V in Monte Carlo simulation

10000 times. In addition to write ability and write stability improvement, write delay of

proposed 8T SRAM bit-cell has 46.5% enhancement compared with conventional dual-

port SRAM at supply voltage of 0.4V. The write delay is equivalent to the propagation
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Figure 5.10: Equivalent circuit of the proposed 8T SRAM bit-cell in write operation

Figure 5.11: (a) The distributions of write margin performing Monte Carlo simulation,

and (b) write delay performance comparison

delay from write-bitline through MNA, Q, and Qb to Qc. As supply voltage getting lower,

the enhancement of write delay is getting better as shown in Fig. 5.11(b).

5.1.2 Layout Considerations

The layout view of proposed 8T SRAM bit-cell is shown in Fig. 5.12. The longer

channel length in transistors utilizing RSCE and one more write-assisted pass transistor

(MNP ) lead to larger area overhead comparing to previous SRAM designs. Nonetheless,

proposed 8T SRAM bit-cell provides better read/write delay performance, write margin
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Figure 5.12: Layout view of the proposed 8T SRAM bit-cell

Table 5.1: Comparison of various SRAM bit-cells

6T 8T [5.6] 10T [5.7] This Work

#WL 1 2 2 2

#BL 2 3 2 2

#VGND 0 1 1 1

RSCE N N Y Y

Sub-Vt Operation N Y Y Y

Normalized Area 0.8 1 1.61 1.55

Half Select Disturbance Y Y N N

variation reduction, and less switching activity. A detail comparison table of various

SRAM bit-cells is shown in TABLE 5.1.

Proposed 8T SRAM bit-cell is implemented in UMC 65nm SP 1P10M CMOS tech-

nology. Four metal layers are utilized in the SRAM layout, where VDD, vvss, and GND

are routed in 2nd metal layer, bitline and column-based write-wordline are routed in 3rd

metal layer, and rest word-line are routed in 4th metal layer.

5.2 Asynchronous 8T-SRAM-based FIFO Memory De-

sign in 65nm CMOS

As shown in Fig. 5.13, the proposed asynchronous 8T-SRAM-based FIFO composes

of read/write pointers, read/write control circuitries, adaptive power control system, and
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Figure 5.13: Block diagram of proposed asynchronous 8T-SRAM-based FIFO

8T SRAM array discussed in previous section. The address of 8T-SRAM-based storage

elements are auto-generated by read/write pointers. Asynchronous clock signals, CKR

and CKW, are connected to the read/write control circuitries with clock gating.

5.2.1 Adaptive Power Control System

Leakage power minimization of 8T-SRAM-based FIFO is another critical issue. As

discussed in Sec. 4.2.3.1, similar adaptive power control system is adopted. The proposed

adaptive power control system (APCS) is shown in Fig. 5.14(a). The finite state machine

(FSM) and the equivalent adaptive power control circuit are implemented to generate

control signal, power on. Signals, WWL and P, are generated by write and read pointer

respectively. The basic function of the adaptive control signal generation for each word

can be described as follows.

if(CEN), power on=0; //cutoff mode

elseif(WWL), power on=1; //active mode
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Figure 5.14: (a) The adaptive power control system (b) ith word of storage element

elseif(P), power on=0; //cutoff mode

else power on=power on; //else

As shown in Fig. 5.14(b), the power gating circuit is inserted in each word of the FIFO

memory. The leakage current of each word with invalid data can be minimized by proposed

APCS. For proposed 8T-SRAM-based FIFO, APCS only has 9.7% overhead, but saves

73% reduction of total power.

5.2.2 Read/Write Pulse Control Circuit Design

5.2.2.1 Read Pulse Control Circuit

The read-wordline (RWL) active time in read operation should be long enough for

the sense amplifier sensing data reliably, but it should be turned off soon after the read

operation is finished to reduce power consumption caused by the marginal compensation

current. To adaptively adjust the pulse width of RWL according to current process,

voltage, and temperature status, a replica column is designed for worst case scenario to

provide proposed read pulse control circuit a trigger signal, Rok. The replica column

monitors the time period needed to discharge voltage of RWL to ground (all bit-cells are

set to be ”0”). In this way, the replica column can generate the longest RWL pulse width
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Figure 5.15: The replica column for read operation and read pulse control circuit

required by sense amplifier accurately sensing readout data. All the 8T SRAM bit-cells in

replica column are hardwired to ”0” to ensure the worst case scenario happening. Also, an

additional inverter delay line is inserted to delay Rok output timing of the replica column

to further guarantee enough pulse width margin of RWL for variation tolerance. Once the

Rok is received by write pulse control circuit, it disables RP. The waveform of the signals

for read pulse control circuit is shown in Fig. 5.15. Note that the control circuit generates

read window signal, RP, and read pointer signal, READ. They are used to control read

pointer and adaptively turn off read-wordline, RWLi.

5.2.2.2 Write Pulse Control Circuit

The write-bitline is one of the largest capacitive parts of memory because it inevitably

connects a large amount of bit-cells. Therefore, power dissipated in write-bitlines occupies

about half of the SRAM active power consumption during write operation. To efficiently

control the pulse width of WWL and ensure the selected word written reliably, a replica

column is implemented for worst case scenario to provide proposed write pulse control
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Figure 5.16: The replica column for write operation and write pulse control circuit

circuit a trigger signal, Wok. The replica column and write pulse control circuit are shown

in Fig. 5.16 along with the corresponding waveform. In a write operation, write pulse

signal (WP) initially enables the selected write-wordline (WWLi) of the SRAM array and

the write-wordline (WWLrp) of the replica column for write operation. Meanwhile, WP

also turns on the enable signals of all write drivers including replica column. The data,

Din, are then written to the selected word. Simultaneously, ”0” is written to the bit-cell

of replica column where all cells are originally stored ”1” since it caused the longest write

delay scenario needed for us to monitor. Similarly, an additional inverter delay line is

inserted to delay Wok output timing of the replica column to further guarantee enough

pulse width margin of WWL for variation tolerance. Once the Wok is received by write

pulse control circuit, it disables WP. Note that the write pulse control circuit generates

write window signal, WP, and write pointer signal, WRITE. They are used to control

write pointer and adaptively turn off write-wordline, WWLi. Also, the control scheme of
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replica columns is identical to regular bit-cells in proposed adaptive power control system.

5.3 1Kbit Dynamic Voltage Frequency Scaling 8T-

SRAM-based FIFO Memory in 65nm CMOS for

DVFS Platform

Dynamic voltage frequency scaling (DVFS) is widely used as a strategy to manage

switching power consumption in battery powered devices. DVFS is an approach to reduce

energy consumption by adjusting the system supply voltage over a large range depend-

ing on the performance requirement. Low voltage modes are used to minimize power

consumption associated with components such as CPUs, DSPs, and memories. Once in

significant computational modes, the voltage is then raised. Some DVS systems and appli-

cations, including video coding and medical monitoring, are illustrated in [5.4]. Beside, a

64Kbit reconfigurable SRAM fabricated in 65nm low-power CMOS process operating from

250mV to 1.2V is proposed in [5.9]. For high reliability in ultra-low supply voltage and

high efficient power delivery in micro-power system, a subthreshold microcontroller with

integrated SRAM and power-efficient switched capacitor DC-DC converter is presented

in [5.10].

The proposed DVFS platform is with two different operating modes: Low-Power Mode

and Performance Mode because the well-known signals of the main characteristics of

cardiac activity, e.g. heart rate and ECG, are at a very low rate. The DVFS FIFO

operates in Low-Power Mode to record various physiological signals throughout its life

time while in Performance Mode shortly to process and transmit real-time informative

cardiovascular parameters to a host. This Low-Power Mode dominated scenario is capable

of further reducing total energy consumption by applying DVFS technique, the benefit

of which is attributed to the quadratic savings in active CV DD2 energy. In this work

device in Low-Power Mode and Performance Mode will perform sub-threshold operation

and near-threshold operation respectively.

Fig. 5.17 shows the system block diagram the proposed DVFS SRAM-based FIFO,
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Figure 5.17: Block diagram of the proposed dynamic voltage frequency scaling 8T-SRAM-

based FIFO as a demonstration DVFS platform.

where also shows the simple diagram of switch capacitance (SC) DC-DC converter, DVFS

controller, supply switch, and sub/near-threshold programmable clock generator. For gen-

erating read/write clock signals with different frequency, the clock generator is employed

to create output clock with frequency 1/8 4 times of the reference clock discussed in Sec.

3.2. The SC DC-DC converter, DVFS controller, and supply switch will be gone into

details in the followed sections.

5.3.1 Switched Capacitor DC-DC Converter

To realize the full energy savings of subthreshold operation, a switched capacitor DC-

DC converter supplying ultra-low voltages at high efficiencies is essential. Since the power

consumption of the SRAM load circuits drops exponentially at subthreshold voltages, the

DC-DC converter was designed to deliver a maximum of 100µW of load power. This

reduced load power demand makes switched capacitor DC-DC conversion an ideal choice
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for this application. DC-DC converters achieve dual voltage supply by offering a method

to decrease voltage from the system voltage source such as battery thereby saving space

instead of using multiple voltage sources to accomplish the same thing. DC-DC converter

is composed of comparator, non-overlapping clock generator and switch matrix [5.11].

Multiple topologies make DC-DC converter to achieve scalable voltage generation while

minimizing conduction loss. It can provide a variable output voltage by adjusting the

ratio of charge transfer capacitors, according to the relationship of Vref and VL decides

charging or discharging to charge transfer capacitors.

Figure 5.18: Switched capacitor DC-DC converter.

An on-chip switched capacitor DC-DC converter which can provide regular supply

voltage is considered in this work. Fig. 5.18 shows a switched capacitor DC-DC converter

which uses pulse frequency modulation (PFM) mode (comparator is clocked by the signal

clk) to regulate the output voltage [5.12]. A PFM mode control is crucial to achieving high

efficiency for the extremely low power system being built. When the output voltage (VL) is

above the reference voltage (Vref ), the switches are all set to the Φ1 mode, where VL will be

discharged. When VL falls below Vref , the comparator triggers a Φ2 pulse, which charges

up the output load capacitor (CL). The non-overlapping clock generator block prevents

any overlap between the active phases of Φ1 and Φ2. Besides, the switched capacitor

matrix block contains the charge transfer switches and the charge transfer capacitors.

5.3.2 Supply Switch and DVFS Controller

Switching between voltage supplies during run-time results in supply grid noise, pos-

sible shorting between supplies, and corruption of stored data. Therefore, the run-time

supply switch is utilized to properly control the power gating of different voltage levels
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and converting time. Switching between power supplies is performed dynamically, which

allows for reduced power consumption without a significant impact on performance and

robustness.

Figure 5.19: DVFS controller and its timing diagram.

In this work, the supply switch controls the header switching to provide either 0.5V

or 0.3V as vddf , as shown in Fig. 5.17. The voltage of 0.3V is provided by the SC DC-

DC converter which is mentioned earlier, and 0.5V is provided by the VBAT . A DVFS

controller commands enable signals (CE, WE, and RE) and handshaking signal (level) to

the FIFO and supply switch, respectively. Following a request for a voltage switch (where

the signal MODE changes), correct operation of the FIFO is guaranteed by disabling

read/write enable signals (WE=1 and RE=1) before the actual switching of voltage.

After the FIFO finishes all operations, the supply switch begins to switch between power

supplies. Stalling of FIFO prevents processor operation during the period when the voltage

supply is not completely connected. The stored data in FIFO are preserved within the

internal circuits. When charging or discharging is finished, a confirmation signal (busy)

is transmitted back to the DVFS controller. Finally, the FIFO will be enabled. The finite
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state machine (FSM) of DVFS controller and the timing diagram are shown in Fig. 5.19.

5.3.3 Implementation and Simulation Results

Figure 5.20: Layout view and die photo of 1Kbit asynchronous DVFS 8T-SRAM-based

FIFO.

The layout of the proposed FIFO is shown in Fig. 5.20. Tolerating -40◦C to 125◦C tem-

perature variation and all process corners, 1Kbit asynchronous 8T-SRAM-based FIFO is

implemented in UMC 65nm technology with 0.3V/0.5V supply voltage and 625kHz/20kHz

read/write frequency shown in Table 5.2. With 0.5V and 0.3V supply voltage, the

read/write/standby power consumptions are 0.624µW / 0.527µW / 0.468µW and 0.196µW

/ 0.160µW / 0.159µW, respectively.

Paverage = 1%Pstandby + 93%Pwrite + 5%Psimultaneous + 1%Pread (5.1)

As the average power calculation equation shown in (5.1), the proposed design has only

0.535µW average power consumption. Note that the read operation would fail at 0.3V

supply voltage, SS corner below 10◦C. Because of WSN baseband module only reads out

the data accumulated in FIFO in the performance mode (vddf=0.5V). Accordingly, the

proposed DVFS FIFO only processes write operation in the low-power mode (vddf=0.3V)

and a read operation is forbidden in this mode. In most of the time, the system stays in

low-power mode, thus saving energy consumption.
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Table 5.2: Specifications of 1Kbit asynchronous DVFS 8T-SRAM-based FIFO

Supply Voltage 0.5V/0.3V (read/write)

Process UMC65nm

Active Area 0.95×0.85mm2

Operation Frequency 625kHz/20kHz (read/write)

Operation Temperature -40◦C-125◦C

Power at 0.5V 0.624µW/0.527µW/0.468µW (read/write/standby)

Power at 0.3V 0.196µW/0.160µW/0.159µW (read/write/standby)

Average Power 0.535µW/0.163µW (read/write)

Leakage Current 0.935µA/0.499µA (read/write)

5.3.4 Energy Consumption Analysis

Adjusting the supply voltage involves charging and discharging the large capacitance

of FIFO. This raises two important considerations: 1) energy overhead associated with

changing the supply voltage level should at least be compensated by the energy savings in

the low-power mode and 2) the FIFO read/write operation should stall until the voltage

transients dampens to an acceptable range [5.9]. The overhead energy in the former

consideration comes from discharged power of switch capacitance DC-DC converter and

the power of supply switch control circuit. The overhead energy also associated with

charging and discharging of capacitances in the supply node of FIFO.

To calculate the energy overhead of the FIFO during charging and discharge, the

amount of capacitances connected to supply node (VVDD) of the FIFO needs to be

determined. The capacitances include Cgd of the power gating pMOS transistors, Cbody

at NWELLs since the bodies of pMOS transistors of the FIFO are all connected to vddf,

wiring capacitance, and decoupling capacitors. Energy consumption can be formed as

(5.2).

E = Eactive + Eleakage + Eshort−circuit + Eother (5.2)

where Eactive = αCLV 2
DD, Eleakage =

∫
VDDIleakagedt, and Eshort−circuit = tscVDDIpeak. The

main benefit of voltage scaling is attributed to the quadratic savings in active energy,

Eactive. Furthermore, leakage energy is also reduced at low voltages not only because of
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smaller potential difference across devices but also due to second order effects determining

device Vt such as drain-induced barrier lowering (DIBL).

The simulation results of proposed 1Kbit DVFS 8T-SRAM-based FIFO show the

charging energy and discharging energy are 16.150pJ and 1.951pJ respectively. The av-

erage power consumption for the proposed 1Kbit 8T-SRAM-based FIFO at 0.5V and

0.3V are 0.535µW and 0.163µW respectively. Assuming that TL represents the period

in Low-Power Mode and TP represents the period in Performance Mode, N represents

the converting times, the energy of proposed DVFS 1Kbit 8T-SRAM-based FIFO can be

expressed as

Ew/DV FS = TP × 0.535µW + TL × 0.163µW + N × (16.15pJ + 1.951pJ) (5.3)

The energy of the 1Kbit 8T-SRAM-based FIFO without DVFS can be expressed as

Ewo/DV FS = (TP + TL)× 0.535µW (5.4)

Solving the following inequality, (5.3)¡(5.4):

TP ×0.535µW +TL×0.163µW +N × (16.15pJ + 1.951pJ) < (TP + TL)×0.535µW (5.5)

TL> 48.659µSec (5.6)

The inequality (5.6) means that if the FIFO stays in the low-power mode longer than

48.659µs (N=1), it is more advantageous to apply DVFS. The scenario is shown in Fig.

5.21. For WBAN healthcare applications, the period of sensor nodes in low-power mode

is usually no less than 200µs.

5.4 Summary

A robust asynchronous 8T-SRAM-based FIFO memory with adaptive power control

system is presented in this chapter. A novel 8T SRAM bit-cell is utilized as the storage

element to improve write margin and to reduce write variation. The proposed 8T bit-

cell is more suitable for WBAN applications because of its lower area overhead. RSCE

is utilized to decrease Vt and to rise Ion-Ioff -ratio. For improving read ability, RSCE

hierarchical read-bit-lines are designed. With the adaptive power control system and
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Figure 5.21: Energy consumption comparisons of 1Kbit 8T-SRAM-based FIFO with

DVFS and without DVFS.

complementary power gating technique, along with clock-gated shift register based logic

pointers, leakage power in the FIFO memory array is minimized. Dynamic voltage scaling

is a well-known technique to reduce energy consumption under time-varying performance

constrained scenarios.

In order to demonstrate a benefit of dynamic voltage frequency scaling system, we

convert two operating supply voltages, 500mV and 300mV, for high performance and low

power modes. In ultra-low voltage operation, a robust dynamic voltage scalable SRAM-

based FIFO memory with adaptive power control is presented. The simulation shows that

if the FIFO stays in subthreshold mode longer than 48.66µs, it is more advantageous to

apply DVFS platform. In conclusion, the proposed DVFS FIFO is suitable for WBAN

applications.
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Chapter 6

Conclusions and Future Works

Energy efficient and ultra-low voltage circuits is a key focus in emerging design trend.

In this thesis, a fully integrated area-efficient and ultra-low power temperature sensor

is presented. It can provide vital environmental data to overcome PVT variations and

enhance energy efficiency. With our sensor, a locking range compensation technique of

near-/sub-threshold regions is applied for our DLL-based clock generator. A prototype

test chip of ultra-low voltage FIFO memory in dynamic voltage frequency scaling (DVFS)

platform is presented to combine the benefits of proposed energy efficient designs with a

practical implementation of power management controller for energy efficient chips.

The previous works on energy efficient techniques and wireless body area sensor net-

works (WBANs) applications are introduced in Chapter 2. A frequency-domain tem-

perature sensor is presented in Chapter 3 to enable on-chip temperature measurement.

The sensor was designed to achieve ultra-low voltage operation with reasonable process

variation immunity. A test chip had been fabricated in TSMC general purpose 65nm

CMOS technology meets the target to be capable of 0.4V supply voltage operation over

the temperature range of 0◦C to 100◦C. The power consumption per conversion rate is

11.6pW/samples/sec, which is a hundredfold improvement over previous work [6.1, 6.2].

A programmable clock generator was proposed for a near-/sub-threshold dynamic volt-

age and frequency scaling system. With the proposed PVT compensation technique, the

clock generator could be prevented from the PVT variations under the ultra-low voltage

operations from 0.2V to 0.5V. The proposed clock generator has been implemented in
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UMC 65nm CMOS technology. The measurement results report the corresponding power

consumptions are 5.17µW at 0.5V, 20MHz and 0.18µW at 0.2V, 625kHz, respectively.

It is suitable to be the clock source for emerging ultra-low voltage energy-constrained

applications.

In Chapter 4, a 9T bit-cell is proposed to enhance write ability by cutting off the

positive feedback loop of SRAM cross-coupled inverter pair. In read mode, an access

buffer is designed to isolate storage node from read path for better read robustness and

leakage reduction. Bit-interleaving scheme is allowed by incorporating the proposed 9T

SRAM bit-cell with additional write-wordlines (WWL/WWLb) for soft error tolerance.

A 1Kbit 9T 4-to-1 bit-interleaved SRAM is implemented in 65nm bulk CMOS technology.

The experimental results demonstrate that the test chip minimum energy point occurs

at 0.3V supply voltage. It can achieve an operation frequency of 909kHz with 3.51µW

active power consumption. Meanwhile, an ultra-low power (ULP) 16Kb SRAM-based

first-in first-out (FIFO) memory is proposed for wireless body area networks (WBANs).

The proposed FIFO memory is capable of operating in ultra-low voltage (ULV) regime

with high variation immunity. An ULP near-/sub-threshold 10 transistors (10T) SRAM

bit-cell is proposed to be the storage element for improving write variation in ULV regime

and eliminate the data-dependent bit-line leakage. The proposed SRAM-based FIFO

memory also features adaptive power control circuit, counter-based pointers, and a smart

replica read/write control unit. The proposed FIFO is implemented to achieve a minimum

operating voltage of 400mV in UMC 90nm CMOS technology. The write power is 2.09µW

at 50kHz and the read power is 2.25µW at 625kHz.

An ultra-low voltage asynchronous first-in first-out (FIFO) memory is proposed for

wireless body area networks (WBANs) in Chapter 5. For the ultra-low power consid-

eration, a novel ultra-low power subthreshold 8-transistor (8T) SRAM cell is presented,

which improves write margin and reduces write variation in subthreshold regime. Reverse

short-channel effect (RSCE) is utilized in read-buffer and write access transistor to im-

prove read/write ability. In addition, an adaptive write-word-line window control scheme

is proposed for lower write power and process-voltage-temperature (PVT) tracking. A

1kb dynamic voltage scaling 8T SRAM-based FIFO memory is implemented to operate
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between 0.5V (near-threshold) and 0.3V (subthreshold) in UMC 65nm technology with

0.535µW at 625kHz and 0.163µW at 20kHz power consumption, respectively. The pro-

posed DVS FIFO memory can provide up to 69.5% power savings when low-power mode is

always engaged, and there is no power overhead if the period of low-power mode is longer

than 48.66µs. It is suitable for healthcare applications equipped with DVFS capability.

Figure 6.1: Proposed power management system architecture.

In this work, only fixed dual voltage supply scheme is chosen because it is enough for

energy efficient WBANs applications. However, dynamic multiple voltage supply scheme

is preferred for minimum energy point tracking. In order to provide multiple voltage

sources for DVFS energy efficient chips, we presented a power management system for

solar energy harvesting applications in [6.3]. It receives power from photovoltaic (PV)

cell and generate different voltage levels, they are 1V-0.3V for analog circuitry and low

power digital circuitry, -1.2V for super-cutoff technique in memory circuitry, and 10V for

FLASH memory or I/O components. Among the proposed power management system,

high power efficient switched capacitor (SC) DC-DC converter and voltage regulator are

two key components. Fully digital controlled voltage regulator was first presented in [6.4].

It has high current efficient of 99.8% with only 164.5µA quiescent current. However,

the accuracy of the digital error detector in the proposed voltage regulator is heavily

affected by PVT variations. Therefore, variation-aware voltage regulator and SC DC-DC

converter require more research efforts for DVFS platform.

Another interesting research topic is utilizing the proposed temperature sensor in

Chapter 3 for our proposed DVFS platform shown in Fig. 6.2 and TSV 3D-IC package
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Figure 6.2: PVT-aware ultra-low voltage DVFS FIFO system.

Figure 6.3: PVT sensors for 3D-IC package technology.

technology shown in Fig. 6.3. Our high area-/energy-efficient temperature sensor can be

deployed several hundred sensors within every layers of 3D-IC chips. With rich temper-

ature information, an advanced dynamic temperature management unit is an interesting

research topic to provide a smart solution for hot-spot issue.
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