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Abstract

OFDMA (orthogonal frequency ‘division ‘multiple access) technique has drawn
much interest recently in the mobile transmission environment and been successfully
applied to a wide variety of digital communications applications over the past several
years. One of the main reason to use OFDMA is its robustness against frequency
selective fading and narrowband interference. We focus on the OFDMA downlink
channel estimation based on IEEE 802.16e and 802.16m.

We present two channel estimation methods. One is advanced 4-point linear
interpolation. First, we use LS estimator on pilot subcarriers because of its low
computational complexity. Second, we estimate the channel response in the middle of
the pilot location in the time domain. Finally we estimate the channel response on
data subcarriers using linear interpolation in the frequency domain. The other method

is LMMSE channel estimation, First, we use LS estimator on pilot subcarriers, and do



linear interpolation at the pilot location in time. Second, we estimate the delay
parameters. Third, we find the autocorrelation function associated with the
approximate PDP. Finally base on this autocorrelation function, do LMMSE filtering
to estimate the data subcarrier response. We verify our simulation model on AWGN
channel and then do the simulation on multipath channels for IEEE 802.16e and
802.16m.

In this thesis, we first introduce the standard of the IEEE 802.16e and 802.16m
OFDMA downlink. Then we describe the channel estimation methods we use and
discuss the performance in each transmission condition for IEEE 802.16e and

802.16m.
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Chapter 1

Introduction

In response to ITU-R’s plan for the fourth-generation mobile communication standard IMT-
Advanced, the IEEE 802.16 standards group has set up the 802.16m (i.e., Advanced WiMAX)
task group. The new frame structure developed by IEEE 802.16m can be compatible with
IEEE 802.16e, reduce communication latency; support relay, and coexist with other radio
access techniques (in particular, LTE).-We study the channel estimation technique for IEEE
802.16e and 802.16m. In particular,we consider the linear minimum mean-square error
(LMMSE) approach wherein we employ the technique proposed in [14]. Below, we follow

[14] to introduce the pilot-aided LMMSE channel estimation problem.

Pilot-aided channel estimation is widely employed in today’s coherent wireless orthogonal
frequency-division multiplexing (OFDM) systems. The subcarriers that carry pilot signals
are usually dispersed in frequency and in time. The LMMSE technique is also known as
Wiener filtering. Given some initial channel estimates at pilot subcarriers, the LMMSE

channel estimate at any subcarrier d, is given by [1]-[5].

Hy=wiH, (1.1)
with
wi = (Ry + o21) 1y, (1.2)



where ﬁd is the desired channel estimate; w, is the Wiener filter; superscript H denotes
Hermitian transpose; ﬁ » 18 the vector of given initial channel estimates; R, = E(H ;s f ),
with F denoting expectation and H, being the vector of true channel responses at pilot
subcarriers; r,, = E(H,H}) with H; being the true channel response at subcarrier d; 02 is
the variance of additive noise in ﬁ »» assumed white Gaussian (i.e., AWGN); and T denotes
an identity matrix, although it does not matter for now, we note that a convenient and
frequently used method to estimate E , 18 the least-squares (LS) method, which merely
divides the received signal at each pilot subcarrier by the known pilot value there to obtain
the estimated response there [3]. If the pilots have unity magnitude, then o2 is equal to the

variance of the additive channel noise.

To carry out the LMMSE estimation, one needs to know Ry, r,,,, and o2. The estimation
of 0% can be achieved by measuring the received power at the null subcarriers. The estimation
of R, and r,,, however, presents a problem.”One aspect of the problem has to do with the fact
that an accurate estimate requires averaging over sufficiently many samples. But when the
channel is time-varying, one may not have this luxury within the coherence time, especially if
the system only transmits a small number of pilots. Another aspect of the problem concerns

r4,- Each element of this vector is the crosscorrelation of the channel response at a pilot

"
subcarrier and that at subcarrier d. The estimation of r,, usually requires interpolation
(which involves approximation) in addition to averaging. The problem in estimating R,, and

14, makes strict-sense LMMSE channel estimation impractical in some cases.

To sidestep the above problem, one approach is to employ a simple model for the channel
power-delay profile (PDP). A choice is the exponential model [3], [6], [7], for which the entire

second-order channel statistics are defined by the mean delay 7, and the root-mean-square

2

(RMS) delay spread 7,,,s. Given 7, and 7,,,s as well as o,

, one can calculate R, and r,, and

then calculate the Wiener filter w,;. The price paid is that the PDP model employed may be



an oversimplification of the actual situation, which results in modeling error. But [14] shows
that exponential PDP hased LMMSE channel estimation can yield good performance and is

amenable to typical pilot-transmittily OFDM signal structures.

In this thesis, we consider using the method derived in [14] for downlink (DL) channel
estimation in IEEE 802.16m. And we tie up some loose parts in [14] concerning the DL
channel estimation in IEEE 802.16e OFDMA, where these loose parts concern the values of
o2 in R,. As a key step in the overall channel estimation process, we employ the method
proposed in [14] to estimate the mean delay and the RMS delay spread from noisy channel

response estimates at the pilot subcarriers.

In what follows, we introduce the IEEE 802.16e and 802.16m OFDMA downlink specifi-
cations in chapters 2 and 3 , respectively. In chapter 4, we introduce the channel estimation
methods. In chapters 5 and 6, we discuss the performance of channel estimation methods
for IEEE 802.16e and 802.16m downlink transmissions, respectively. At last, we give the

conclusion and discuss some potential-future work in chapter 7.



Chapter 2

Introduction to IEEE 802.16e¢
OFDMA

We first introduce some basic concepts of the orthogonal frequency-division multiple ac-
cess (OFDMA) technique for multicarrier modulation. The downlink specifications of IEEE

802.16e are introduced afterwards.

2.1 Overview of OFDMA {11], [12]

OFDMA is considered one most appropriate scheme for future wireless systems, including
fourth-generation (4G) broadband wireless networks. In an OFDMA system, users simulta-
neously transmit their data by modulating mutually exclusive sets of orthogonal subcarriers,
so that each user’s signal can be separated in the frequency domain. One typical structure
is subband OFDMA, where all available subcarriers are divided into a number of subbands
and each user is allowed to use one or more available subbands for the data transmission.
Usually, pilot symbols are employed for the estimation of channel state information (CSI)
within the subband. TEEE 802.16e and 802.16m are examples of such systems. Figure 2.1
shows an OFDMA system in which active users simultaneously communicate with the base

station (BS).
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Figure 2.1: Discrete-time model of the baseband OFDMA system (from [11]).

2.1.1 Cyclic Prefix

Cyclic prefix (CP) or guard time is used in OFDM and OFDMA systems to overcome the in-
tersymbol and interchannel intercarrier problems.-The multiuser channel is usually assumed
to be substantially invariant within one-bloek-(er one-symbol) duration. The channel delay
spread plus symbol timing mismatch is usually assumed to be smaller than the CP duration.
In this condition, users do not interfere with each other in the frequency domain, when there

is proper time and frequency synchronization.

A CP is a copy of the last part of the OFDMA symbol (see Fig. 2.2). A copy of the last T,
of the useful symbol period is used to collect multipaths while maintaining the orthogonality
of subcarriers. However, the transmitter energy increases with the length of the guard time
while the receiver energy remains the same (the CP is discarded in the receiver). So there is

a 10log(1-T,/(T,+1,))/log(10) dB loss in Ej,/Ny.
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Figure 2.2: OFDMA symbol time structure (Fig. 428 in [10]).

2.1.2 Discrete-Time Baseband Equivalent System Model

The material in this subsection is mainly taken from [12]. Consider an OFDMA system with
M active users sharing a bandwidth of B :% Hz (T is the sampling period) as shown in
Fig. 2.3. The system consists of K subcarriers of which K, are useful subcarriers (exclud-
ing guard bands and DC subcarrier). The users are allocated non-overlapping subcarriers

according to their needs.

The discrete-time baseband channel ‘consists of, say, L multipath components and has

the form
L—1
h(l) = hnd(1 = 1,) (2.1)
m=0

where h,, is a zero-mean complex Gaussian random variable with E[h;h}] = 0 for i # j. In

the frequency domain,

H =Fh (2.2)

where H = [Hy, Hy, ..., Hx 1], h = [hg, ..., hg 1,0, ...,0]7 and F is K-point discrete fourier
transform (DFT) matrix. The impulse response length [;,_; is upper bounded by the length
of CP (Lep).
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Figure 2.3: Discrete-time baseband equivalent of an OFDMA system with M users (from
[12]).

The received signal in the frequency domain is given by

M

Yn - Z Xi,nHi,n + Vn (23)
=1

where X, ,, = diag(X; .0, ..., Xinx—1) is K x K diagonal data matrix and H;, is the K x 1
channel vector (2.2) corresponding to the ith user in the nth symbol. The noise vector V,,

is distributed as CN(0, 0% I).

2.2 Basic OFDMA Symbol Structure in IEEE 802.16e

The WirelessMAN-OFDMA PHY, is designed for nonline-of-sight (NLOS) operation in fre-

quency bands below 11 GHz. For licensed bands, channel bandwidths allowed shall be limited



to the regulatory provisioned bandwidth divided by any power of 2 no less than 1.0 MHz.

The material in this section is mainly taken from [8] and [9].

2.2.1 OFDMA Basic Terms

We introduce some basic terms in OFDMA PHY. These definitions would help us understand

the concepts of subcarrier allocation and transmission of IEEE 802.16e OFDMA.

e Slot: A slot in the OFDMA PHY is a two-dimensional entity spanning both a time
and a subchannel dimension. It is the minimum possible data allocation unit. For
downlink (DL) PUSC (Partial Usage of SubChannels), one slot is one subchannel by
two OFDMA symbols. For uplink (UL), one slot is one subchannel by three OFDMA

symbols.

e Data region: In OFDMA, a data region is a two-dimensional allocation of a group of
contiguous subchannels in a group of contiguous OFDMA symbols. All the allocations
refer to logical subchannels. A “two. dimensional allocation may be visualized as a

rectangle, such as the 4 x 3 rectangle shown in Fig. 2.4.

e Segment: A segment is a subdivision of the set of available OFDMA subchannels (that
may include all available subchannels). One segment is used for deploying a single
instance of the MAC.

2.2.2 Frequency Domain Description

An OFDMA symbol (see Fig. 2.5) is made up of subcarriers, the number of which determines

the FFT size used. There are several subcarrier types:

e Data subcarriers: for data transmission.
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Figure 2.4: Example of the data region which defines the OFDMA allocation (from [8]).
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Figure 2.5: OFDMA: frequency. description (from [8]).

e Pilot subcarriers: for various estimation purposes.

e Null subcarriers: no transmission at all, for guard bands and DC subcarrier.

2.2.3 Primitive Parameters
Four primitive parameters characterize the OFDMA symbols:
e BW: the nominal channel bandwidth.

® Nyseq: number of used subcarriers (which includes the DC subcarrier).

e n: sampling factor. This parameter, in conjunction with BW and N4, determines the

subcarrier spacing and the useful symbol time. Its value is set as follows: For channel



bandwidths that are a multiple of 1.75 MHz n = 8/7, else for channel bandwidths that
are a multiple of any of 1.25, 1.5, 2 or 2.75 MHz n = 28 /25, else for channel bandwidths

not otherwise specified n = 8/7.

e (: This is the ratio of CP time to “useful” time, i.e., T,,/Ts. The following values

shall be supported: 1/32, 1/16, 1/8, and 1/4.

2.2.4 Derived Parameters

The following parameters are defined in terms of the primitive parameters.

e Nppr: smallest power of two greater than N 4.

e Sampling frequency: Fs = |n-BW /8000 x 8000.
e Subcarrier spacing: Af = F,/Nppr.

e Useful symbol time: T, = 1/Af.

o CP time: T, = G x Tj.

e OFDMA symbol time: Ty = Tj, + T}

e Sampling time: T,/Ngpr.

2.2.5 Frame Structure

When implementing a time-division duplex (TDD) system, the frame structure is built from
base station (BS) and subscriber station (SS) transmissions. Each frame in the DL transmis-
sion begins with a preamble followed by a DL transmission period and an UL transmission
period. In each frame, the TTG and RTG shall be inserted between the downlink and uplink
periods and at the end of each frame, respectively, to allow the BS to turn around. Fig. 2.6

shows an example of an OFDMA frame with only mandatory zone in TDD mode.
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Figure 2.6: Example of an OFDMA frame (with only mandatory zone) in TDD mode (from

[9])-

2.3 Downlink Transmission in IEEE 802.16e OFDMA

This section briefly introduces the specifications of IEEE 802.16e OFDMA PUSC downlink

transmission. The material is mainly taken from [8] and [9].

2.3.1

The downlink data mapping rules are as follows:

Data Mapping Rules

1. Segment the data after the modulation block into blocks sized to fit into one OFDMA

slot.

2. Each slot shall span one subchannel in the subchannel axis and one or more OFDMA

symbols in the time axis, as per the slot definition mentioned before. Map the slots

11
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Figure 2.7: Example of mapping OFDMA slots to subchannels and symbols in the downlink
in PUSC mode (from [9]).

such that the lowest numbered slot 'occupies the lowest numbered subchannel in the

lowest numbered OFDMA symbol.

3. Continue the mapping such that the OFDMA subchannel index is increased. When
the edge of the data region is reached, continue the mapping from the lowest numbered

OFDMA subchannel in the next available symbol.

Figure 2.7 illustrates the order of OFDMA slots mapping to subchannels and OFDMA

symbols.

2.3.2 Preamble Structure and Modulation

The first symbol of the downlink transmission is the preamble. Fig. 2.8 shows a downlink
transmission period. There are three types of preamble carrier-sets, which are defined by

allocation of different subcarriers. The subcarriers are modulated using a boosted BPSK

12
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Figure 2.8: Downlink transmission basic structure (from [8]).

modulation with a specific pseudo-noise (PN) code. The PN series modulating the pilots in

the preamble can be found in [8, pp. 553-562].

The preamble carrier-sets are defined as

PreambleCarrierSet, =n + 3 - k, (2.4)

where:

e PreambleCarrierSet, specifies all subcarriers allocated to the specific preamble,
e 1 is the number of the preamble carrier-set indexed 0, 1, 2, and

e k is a running index 0,...,567.

Each segment uses one type of preamble out of the three sets in the following manner: For
the preamble symbol, there will be 172 guard band subcarriers on the left side and the right
side of the spectrum. Segment i uses preamble carrier-set i, where ¢ = 0,1,2. The DC
subcarrier will not be modulated at all and the appropriate PN will be discarded. Therefore,

DC subcarrier shall always be zeroed.

13
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Figure 2.9: Cluster structure (from [9]).

The pilots in downlink preamble shall be modulated as

1
R{PreamblePilotsModulatedt = 4-/2- (5 —wr),

S{ PreamblePilotsModulated} = 0. (2.5)

2.3.3 Subcarrier Allocations

The OFDMA symbol structure is constructed using pilot, data and zero subcarriers. The
symbol is first divided into basic clusters and zero carriers are allocated. The pilot tones are
allocated first; what remains are data-subcarriers, which are divided into subchannels that

are used exclusively for data. Pilots and‘data carriers are allocated within each cluster.

Figure 2.9 shows the cluster structure with subcarriers from left to right in order of
increasing subcarrier index. For the purpose of determining PUSC pilot location, odd and
even symbols are counted from the beginning of the current zone. The first symbol in
the zone is even. The preamble shall not be counted as part of the first zone. Table 2.1

summarizes the parameters of the OFDMA PUSC symbol structure.

The allocation of subcarriers to subchannels is performed using the following procedure:

1. Divide the subcarriers into a number (Ngysiers) of physical clusters containing 14 ad-

jacent subcarriers each (starting from carrier 0).

14



Table 2.1: OFDMA Downlink Subcarrier Allocation Under PUSC [8], [9]

Parameter ‘ Value ‘ Comments

Number of DC 1 Index 1024 (counting from 0)

subcarriers

Number of guard 184

subcarriers, left

Number of guard 183

subcarriers, right

Number of used 1681 Number of all subcarriers used within a

subcarriers (Nyseq) symbol, including all possible allocated
pilots and the DC carrier

Number of subcarriers 14

per cluster

Number of clusters 120

Renumbering sequence 1 Used to renumber clusters before
allocation to subchannels:
6;108;37,81,31,100,42,116,32,107,30,93,54,78,
10,75,60,111,58,106,23,105,16,117,39,95,7,
115,25,119,53,71,22,98,28,79,17,63,27,72,29,
86,5,101,49,104,9,68,1,73,36,74,43,62,20,84,
52,64,34,60,66,48,97,21,91,40,102,56,92,47,
90,33,114,18,70,15,110,51,118,46,83,45,76,57,
99,35,67,55,85,59,113,11,82,38,88,19,77,3,87,
12,89,26,65,41,109,44,69,8,61,13,96,14,103,2,
80,24,112,4,94.0

Number of data 24

subcarriers in each

symbol per subchannel

Number of subchannels 60

Basic permutation 12 6,9,4,8,10,11,5,2,7,3,1,0

sequence 12 (for 12

subchannels)

Basic permutation 8 7,4,0,2,1,5,3,6

sequence 8 (for 8

subchannels)

15




2. Renumber the physical clusters into logical clusters using the following formula:

LogicalCluster

RenumberingSequence( Physical Cluster), first DL zone,
= RenumberingSequence((PhysicalC’luster—l—
13- DL_PermBase)mod Nclusms), otherwise.

3. Dividing the clusters into six major groups. Group 0 includes clusters 0-23, group 1
clusters 24-39, group 2 clusters 40-63, group 3 clusters 64—79, group 4 clusters 80—
103 and group 5 clusters 104-119. These groups may be allocated to segments. If a
segment is being used, then at least one group shall be allocated to it. (By default

group 0 is allocated to segment 0, group 2 to segment 1, and group 4 to segment 2) .

4. Allocate subcarriers to subchannels in each major group separately for each OFDMA
symbol by first allocating the pilot subcarriers within each cluster and then taking all
remaining data subcarriers within the'symbol.. The exact partitioning into subchannels

is according to the equation below; called a permutation formula:

subcarrier(k, S) - Nsubchannels =N + {ps [nk mod Nsubchannels]+

DL,PermBase}mOd Nsubchannels

where:

e subcarrier(k,s) is the subcarrier index of subcarrier k in subchannel s,
e s is the index number of a subchannel, from the set [0.. Nsybchanners — 1],

e n; = (k+ 13- s)mod Ngypearriers, Where k is the subcarrier-in-subchannel index

from the set [0--Nsubcarm'ers - 1]7

® Ngubchanners 18 the number of subchannels (for PUSC use number of subchannels

in the currently partitioned group),

16
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Figure 2.10: PRBS generator for pilot modulation (from [8] and [9]).

e ps[j] is the series obtained by rotating basic permutation sequence cyclically to

the left s times,

® Noubcarriers 18 the number of data subcarriers allocated to a subchannel in each

OFDMA symbol, and

e DL _PermBase is an integer from 0 to 31.

2.3.4 Pilot Modulation

Pilot subcarriers shall be inserted into each data burst in order to constitute the symbol.
The PRBS (pseudo-random binary sequence) generator depicted in Fig. 2.10 shall be used

to produce a sequence wy.

Each pilot shall be transmitted with a boosting of 2.5 dB over the average non-boosted

power of each data tone. The pilot subcarriers shall be modulated according to

(% —w), S{e) =0, (2.6)

w| oo

%{Ck} =
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Figure 2.11: QPSK, 16-QAM, and 64-QAM constellations (from [8]).

2.3.5 Data Modulation

As shown in Fig. 2.11, for downlink transmission, gray-mapped QPSK and Gray-mapped

16QQAM shall be supported, whereas the support of 64QAM (also Gray-mapped) is optional.
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Chapter 3

Introduction to IEEE 802.16m
OFDMA

3.1 Basic OFDMA Symbol Structure in IEEE 802.16m
[10]

The Advanced Air Interface defined by IEEE 802:16mvis designed for nonline-of-sight (NLOS)
operation in the licensed frequency bands below 6 GHz.- The Advanced Air Interface supports
time-division-duplexing (TDD) and frequency-division-duplexing (FDD) duplex modes, in-
cluding half FDD (H-FDD) mobile station (MS) operation. Unless otherwise specified, the

frame structure attributes and baseband processing are common for all duplex modes.

The Advanced Air Interface uses OFDMA as the multiple access scheme in the downlink

and uplink. The material of this is taken from [10].

3.1.1 OFDMA Basic Terms

We introduce some basic terms appeared in the OFDMA physical layer (PHY) of IEEE
802.16m. These definitions help us understand the concepts of subcarrier allocation and

transmission in IEEE 802.16m OFDMA.

19



Table 3.1: PRU Structure for Different Types of Subframes

Subframe Type | Number of Subcarriers | Number of Symbols
Type-1 18 6
Type-2 18 7
Type-3 18 5

e Physical and logical resource unit: A physical resource unit (PRU) is the basic physical
unit for resource allocation. It comprises Ps. consecutive subcarriers by Ny, consec-
utive OFDMA symbols. P;. is 18 subcarriers and Ny, is 6 OFDMA symbols for
type-1 subframes, 7 OFDM symbols for type-2 subframes, and 5 OFDMA symbols for
type-3 subframes. Table 1.1 illustrates the PRU’s sizes for different subframe types.
A logical resource unit (LRU) is the basic logical unit for distributed and localized
resource allocations. An LRU is Py - Ny, subcarriers for type-1, type-2, and type-3
subframes. The LRU includes the pilots that are used in a PRU. The effective number

of subcarriers in an LRU depends on the number of allocated pilots.

e Distributed resource unit: A distributed resource unit (DRU) contains a group of sub-
carriers which are spread across the distributed resource allocations within a frequency
partition. The size of DRU equals the size of PRU, i.e., P, subcarriers by Ngn,
OFDMA symbols.

e Contiguous resource unit: The localized resource unit, also known as contiguous re-
source unit (CRU), contains a group of subcarriers which are contiguous across the
localized resource allocations. The size of CRU equals the size of PRU, i.e., P, sub-

carriers by Ny, OFDMA symbols.
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3.1.2 Frequency Domain Description

The frequency domain description includes the basic structure of an OFDMA symbol. An
OFDMA symbol is made up of subcarriers, the number of which determines the DFT size

used. There are several subcarrier types:

e Data subcarriers: for data transmission.
e Pilot subcarriers: for various estimation purposes.

e Null subcarriers: no transmission at all, for guard bands and DC subcarrier.
The purpose of the guard bands is to help enable proper bandlimiting.
3.1.3 Primitive Parameters
Four primitive parameters characterize.the OFDMA symbols:

BW: the nominal channel bandwidth.

Nyseq: number of used subcarriers (which includes the DC subcarrier).

e n: sampling factor. This parameter, in conjunction with BW and N4, determines
the subcarrier spacing and the useful symbol time. This value is given in Figs. 3.1 and

3.2 for each nominal bandwidth.

e (: This is the ratio of CP time to “useful” time, i.e., Ti,/Ts. The following values

shall be supported: 1/16, 1/8, and 1/4.

3.1.4 Derived Parameters

The following parameters are defined in terms of the primitive parameters.
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o Nppp: smallest power of two greater than Nys.q.

Sampling frequency: F, = |n - BW/8000] x 8000.

Subcarrier spacing: Af = F;/Nppr.

Useful symbol time: T, = 1/Af.

CP time: T, = G x T,

OFDMA symbol time: T =T}, + T,.

Sampling time: T},/Nppr.

3.1.5 Frame Structure

The advanced air interface basic frame.structure.is illustrated in Fig. 3.3. Each 20 ms
superframe is divided into four 5-ms radio frames.- When using the same OFDMA parameters
as in Figs. 3.1 and 3.2 with channel bandwidth of 5,10, or 20 MHz, each 5-ms radio frame
further consists of eight subframes for G =1/8%and 1/16. With channel bandwidth of 8.75
or 7 MHz, each 5-ms radio frame further consists of seven and six subframes, respectively
for G = 1/8 and 1/16. In the case of G = 1/4, the number of subframes per frame is one
less than that of other CP lengths for each bandwidth case. A subframe shall be assigned

for either downlink (DL) or uplink (UL) transmission. There are four types of subframes:

e Type-1 subframe consists of six OFDMA symbols.
e Type-2 subframe consists of seven OFDMA symbols.

e Type-3 subframe consists of five OFDMA symbols.
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The nominal channel bandwidth, BW (MHz) 5 7 8.75 10 20
Sampling factor, n 28/25 8/7 8/7 28/25 28/25
Sampling frequency. F, (MHz) 5.6 8 10 11.2 224
FFT size, Nggr 512 1024 1024 1024 2048
Subcarrier spacing, Af (kHz) 10.94 7.81 9.77 10.94 10.94
Useful symbol time, T3 (us) 91.4 128 1024 914 91.4
OFDMA symbol time, T; (us) 102.857 144 115.2 102.857 | 102.857
Number of 48 34 43 48 48
OFDMA symbols
FDD per Sms frame
CPratio, G=1/8 Idle time (us) 62.857 104 46.40 62.857 62.857
Number of 47 33 42 47 47
OFDMA symbols
TDD per Sms frame
TTG + RTG (us) 165.714 248 161.6 165.714 | 165.714
OFDMA symbol time, T, (us) 97.143 136 108.8 97.143 97.143
Number of 51 36 45 51 51
OFDMA symbols
FDD per Sms frame
CP ratio, G=1/16 Idle time (us) 45.71 104 104 45.71 45.71
Number of 50 35 44 50 50
OFDMA symbols
TDD per Sms frame
TTG + RTG (us) 142.853 240 2128 142.853 | 142.853

Figure 3.1: OFDMA parameters (Table 647 in [10]).

e Type-4 subframe consists of nine OFDMA symbols. This type shall be applied only to
UL subframe for the 8.75 MHz channel bandwidth when supporting the WirelessM AN-
OFDMA frames.

The basic frame structure is applied to FDD and TDD duplexing schemes, including
H-FDD MS operation. The number of switching points in each radio frame in TDD systems

shall be two, where a switching point is defined as a change of directionality, i.e., from DL

to UL or from UL to DL.
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OFDMA symbol time, T} (us) 114.286 160 128 114.286 | 114.286
Number of 43 31 39 43 43
OFDMA symbols
FDD per Sms frame
CP ratio, G=1/4 Idle time (us) 85.604 40 8 85.694 85.604
Number of 42 30 38 42 42
OFDMA symbols
TDD per Sms frame
TTG+RIG (ns) 199.98 200 136 199.98 199,98
Number of Guard Sub-Carriers Left 40 80 80 80 160
Right 39 79 79 79 159
Number of Used Sub-Carriers 433 865 865 865 1729
Number of Physical Resource Unit (18x6) in a type-1 sub- 24 48 48 48 96
frame.
Figure 3.2: More OFDMA parameters (Table 647 in [10]).
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IEET SU1 siz ] sus
-~ ~
-~ Frame: 5ms S
- - ~
I Superframe Header
FO F1 F2 F3 |
-~ S
- Subframe ~
- —
- —p l— ~

| SFO| SF1| SF2| SF3| SF4| SF5| SF6| SF7|

/ \
/ \
w|u|w|v|n(n
O|=(r| | |th

—P l—

OFDMA Symbol

Figure 3.3: Basic frame structure for 5, 10 and 20 MHz channel bandwidths (Fig. 430 in
[10]).

A data burst shall occupy either one subframe (i.e., the default transmission time interval

[TTI] transmission) or contiguous multiple subframes (i.e., the long TTI transmission). The
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long TTI in FDD shall be 4 subframes for both DL. and UL. The long TTT in TDD shall
be the whole DL (UL) subframes for DL (UL) in a frame. Every superframe shall contain
a superframe header (SFH). The SFH shall be located in the first DL subframe of the

superframe and shall include broadcast channels.

3.2 Downlink Transmission in IEEE 802.16m OFDMA[10]

Again this section is mainly taken from [10]. Each DL subframe is divided into 4 or fewer
frequency partitions; each partition consists of a set of physical resource units across the
total number of OFDMA symbols available in the subframe. Each frequency partition can
include contiguous (localized) and/or non-contiguous (distributed) physical resource units.
Each frequency partition can be used for different purposes such as fractional frequency reuse
(FFR) or multicast and broadcast services (MBS). Fig. 3.4 illustrates the downlink physical
structure in an example of two frequency partitions with frequency partition 2 including

both contiguous and distributed resource allocations.

3.2.1 Subband Partitioning

The PRUs are first subdivided into subbands and minibands where a subband comprises
N; adjacent PRUs and a miniband comprises N, adjacent PRUs, where N; = 4 and Ny =
1. Subbands are suitable for frequency selective allocations as they provide a contiguous
allocation of PRUs in frequency. Minibands are suitable for frequency diverse allocation and

are permuted in frequency.

The number of subbands reserved is denoted by Kgg. The number of PRUs allocated
to subbands is denoted by Lgg, where Lsg = Ny - Kgp, depending on system bandwidth.
A 4 or 3-bit field called Subband Allocation Count (SAC) determines the value of Kgp.

The remainder of the PRUs are allocated to minibands. The number of minibands in an
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Figure 3.4: Example of downlink physical structure (Fig. 449 in [10]).

allocation is denoted by Kjp;g. The number of PRUs allocated to minibands is denoted
by Lyp, where Ly g = Ny - Ky . The total number of PRUs is denoted NPRU where
NPRU = Lgg + Lyg. The maximum number of‘subbands that can be formed is denoted

Ngup where Ny, = NPRU/Nj.

Figs. 3.5 and 3.6 show the mapping between SAC and Kgp for the 10 and 20 MHz bands

and the 5 MHz band, respectively.

PRUs are partitioned and reordered into two groups called subband PRUs and miniband
PRUs and denoted PRUgp and PRU,;p, respectively. The set PRUgsp is numbered from 0
to Lsp — 1,and the set PRU);p is numbered from 0 to Ly, — 1. Equation 3.1 defines the
mapping of PRUs to PRUsp, and 3.3 the mapping of PRUs to PRU,,g. Fig. 3.7 illustrates
the PRU to PRUsp and PRU,;p mappings for a 5 MHz bandwidth with Kgp equal to 3.

PRUgg[j] = PRU[i], j=0,1,...Lep—1 (3.1)
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Figure 3.5: Mapping between SAC and Kgp for 10 or 20 MHz band (Table 649 in [10]).

where

be g | GOD(Nyy [ ,
= e ) By vy o 52)

with GC'D(z,y) being the greatest common divisor of z and y.

PRUyglk] = PRU[i], k=0,1,...,Lyp—1 (3.3)
where
GOD(Nyyp, [ Nsub 1)
. Ny - {(%.1 . Lk"'AL]lSBJ + LL/H-A%SBJ , N:;b Ksi |1 mod Ny,
L= +</‘C+LSB) mod Ny, Keg >0
Z. = k: KSB = O
(3.4)
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Figure 3.6: Mapping between SAC and Kgp for 5 MHz band (Table 650 in [10]).

3.2.2 Miniband Permutation

The miniband permutation maps the PRU)sps to Permuted PRUy s (PPRUy;ps) to ensure

that frequency diverse PRUs are allocated te.each frequency partition. Fig. 3.8 shows an

example. The following equation providesra mapping from PRUy;z to PPRUyp:

where

PRUyplj] = PRUJ,

i=(q(j) mod D)- P+ |1
P = min(Kyp, N1/Na),

r(j) = max(j — (Kyp mod P)-D),0),

a) =i+ 122
D= LKIJZB +1].
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Figure 3.7: PRU to PRUsp and PRU);p mapping for BW = 5 MHz, and Kg¢p=3 (Fig. 450
in [10]).

3.2.3 Frequency Partitioning

The PRUsg and PPRU),p are allocated to one or more frequency partitions. The fre-

quency partition configuration is transmitted in the SFH in a 4 or 3-bit called the Downlink
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Figure 3.8: Mapping from PRUs to PRUgg and PPRU,;g for BW = 5 MHz and Kgg = 3
(Fig. 451 in [10]).

Frequency Partition Configuration (DFPC) depending on system bandwidth. Frequency
Partition Count (FPCT) defines the number of frequency partitions. Frequency Partition
Size (FPSi) defines the number of PRUs allocated to F'P;. FPCT and FPSi are determined
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DFPC (1;‘;3;;,‘;?3;‘2;5 FPCT FPS FPS; (i-0)
0 1:0:0:0 1 NpRU 0
1 0:1:1:1 3 0 Npgy * 113
2 1:1:1:1 4 Npgys * 1/4 Npg * L/4
3 3:1:1:1 4 Npgo * 12 Npgus * 1/6
4 5:1:1:1 4 Npgy * 5/8 Npgpp * 1/8
i ol 4 Npry * 912 Npgy * 1/12
6 0:5:5:5 4 Npgry * 3/8 Npgy * 5/12

7-15 Reserved

Figure 3.9: Mapping between DFPC and frequency partitioning for 10 or 20 MHz band
(Table 651 in [10]).

FPC (FPOFDLEPIEDS) FPCT FPS, FPS; (i>0)
0 1:0:0:0 1 Negy 0
1 0:1:1:1 3 0 Npgy * 1/3
2 1:1:1:1 4 Npgy * 1/4 Npgy * 1/4
3 3:1:1:1 4 Npgy * 112 Npgy * 1/6
4.7 Reserved

Figure 3.10: Mapping between DFPC and frequency partitioning for 5 MHz band (Table
652 in [10]).

from FPC as shown in Figs. 3.9 and 3.10. A 3, 2, or 1-bit parameter called the Downlink
Frequency Partition Subband Count (DFPSC) defines the number of subbands allocated to
FP;,i>0. Fig. 3.11 continues the examples in Fig. 3.7 and 3.8 and shows how PRUgp

and PPRU);p can be mapped to frequency partitions.

The number of subbands in ith frequency partition is denoted by Kgsp pp,. The number

of minibands is denoted by Ky/p pp,, which is determined by FPS and FPSC fields. The
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Figure 3.11: Frequency partitioning for BW = 5 MHz, Kgg = 3, FPCT = 2, FPS = 12, and
FPSC =1 (Fig. 452 in [10]).

number of subband PRUs in each frequency partition is denoted by Lgpg pp;, which is given
by Lsprp, = Ny - Ksp rpi. The number of miniband PRUs in each frequency partition is

denoted by LMB,FPi, which is given by LMB,FPi = N2 : KMB,FPi-

KSB; ZIO,

Ksprpi = { FPSC, i>0, (3.11)
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KMB,FPi:(FPSi_KSB,FPi'Nl)/N27 0<i< FPCT. (312)
The mapping of subband PRUs and miniband PRUs to the frequency partition is given by

PRUsp(ky), 0 <j < LspFpi,

PRUFpi(j) = { PPRUyp(k2), Lsprpi <j < (Lsprri+ LybFpi), (3:13)
where -
ky = Z Lsprpm+J (3.14)
m=0
and -
ko = Z Lsprpm +J — LsgFpi- (3.15)

3.3 Cell-Specific Resource Mapping[10]

The content of this section is mainly taken from [10]. PRUpgp;s are mapped to LRUs.
All further PRU and subcarrier permutation-are constrained to the PRUs of a frequency

partition.

3.3.1 CRU/DRU Allocation

The partition between CRUs and DRUs is done on a sector specific basis. A 4 or 3-bit
Downlink subband-based CRU Allocation Size (DCASgg;) field is sent in the SFH for each
allocated frequency partition. DC'ASgp; indicates the number of allocated CRUs for parti-
tion F'P; in unit of subband size. A 5, 4 or 3-bit Downlink miniband-based CRU Allocation
Size (DC ASyp) is sent in the SFH only for partition F'Py depending on system bandwidth,
which indicates the number of allocated miniband-based CRUs for partition F'Fy. The num-

ber of CRUs in each frequency partition is denoted Lc gy rpi, where

CASSBi'N1+CASMB'N2, ZIO,

Lorv.rpi = { CASsp; - Ni, 0<i< FPCT. (3.16)
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The number of DRUs in each frequency partition is denoted Lpry ppi, where Lpryrppi =
FPS; — Loryrppi for 0 < i < FPCT and FPS; is the number of PRUs allocated to F'P;.

The mapping of PRUpp; to CRUpp; is given by

CRU []_ PRUFpl[j], OS]<CASSBzN1, 0§Z<FPCT,
PPN = A PRUppk + CASsp; - Ni], CASsp;- Ny < j < Lopuppi, 0<i < FPCT.
(3.17)

where k = s[j — CASgp; - Ni|, with s[ | being the CRU/DRU allocation sequence defined as
s[j] = {PermSeq(j) + DL_PermBase} mod {FPS; — CASsp; - N1} (3.18)

where PermSeq() is the permutation sequence of length (FPS; — CASsp; - N1) and is
determined by SEED = I Dcell - 343 mod 2, DL_PermBase is an interger ranging from 0

to 31, which is set to preamble IDcell. The mapping of PRUrp; to DRUpp; is given by
DRUppi|j] = PRUppi[k +CASspi-N1], 0<j < Lprurpi (3.19)

where k = s°[j], with s°[ | being the sequenge which is-obtained by renumbering the remain-

ders of the PRUs which are not allocated for CRUArom 0 to Lpryrp; — 1.

3.3.2 Subcarrier Permutation

The subcarrier permutation defined for the DL distributed resource allocations within a
frequency partition spreads the subcarriers of the DRU across the whole distributed resource

allocations. The granularity of the subcarrier permutation is equal to a pair of subcarriers.

After mapping all pilots, the remainders of the used subcarriers are used to define the
distributed LRUs. To allocate the LRUs, the remaining subcarriers are paired into contiguous

tone-pairs. Each LRU consists of a group of tone-pairs.

Let Lsc; denote the number of data subcarriers in /th OFDMA symbol within a PRU,

i.e., Lscy = Psc — N;, where n; denotes the number of pilot subcarriers in the ith OFDMA
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symbol within a PRU. Let Lgp; denote the number of data subcarrier-pairs in the [th
OFDMA symbol within a PRU and is equal to Lgc;/2. A permutation sequence PermSeq()
is defined by (TBD) to perform the DL subcarrier permutation as follows. For each [th
OFDMA symbol in the subframe:

1. Allocate the n; pilots within each DRU as described in Section (TBD). Denote the

data subcarriers of DRUpp;[j] in the {th OFDMA symbol as

SChrulkl, 0 <j < Lprurei, 0<k<Lscy (3.20)

2. Renumber the Lpgryrpi - Lsc;y data subcarriers of the DRUs in order, from 0 to
Lprurpi - Lscy — 1. Group these contiguous and logically renumbered subcarriers
into Lpru,rpi - Lspy pairs and renumber them from 0 to Lpgyrpi - Lspy — 1. The

renumbered subcarrier pairs in the [th OFDMA symbol are denoted as

RSPFPM[U] = {Sng}']j,l[Qv], chggjvl[?v -+ 1]}, 0 S u < LDRU,FPiLSP,b (321)

where  j = |u/Lsp;], v={u} mod (Lspi).

3. Apply the subcarrier permutation formula to map RSPpp;; into the sth distributed

LRU, s=0,1,...,Lprurpi-1, where the subcarrier permutation formula is given by
SClEieilm] = RSPppi[k], 0<m < Lgpy, (3.22)
where
k = Lprurpi - f(m,s) + g(PermSeq(), s, m,l,t). (3.23)

In the above,

1. SCIE, [m] is the mth subcarrier pair in the /th OFDMA symbol in the sth distributed

LRU of the tth subframe;
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2. m is the subcarrier pair index, 0 to Lgp; — 1;
3. [ is the OFDMA symbol index, 0 to Ngym, — 1;
4. s is the distributed LRU index, 0 to Lpry rpi — 1;
5. t is the subframe index with respect to the frame;

6. PermSeq() is the permutation sequence of length Lpgrypp; and is determined by

SEED = {IDcell 1367} mod 2'; and

7. g(PermSeq(), s,m,l,t) is a function with value from the set [0,Lpgry ppi-1], which is

defined according to

g(PermSeq(),s,m,l,t) = {PermSeq[{f(m,s) +s+1} mod {Lprurp:}]

+DL_PermBase} mod Lpryrpi (3.24)

where DL_PermBase is an integer ranging from 0 to 31(TBD), which is set to preamble
[Decell, and f(m,s) = (m + 13 * s)mod Lgp,.

3.3.3 Random Sequence Generation

The permutation sequence generation algorithm with 10-bit SEED (S, _10, Sn—9;---; Sn_1)

shall generate a permutation sequence of size M according to the following process:

e Initialization

1. Initialize the variables of the first order polynomial equation with the 10-bit seed,

SEED. Set d; = |SEED/2°] +1 and dy = SEED mod 2°.

2. Initialize the maximum iteration number, N = 4.
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3. Initialize an array A with size M to contents 0,1,..., M —1 (1ie., Al =1,
for 0<i< M.

4. Initialize the counter 7 to M — 1.

5. Initialize x to —1.
e Repeat the following steps if i > 0

1. Initialize the counter j to 0.
2. Loop as follows:
(a) Increment x and j by 1.
(b) Calculate the output variable of y = {(d; - © + d3) mod 1031} mod M.
(c) Repeat the above steps (a) and (b), if y <i and j < N.
(d) If y <14, set y =y mod i.

(e) Swap the ith and the yth elements in the array, i.e., perform the steps Temp =
Ali], A[i] = Aly], and Aly] = Temp.

(f) Decrement ¢ by 1.

Then PermSeq[i] = Ali], where 0 < i < M.

3.4 Test Case Generation

We set some system parameters to build a frame as a test case. It is also used in the later
channel estimation study. The parameters are as given below. We will walk through some

of the derived mappings in subsequent subsections.

3.4.1 System Parameters

e NPRU = 48
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e SAC=6

o Ksp =0

L] KMB:24

[} LSB:Nl*KSB:24

o Ny = 12
e FPC =1
e FPCT =3

e FPO:FP1:FP2:FP3 = 0:1:1:1

e FPSC =2
o ID Cell =1
e SEED = 343

e DL PermBase =0

3.4.2 Subband Partitioning

The 48 PRUs map to the subbands according the formulas described in Section 2.3.1.
Fig. 3.12 illustrates the PRU to PRUgp mapping for a 10 MHz bandwidth with Ksp equal

to 6. Table 3.2 shows the mapping between the PRU index and the PRUgg index.

3.4.3 Miniband Partitioning

The remainder of the PRUs are allocated to minibands according the formulas given pre-

viously. Fig. 3.13 illustrates the PRU to PRU);p mapping for a 10 MHz bandwidth with
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Figure 3.12: PRU to PRUgp mapping.

Table 3.2: Mapping Between PRU Index and PRUgp Index
PRUsgIndex | 0 | 1 | 2 | 3|4 |56 | 7|89/ 1011
PRU Index Ol 121389 ]|10f11|16|17|18]19
PRUgsg Index | 12 | 13 |14 | 15|16 | 17 | 18 | 19| 20 | 21 | 22 | 23
PRU Index |24 |25 (26|27 32|33 |34 |35 |40 |41 |42 43

Kyp equal to 24. Table 3.3 shows the mapping between the PRU index and the PRU;p

index.
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Table 3.3: Mapping Between PRU Index and PPRU ;g Index

PRUypIndex | O | 1 | 2 | 3| 4|56 |7 |89 |[10]11
PRU Index 4 15 |6 |7 [12]13 1415|2021 22|23
PRUyp Index | 12 | 13 |14 | 15|16 | 17 | 18 | 19 |20 | 21 | 22 | 23
PRU Index |28 {29 |30 (31|36 |37 |38|39 |44 |45 |46 |47

S -11 \
0~3
12 - 15
16 ~ 19 e =
= I md
20 ~ 23
12 - 15
24~
16 - 19
S BT 20 -~ 23
32-35
36~ 39 -
40 - 43
44 ~47 7

Figure 3.13: PRU to PRU);p mapping.

3.4.4 Miniband Permutation

The miniband permutation maps the PRU)sps to Permuted PRUy s (PPRUy;ps) to ensure

that frequency diverse PRUs are allocated to each frequency partition. The mapping rule
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Table 3.4: Mapping Between PRU,;p Index and PPRU ;g Index

PPRUypIndex | 0 | 1 | 2 |3 |4 |5 |6 | 7|8]9]10]11
PRUypIndex | 0 | 4 | 8 |12 16120 1 |5 |9 |13|17]21
PPRUyp Index | 12 |13 |14 | 15 | 16 | 17 [ 18 | 19 | 20 | 21 | 22 | 23
PRUypIndex | 2 | 6 10|14 18|22 | 3 | 7 |11 | 15|19 23

Table 3.5: Mapping Between PRUgsp Index, PPRU);p Index, and PRUpp; Index

PRUppiindex |0|1(2(3|4|5]|6|7|8|9|10|11 1213|1415
PRUgsp index
PPRUypindex | x | X | X |X|xX|x|x|X

o
—
[\
w
W
ot
D
\]

X X X X X X

213 5 7

=)
—
S
(@)

Table 3.6: Mapping Between PRUgp Index, PPRUy;p Index, and PRUpps Index

PRUppyindex (0|1 2 | 3|4 |5 |6 |7 |8[9]10|11|12|13|14]15
PRUgp index 10111213 ]14 |15 X | x| x| x| x| X
PPRUypindex | x| x| x | x | X Jox x4 .x 10111121314 | 15

oo
Nej

>

oo
Ne}

is as described previously. Fig. 3.14 illustrates the PRUy;p to PPRU); g mapping for a 10
MHz bandwidth with K5 equal to 24. Table 3.4 shows the mapping between the PRU)p

index and the PPRU,;p index.

3.4.5 Frequency Partitioning

The PRUgp and PPRU,,p are allocated to the frequency partitions. There are 3 frequency
partitions used because FPCT equals to 3. The PRUgp and PPRUy;p map to frequency
partitions 1, 2, and 3 according the formulas given previously. Fig. 3.15 illustrates the PRUgp
and PPRU)yp to frequency partitions mapping for a 10 MHz bandwidth. Tables 3.5, 3.6
and 3.7 show the mapping between the PRUgp index, PPRU,;p index, and PRUpp; index

for1 <¢<3.
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13 > 23

Figure 3.14: PRUyp to PPRU);p mapping.

3.4.6 Random Sequence

We set some parameters to generate a random sequence. Weset ID_Cell =1, DL_PermBase =

0, then SEED = {ID _Cell * 1367} mod 2'° = 343. The random sequence is generated ac-
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Table 3.7: Mapping Between PRUgp Index, PPRUy;p Index, and PRUpps Index

PRUppyindex | 0 | 1 |2 (3|45 |6 | 7|8]9]|10]11 12|13 |14

PRUgp index 16 |17 1811912012122 |23 | x| x| x| x| x| x| X

PPRUypindex | x | x | x | x| x | x| x| x|16]17 18|19 |20 |21 22

0-3 PRLUpy
0-7
§-11

1215

FRUfp:
0-7
§-11

12 ~15

PRUgps
0-7

0-7
8-15

e —| §-1
T IS

Figure 3.15: PRUgp and PPRUy g to PRUpp; mapping.

Table 3.8: Random Sequence

k 011234567
PermSeq[k] | 7|64 |1|3|0|5 ]2

cording to the formulas given previously. Table 3.8 shows the random sequence.
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Table 3.9: Mapping Between PRUpp; Index and C RUpp1/DRUpp; Index

PRUppyindex |0 |12 (34|56 |7|8|9]10|11 1213|1415
CRUpp; index
DRUppyindex | x | x| x| x|x|x|x|xX|D5|3]| 7

o
[u—
[\
w
.
ot
D
-3
"
e
"
"
"

o
[\
(@)
—
(e

Figure 3.16: The PRUpp;s mapping to CRU/DRU.

3.4.7 CRU/DRU Allocation

The PRUppis map to the CRUs and DRUs according to the formulas given previously.
Fig. 3.16 illustrates the PRUpp; to CRU/DRU mapping for a 10 MHz bandwidth. Table 3.9
show the mapping between the PRUpp; index and the CRU/DRU index.
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Table 3.10: Mapping Between RSP[k| and DRUpp; Index When | =0

DRUO [0 |1 ]2|3[4|5][6]|7
RSP_olk] | 7 [14[20]25]35]40 |53 |58
DRU1 [0 |1 [2|3[4|5][6]|7

RSP_o[k] | 45 [ 50| 63 | 6 | 12 | 17 | 27 | 32
DRU2 |0 | 1|23 |4]5]6]7
RSP _o[k] |19 |24 37 [42]55 |62 4 | 9
DRU3 |0 | 1|23 |4]5]6]7
RSP_o[k] |60 | 1 | 11| 16|29 |34 |47 | 54
DRUA |0 | 1|2 |3 |4[5]6]7
RSP_o[k] |39 [46 |52 57| 3 | 8 | 21 | 26
DRU5 | 0| 1|2 |3 45|67
RSP_o[k] |13 [18 31| 8 |44 4959 | 0
DRU6 |0 | 1|23 |4]5]6]7
RSP_o[k] | 51 | 56| 5 | 10| 23 | 30 | 36 | 41
DRU7 |0 | 1|23 |4]5]6]7
RSP_o[k] | 28 33|43 [48] 61| 2 | 15 | 22

3.4.8 Subcarrier Permutation

After mapping all pilots, the remainders ‘of the used subcarriers are used to define the
distributed LRUs. To allocate the LRUs, the remaining subcarriers are paired into contiguous
tone-pairs. Each LRU consists of a group of tone-pairs. A permutation sequence PermSeq() is
defined to perform the DL subcarrier permutation according to the formulas given previously.
Fig. 3.17 illustrates how the data subcarriers in the DRU are paired into contiguous tone-
pairs. Tables 3.10 to 3.15 show the mapping between RSP[k| and DRUpp; index when [

equals to 0 to 5 respectively.
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Table 3.11: Mapping Between RSP[k] and DRUpp; Index When | = 1

DRUO Ol 112|345 |67
RSP_[k] | 6 |12 |17 | 27|32 |45 | 50 | 63
DRU1 O 112|345 |67

RSP_i[k] |42 5562 ] 4| 9 [19]|24]37
DRU2 [0 |1 [2|3[4]|5]6]7
RSP_i[k] |16 [ 29|34 [47[54]60 | 1 |11
DRU3 [0 |1 [2|3[4|5][6]7
RSP_i[k] | 57| 3 | 8 [ 21263946 |52
DRU4 [0 |1 [2|3[4|5][6]|7
RSP_i[k] | 38444959 0 [ 13|18 31
DRU5 [0 |1 [2|3[4][5]6]7
RSP_i[k] |10 [ 233036415156 5
DRU6 |0 |1 [2|3[4][5][6]7
RSP_i[k] |48 [61| 2 [ 1522283343
DRU7 [0 |1 [2|3[4|5][6]|7
RSP_1[k] | 25[35[40 53|58 7 |14 |20

Table 3.12: Mapping Between RSP[k] and-DRUrp; Index When [ = 2

DRUO |0 [1J2 3[4 [5[6]7
RSPk | 4 | 919 4437|4255 | 62
DRULI |0 | 1123 |4]5]6]7
RSP _[k] |47 54|60 | 1 | 111629 | 34
DRU2 |0 |1|2]|3|4]5]6]7
RSP_[k] |21 [ 26|39 |46 |52 57| 3 | 8
DRU3 |0 | 1|23 |4]5]|6]7
RSP,k |59 | 0 | 13| 18 | 31| 38 | 44 | 49
DRUA |0 | 1|23 |4]5]6]7
RSP _,[k] | 36 | 41 | 51 | 56| 5 | 10 | 23 | 30
DRU5 |0 | 1|23 |4]5]6]7
RSP_[k] | 15 | 22| 28 [ 33 ] 43 [ 48| 61 | 2
DRU6 |0 |1|2]|3|4[5]6]7
RSP_[k] | 53 58| 7 | 14|20 | 25|35 | 40
DRU7 |0 | 1|23 |4]5]6]7
RSP _,[k] | 27 3245 50| 63| 6 | 12| 17
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Table 3.13: Mapping Between RSP[k] and DRUpp; Index When | = 3

DRUO [0 |1 |2[3[4]5]6]7
RSP_s[k] | 1 [11]16 |29 34|47 |54 |60
DRUL [0 |1 [2[3][4|5]|6]7

RSP_3[k] |46 [ 52|57 3 | 8 [ 212639
DRU2 [0 |1 [2|3[4[5]6]7
RSP_3k] |18 [ 31|38 [44[49 59| 0 | 13
DRU3 |0 |1 [2|3[4|5][6]|7
RSP_3lk] |56 | 5 [ 10]23[30 |36 |41 |51
DRU4 [0 |1 [2|3][4]|5]6]7
RSP_[k] | 3343|4861 2 [ 15|22 28
DRU5 [0 |1 [2|3[4[5]6]7
RSP_3k] [ 142025 [35[40 [ 53|58 | 7
DRU6 |0 |1 [2|3[4|5][6]|7
RSP_3k] |50 [ 63| 6 [ 121727 |32 |45
DRU7 [0 |1 [2|3[4|5][6]|7
RSP_3[k] |24 [ 37425562 4 | 9 |19

Table 3.14: Mapping Between RSP|k] and DRUpp; Index When | = 4

DRUO 0| g2 1314|567
RSP_4lk] | 3 | 8 |21 |26 (39|46 |52 |57
DRU1 Ol 1 (2|3 [4]5]6]|7

RSP_4[k] |44 49|59 0 [13] 183138
DRU2 [0 |1 [2|3[4|5]6]|7
RSP_4k] [ 23]30[36]41[51[56| 5 |10
DRU3 [0 |1 [2|3[4|5][6]|7
RSPk |61 ] 2 | 15[22] 28|33 |43 |48
DRU4 [0 |1 [2|3[4[5]6]7
RSP_4k] | 3540|5358 7 [14]20 25
DRU5 [0 |1 [2|3[4|5][6]7
RSP_y[k] |12 [ 17|27 [32[45[50 |63 | 6
DRU6 |0 |1 [2|3[4|5][6]|7
RSP_4[k] | 5562 4 | 9 [19]24 |37 42
DRU7 [0 |1 [2[3][4|5]|6]7
RSP,k |29 [ 34 475460 1 |11 16
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Table 3.15: Mapping Between RSP[k| and DRUpp; Index When [ =5

DRUO [0 |1 ]2|3[4|5][6]|7
RSP_s[k] | 0 [13[18]31 ]38 |44 |49 |59
DRU1 [0 |1 [2|3[4|5][6]|7
RSP_s[k] |41 5156 | 5 |10 ]23]30] 36
DRU2 [0 |1 [2|3[4|5]6]|7
RSP_s[k] | 222833434861 2 |15
DRU3 [0 |1 [2|3[4|5][6]7

RSP_s[k] | 58| 7 |14 20| 25354053
DRU4 [0 |1 [2|3[4|5][6]|7
RSP_s[k] | 324550 [63] 6 | 12|17 |27
DRU5 [0 |1 [2|3[4|5][6]|7
RSP_s[k] 1924 [37][42[55|62] 4
DRU6 [0 |1 [2|3[4|5][6]|7
RSP_s[k] | 54 | 60 16 [ 29 | 34 | 47
DRU7 [0 |1 [2|3[4|5][6]|7
RSP_s[k] |26 39]46[52]57| 3 | 8 |21
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Figure 3.17: How the data subcarriers in the DRU are paired.
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Chapter 4

Channel Estimation Techniques

Channel estimators in OFDMA system usually need pilot information as reference. A fading
channel requires constant tracking, so pilot information has to be transmitted continuously.
In general, the fading channel can be viewed as a two-dimensional (2-D) signal (time and

frequency), whose values are sampled at pilotipositions.

We consider three topics in this chapter, which are ehannel estimation at pilot subcarriers,
interpolation schemes and minimum mean-square. error (LMMSE) estimation. In the final
proposal design, we use the least-squares (I;S)-technique to estimate the channel response
at pilots, use linear interpolation in the time domain to estimate the frequency response
at nonpilot subcarriers, and use LMMSE channel estimation in the frequency domain to
estimate the frequency response at nonpilot subcarriers. These building-block techniques

are introduced separately in the following subsections.

4.1 The Least-Squares (LS) Estimator

Based on the a priori known data, we can estimate the channel information at pilot carriers

roughly by the least-squares (LS) estimator. An LS estimator minimizes the squared error
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[16]
HY—I:ILSXH2 (4.1)
where Y is the received signal and X is a priori known pilots, both in the frequency domain

and both being N x 1 vectors where N is the FFT size. Hyg is an N x N matrix whose

values are 0 except at pilot locations m; where ¢ =0,--- , N, — 1:
Hiomo 0 0 0
0 Hop oy 0 0
I:ILS— 0 0 .. ng,mg 0 (42)
0 o 0 . 0 . 0
0 0 . 0 . HmprlvaNp,l
Therefore, (4.1) can be rewritten as
[V (m) — Hpg(m)X (m)]?, for all m = m,. (4.3)

Then the estimate of pilot signals, based on only one observed OFDMA symbol, is given by

Y(m)  X{(m)H(m)+ N(m) N(m)

His(m) = o5 = 2 = H(m) + —2 (4.4)

where N(m) is the complex white Gaussian noise on subcarrier m. We collect Hyg(m) into

H, s, an N, x 1 vector where N,, is the total number of pilots, as

I:InLS = [Hp,LS([)) Hp,LS(1> e 'HP,LS<NP - 1)]T
(4.5)

[YP(O) Yp(1) Yp(Np_l)]T
Xp(0)? Xp(1)? """ Xp(Np—1)4 -~

The LS estimator is a simplest channel estimator one can think of.

4.2 Linear Interpolation

After obtaining the channel response estimate at the pilot subcarriers, we use interpolation
to obtain the response at the rest of the subcarriers. Linear interpolation is a commonly

considered scheme due to its low complexity. It does the interpolation between two known
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data. That is, we use the channel information at two pilot subcarriers obtained by the
LS estimator to estimate the channel frequency response information at the data subcarri-
ers between them. We also use linear extrapolation to estimate the response as the data

subcarriers beyond the outermost pilot subcarriers.

Linear interpolation may be done in frequency or in time. In frequency domain linear
interpolation, the channel estimate at data subcarrier k, mL < k < (m + 1)L , using linear
interpolation is given by [13]

Ho(K) = Ho(mEL +1) = [Hy(m + 1) — Hym)] 7+ Hy(m) (4.6)

where Hy,(k), k =0,1,---, N, are the channel frequency responses at pilot subcarriers, L is

the pilot subcarriers spacing, and 0 < [ < L.

4.3 LMMSE Channel Estimation

The material in this section is mainly taken from.[14].

4.3.1 Channel Modeling for Channel Estimation

Consider a discrete-time equivalent lowpass channel impulse response

h(n) = i ad(n —1) (4.7)

where n and [ are integers in units of the sampling period T, and «; is the complex gain of

path [. The mean delay and the RMS delay spread are given by, respectively,

L E(je?)

and

] :¢Eﬁﬂmmhmﬂ (49)
o o Elleal?)
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One question here is how the expectation E(|oy|?) should be defined. As our purpose
is channel estimation, suppose one channel estimation is performed for K OFDM symbols.
Then the expectation should be an average that is taken over these symbols. In the extreme
case of K = 1, no average should be taken, but the instantaneous channel response in that

symbol period should be used to compute 7, and 7.

A common design is to put channel estimation after carrier frequency and OFDM symbol
timing synchronization. Since typical symbol timing synchronizers may yield some error, for
simplicity and practicality we assume that the channel estimator input contains no carrier
frequency error, but the PDP can have a nonzero initial delay 7y, although conventional

definition of the PDP usually zero out the initial path delays.

Fourier transforming the PDP gives the corresponding frequency autocorrelation func-
tion. For an exponential PDP with possibly nonzero initial delay 7y, we have

—j2rmok/N
By(k) oy ) (4.10)
R¢(0) w14 320Twmsk /N

where 70 = 7, — Toms and N is the discrete Fourier transform (DFT) size used in the multi-
carrier system. For a uniform PDP of width T with a possibly nonzero initial delay 7,

Ry(k) e 92mm0k/N gin(7Tk/N)

= 4.11
R;(0) 7Tk/N (4.11)
where 7, = 70+ T/2 and T' = \/127,,,5.
4.3.2 Estimation of Channel Delay Parameters
The frequency response of the channel (4.7) is given by
L-1
H(f) =Y eIV (4.12)

=0

where the division by N in the exponent normalizes the period of H(f) in f to N. If

we advance the channel response by 7 (arbitrary) time units, then the frequency response
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becomes
L-1

Ho(f) = 7 IINH(F) = Z ay(l = 7)e 92 U=nI/IN, (4.13)
1=0
Differentiating H,(f) with respect to f, we get

dHo(f)  —j2m —jen(l—
el = | — 7)e 2 =DIN, 4.14
=R e e (1.14)
Applying Parsevals theorem, we get
dH,(f) an? S
o (|HaF) o\ AT gy 11
I & (=57 F) we 2l =) (4.15)
where < - > denotes frequency averaging. Hence
— dH,(f) Ar? &
Y al/ )2\ _ 2 2
T 2 (1= w—mzywmwﬂ. (4.16)
The above equations show that J(7) is minimized when 7 = 7,,. In addition,
N?min J
72 min J(7) (4.17)

AR ()
We can estimate 7, and 7,,,, by this way, and it is suitable for typical pilot-transmitting

OFDM systems.

Consider a system where one out of every Fy subcarriers is a pilot. Later, we will see
that F, can be made equal to 4 and 8 for IEEE 802.16e and 802.16m. We can approximate
dH,(f)/df by first-order difference, say, [H,(f + Fs) — H.(f)]/Fs, and substitute it into
(4.16). Then, we obtain

T(r) ~ g B{|eH(f + F) — H(P)) (4.18)

s p
where ¢ = 277F;/N, f takes values only over pilot frequencies (which are integers by
the earlier normalization of frequency in (4.12), and < - > denotes averaging over pilot

subcarriers. Then we modify the approximation by taking circular differencing over f rather

than linear differencing. Therefore, we approximate J(7) by

J(r) ~ %E\<]ej¢H(f+FS)%N—H(f)\2> (4.19)

s p
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where % denotes modulo operation, < - > now averages over the full number of pilot
subcarriers, and we have assumed that (f + F5)%N is a pilot subcarrier. Now let R; be

the (instantaneous) frequency-domain autocorrelation of the channel response:

R, = <H((f + iFS%N)H*(f)>p. (4.20)
Then from (4.19) we have
J(71) ~ %[E(RO — R{/’E(R)))}]. (4.21)

Then (4.21) gives an approximation of J(7) defined in (4.16). According to (4.21), 7, and

Trms Can be estimated in the following way:

1. estimate the channel responses at the pilot subcarriers,
2. estimate R; (i =0,1),

3. estimate J(7),

4. find the value of 7 that minimizes J(7);-and

5. substitute the result into (4.17) to estimate 72

rms”*

Step 1 can be achieved using the LS method. Then, in step 2, Ry and R; can be estimated
via

Ro=(JH(NF) ~a% Ru=(H(f + BANE (D) | (422)

p

where H (f) denotes the estimated channel response at pilot subcarrier f and, we may

estimate o2 from the received power in the null subcarriers of the system. Thus, for step 3,

J(7) can be estimated using

Jan(r) 2 = [AU(RO) - R{ej¢Av(R1)}] (4.23)

S
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where Av denotes time averaging, i.e., averaging over OFDM symbols. If one performs a
channel estimation over K OFDM symbols, then the averages should be taken over these K
symbols. If K = 1, then the instantaneous values should be used instead of averages. For

step 4, we may estimate the mean delay as

NZAv(Ry)

4.24
o2rF, ( )

7, £ argmin Jy, (1) = —

which also yields min J4,(7) = 2[Av(Ry) — |Av(Ry)|]/F2. Finally, for step 5, in view of (4.17)

and that Ry =< |H(f)|? >,, we may estimate 7,5 as

fome = = \/2[1—%}?1)| . (4.25)

4.3.3 LMMSE Filtering

To complete LMMSE channel estimation, the above estimates of delay parameters, namely,
7, and 7,5, can be substituted into proper places in (4.10) or (4.11) depending on the choice
of PDP model. Then the resulting autocorrelation function of channel frequency response

can be used in LMMSE channel estimation ‘as outlined in chapter 1.
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Chapter 5

Downlink Channel Estimation
Simulation for IEEE 802.16e

In this chapter, we use two methods to do the channel estimation in downlink transmission for
IEEE 802.16e. The channel estimation techniques are advanced 4-point linear interpolation
[18] and LMMSE channel estimation. Both'use LiS:channel estimation at pilot positions. We
evaluate the performance of each channel estimation approach mainly via mean square error

(MSE) and symbol error rate (SER).

5.1 System Parameters and Channel Model

Table 5.1 gives the primitive and derived parameters used in our simulation work. In our
system, we let the preamble be followed by 24 data symbols. In addition to AWGN, we use

SUI-2 to SUI-6 to do simulation. Their profiles are introduced in Tables 5.2-5.4.

5.1.1 Simulation Channel Model

Erceg et al. [15] published a total of 6 different radio channel models for type G2 (i.e, LOS
and NLOS) MMDS BWA systems in three terrain categories. The three types in suburban

area are:
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Table 5.1: OFDMA Downlink Parameters

Parameters Values
Bandwidth 10 MHz
Central frequency 3.5 GHz
Nused 841
Sampling factor n 28/25
G 1/8
Nrpr 1024
Sampling frequency 11.2 MHz
Subcarrier spacing 10.94 kHz
Useful symbol time 91.43 ps
CP time 11.43 us
OFDMA symbol time 102.86 us
Sampling time 44.65 ns

e A: hilly terrain, heavy tree,
e C: flat terrain, light tree, and
e B: between A and C.
The correspondence with the so-called SUI"channels is:
e C: SUI-1, SUI-2,
e B: SUI-3, SUI-4, and
e A: SUI-5, SUI-6.

In the above, SUI-1 and SUI-2 are Ricean multipath channels, whereas the other four are
from Hari and are Rayleigh multipath channels. The Rayleigh channels are more hostile
and exhibit a greater RMS delay spread. And the SUI-2 represents a worst-case link for
terrain type C. We employ SUI-2 and SUI-3 model in our simulation, but we use Rayleigh
fading to model all the paths in these channels. The channel characteristics are as shown in

Tables 5.2-5.4.
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Table 5.2: Channel Profile of SUI-2 [15]

SUT - 2 Channel
Tap L Tap2 Tap 3 Units

Delay 0 04 11 s
Power (omni ant.) 0 -12 -15 dB
90% K-fact. (ommi) | 2 0 Q
75% K-Tact. (omni) 11 0 0
Power (30° ant.) 0 -1% =27 dB
90% K-Tact. (30°) g 0 a
75% K-Tact. (30°) i6 0 a
Doppler 0.2 0.15 0.25 Hz
Antenna Correlation: Py = 0.5 Terrain Type: C
Gain Rednction Factor: GRF=2dB Omni antenna:  tpys = 0.202 ps,
bllg e TNl Teie ?m"' Z'?]- Z?é‘é ‘31]; overall K- K = 1.6 (90%): K = 5.1 (75%)

Bl T 30° antenna: Trus = 0.069 s,

averall K: K =6.9 (90%); K =21.8 (75%)

5.2 Channel Estimation Methods

The first symbol of a downlink subframe is preamble, and we assume that 24 data symbols
follow in the subframe. Pilots in the preamble appear every 3 subcarriers. We consider both
advanced 4-point linear interpolation and LMMSE channel estimation and compare their

performance.

5.2.1 Advanced Four-Point Cluster Linear Interpolation for IEEE
802.16e

The channel may be modeled as linearly varying in a short time period. This can be used

to yield a predicted channel response at future OFDMA symbol instants, for example,

Hi(t+1) = Hi(t) + [Hi(t) — Hi(t = 1)]. (5.1)
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Table 5.3: Channel Profiles of SUI-3 and SUI-4 [15]

SUI - 3 Channel
Tap 1 Tap 2 Tap 3 Units

Delay o 0.4 0.9 s
Power {pmui ant.) o -5 -10 dB
90924 K-fact. (omni) 1 0 0
75% K-fact. (omnd) |7 0 0
Power (30° ant.) o -11 22 dB
909 K-fact. (30°) 3 ] 0
759 K-fact. (307 19 ¢ o
Doppler 0.4 0.3 0.5 Hz
Antenna Cerrelation: oy =04 Terrain Type: B
Gain Reduction Factor: GREF=31dB Omni antenna: ey = 0.264 ps,
Normallzafon Factor: - Femi=17713 ‘;']5; overall K: K = 0.5 (90%): K = 1.6 (75%)

= ) 3(® antenna: Tpags = 10123 ps,

overall K: K = 2.2 (90%). K ="7.0 (75%)

SUI — 4 Channel
Tap 1 Tap 2 Tap3 Units

Delay 0 1.5 4 LS
Power (omni ant.) 0 -4 -8 dB
90% K-fact. (omni) |0 0 0
75% K-fact. (omni) 1 0 0
Power (30° ant.) 0 -10 -20 dB
90% K-fact. (30°) 1 0 0
75% K-fact. (30°) 5 0 0
Doppler 0.2 0.15 0.25 Hz
Antenna Correlation: pevv =03 Terrain Type: B
Gain Reduction Factor: GRF=4dB Omni antenna:  trvs = 1.257 ps
Normalization Factor: 11;omm - -j}ii{i C(ll% overall K: K = 0.2 (90%): K = 0.6 (75%)

o s 30° antenna: Trus = 0.563 s

overall K: K =1.0 (90%); K=3.2 (75%)

If the receiver latency is not a concern, time-domain interpolation can be performed. A

simplest way of time-domain interpolation is, of course, linear interpolation, such as [17]:
1
Hi(t) = §[H,f(zf — 1)+ Hi(t + 1)]. (5.2)

We take the pilots in the previous and the next symbols as reference. As shown in
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Table 5.4: Channel Profiles of SUI-5 and SUI-6 [15]

SUI - § Channel
Tap1 Tap 2 Tap 3 Units

Delay 0 4 10 s
Power (omni ant.) 0 -5 -10 dB
90% K-fact. (omni) 0 0
75% K-fact. (omni) 0 0
50% K-fact (omni) 2 0
Power (30° ant.) 0 -11 222 dB
90% K-fact. (30°) 0 0
75% K-fact. (30°) 2 0
50% K-fact. (30°) 7 0
Doppler 2 L5 25 Hz
Antenna Correlation: peny = 0.3 Terrain Type: A
Gain Reduction Factor: GRF=4dB Omui antenna:  trms = 2.842 ps
Normalization Factor: gm z}]ilﬁl% ?1%' overall K K = 0.1 (90%): K = 0.3 (75%): K = 1.0 (50%)

30 T 30° antenna: Trms = 1.276 ps

overall K: K= 0.4 (90%): K= 1.3 (75%). K=4.2 (50%)
SUI - 6 Channel
Tap 1 Tap 2 Tap 3 Units

Delay 0 14 20 1S
Power (omni ant.) 0 -10 -14 dB
90% K-fact. (omni) 0 0 0
75% K-fact. (omni) | 0 0
50% K-fact. (omni) 1 0 0
Power (30° ant.) 0 -16 -26 dB
90% K- fact. (30°) 0 0 0
75% K-fact. (30°) 2 0 0
50% K-fact. (30%) 5 0 0
Doppler 0.4 0.3 0.5 Hz
Antenna Correlation: penv = 0.3 Terrain Type: A
Gain Reduction Factor: GRF=4dB Omni antenna:  trys = 5.240 ps

Normalization Factor: Fomi = -0.5683 dB.

7e1s K=0. %) K=10.3 (75%): K= 1.0 (50%
Far =-0.1184 dB overall K: K=10.1 (90%): K= 0.3 (75%): K= 1.0 (50%)

30° antenna: Truvs = 2.370 ps
overall K: K= 0.4 (90%); K= 1.3 (75%): K= 4.2 (50%)

Fig. 5.1, this would result in four pilots in a cluster to estimate the other data subcarriers

response instead of its only two original pilots. We do linear interpolation in the frequency
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Figure 5.1: Advanced four-point cluster linear interpolation. (a) First data symbol. (b)
Second to (n — 1)th data symbols. (c¢) Last(nth) data symbol. (From [18]).

domain within the cluster afterwards. “The detailed steps for each symbol are as follows:
1) First data symbol:

e Estimate the channel response at each pilot location by using the LS technique.

e Take the pilots in the next symbol as reference (see Fig. 5.1(a)) to yield four ”virtual”

pilots in a cluster.

e Use linear interpolation to estimate the data subcarrier responses from the four esti-

mated ”virtual” pilot responses.
2) Second to (n — 1)th data symbols:

e Estimate the channel response at each pilot location using the LS technique.
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e Take the pilots in the previous and the next symbols as reference (see Fig 5.1(b)) to

yield 4 "virtual” pilots in a cluster.

e Use linear interpolation to estimate the data subcarrier responses from the 4 estimated

"virtual” pilot responses.

3) Last data symbol:

e Estimate the channel response at each pilot location using the LS technique.

e Take the pilots in the previous symbol as reference (see Fig 5.1(c)) to yield 4 ”virtual”

pilots in a cluster.

e Use linear interpolation to estimate the data subcarrier responses from the 4 estimated

"virtual” pilot responses.

This method gives our system a symbol time latency. For example, if we want to get the
channel response of the first symbol, we must wait. until we receive the second data symbol.

In the last symbol, we get not only the previous symbol information but also the last one’s.

5.2.2 LMMSE Channel Estimation for IEEE 802.16e¢

We employ the technique of [14], where the following observation is made. By the pseudo-
random frequency distribution, two closest clusters may not be next to each other in fre-
quency, but may be widely apart to the point well beyond channel coherence bandwidth.
Hence it may not pay to perform LMMSE channel estimation across cluster boundaries.
Thus LMMSE filtering is done within each cluster separately. Although there are only two
pilots per cluster in any OFDM symbol, there are four frequencies where a pilot may appear
over time. Hence we try to have 4-tap filters. The LMMSE channel estimation for IEEE

802.16e downlink proceeds as follows.
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1. Do LS channel estimation at pilot subcarriers of all used clusters.

2. Linearly interpolate in time to acquire two additional channel estimates per cluster, as

advanced four-point cluster linear interpolation illustrated in Fig. 5.1.
3. Estimate Ry and R;.
4. Estimate 7, and Typs.

5. Find the autocorrelation function associated with the exponential power delay profile

(PDP) as
Rf(k) e—j27r7'0k/N -
Ri(0) 1+ 527 Tpmsk /N (5:3)

where 79 = 7, — T;;ms and N is the discrete Fourier transform (DFT) size used in the

multicarrier system. (N = 1024 in our system.)

6. Base on the above autocorrelation function; do LMMSE filtering to estimate the data

subcarrier responses as where the exact meaning of 521 will be putted below.

Wq = (Rp oy 6731)71&@7 (5.4)

~ ~

Hy=wlH

P

(5.5)

Let H (f) denote the resulting channel estimate at pilot subcarrier f from step 1. Let o2
be the variance of additive white gaussian noise (AWGN) at the pilot locations. After
linear interpolation from two pilots in step2, the noise variance at the interpolated locations

becomes o2 /2. For step 3, Ry and R; can be estimated via
o= ([H(NIF) =62 F={(A(f+FAN)E(f)) | (5.6)
p p

where <|f[ (f )|2> is the averaged magnitude-squares of estimated pilot subcarrier channel

responses, 62 is the estimated noise variance at pilot subcarriers, F, = 4 (there is one
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pilot subcarrier of every 4 subcarriers), and N = 1024. According the signal structure
for IEEE 802.16e, 62 here should equal to 3/4 x o2 in the 2nd-23th data symbols of a DL
subframe. This is because there are two pilot responses in a cluster that we obtained by linear
interpolation in time. Hence the noise variance at the interpolated pilot locations becomes
1/2x 62. The average of the noise variance in a cluster thus becomes (1+1+1/1+1/2)/4 =
3/4xc?. In the first and the last symbols, because we do no time-domain linear interpolation,
the noise variance does not need to be scaled. In summary, we have to modify the scale of
the noise variance according to the signal structure. For step 4, we may estimate the mean
delay as A
_ NZAv(R)

TM = TF’S (57)

And we may estimate the RMS delay spread as

2 N \/2 [1 _ |AU(PL1>| (5.8)

" oy Au(Fo)
where Av denotes time averaging, i.e.,-averaging over OFDM symbols. In our present work,
we do delay estimation based on only one OFDM symbol for simplicity and for letter per-
formance in a time-varying channel. Hence we estimate Ry and Ry for each OFDM symbol
separately. For step 5, we use the exponential PDP rather than the uniform PDP, because
the performance with exponential PDP is better than uniform PDP [14]. Finally, for step 6,
the 62 in diagonal elements of the matrix (R, + 02I) should be scaled property as discussed
abovee. That is the channel response at the pilot location is interpolated in time, the 62
at the associated element of the matrix should be multiplied by 1/2, else we should do no

modification.
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Figure 5.2: Downlink transmission simulationflow. (a)Preamble. (b)Data symbols.

5.3 Simulation Results for IEEE 802.16e¢

5.3.1 Simulation Flow

Figure 5.2 illustrate the block diagrams of our simulated system. We also assume perfect
synchronization and omit it in our simultion. Because the preamble is all pilots, there is no
need to do DeFraming and DeFEC. For data transmission simulation, we do not do FEC and
DeFEC. After channel estimation, we calculate the channel MSE between the true channel
and the estimated one, where the average is taken over all the subcarriers. The symbol error

rate (SER) can also be obtained after demapping.
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5.3.2 Validation with AWGN Channel

Before considering multipath channels, we do simulation with an AWGN channel to validate
the simulation model. We validate this model by MSE and SER curves resulting from
simulation. We simulate a system where FFT size = 1024, bandwidth = 10 MHz, TDD
frame length = 5 ms, DL subframe size = 1 preamble + 24 OFDM symbols, and 12 clusters

(forming 6 subchannels) are used in DL transmission.

In Figure 5.3, the theoretical symbol error rate (SER) curve versus Ey/Ny for uncoded
QPSK are plotted together with the SER curve resulting from the simulation. We can see
LMMSE channel estimation performs better than advanced 4-point linear interpolation, and
LMMSE channel estimation approaches the theory curve. Figure 5.3 shows the mean square
error (MSE) curve resulting from the simulation versus E; /Ny, and LMMSE performs better
than advanced 4-point linear interpolation.about 2 dB. Here, the E;/Ny means the data

power divided by the noise power. For LMMSE. channel estimation , because the noise

2

power is measured by pilots, 52 should be multiplied by a scale factor 9/16. In addition, o2

has to be multiplied by a scale factor 1/2when using linear interpolation in time to produce
two additional channel estimates in each cluster at the pilot positions of temporally adjacent
OFDM symbols. In summary, if the pilot response is interpolated, the o2 becomes 1/2%9/16;
if not, the o2 becomes 9/16. When averaging the 62 with each OFDM symbol, there are
two cases. In one case, we just let 62 be 9/16 x o2 for the first and the last symbol. In
the other, we multiply by [(1 4+ 14 1/2 4 1/2)/4] x 9/16 which is the case for the 2nd-23th
symbols of a DL subframe frame. We can see LMMSE estimation maintains a close to —1
slope in MSE throughout the simulated range of SNR. Figure 5.4 shows the performance of
LMMSE channel estimation before and after doing noise variance modification in AWGN
channel. We can see the performance is similar between before and after doing noise variance

modification, but there are different results in multipath channels.
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Figure 5.3: MSE and SER after channel estimation for QPSK in AWGN for IEEE 802.16¢
downlink.
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0QPSK with Different Noise Variance Modification for IEEE 802.16e in AWGN
10 ................. LI v r . ]

MSE

10 1 1 1
0 5 10 15 20

Es/No

0QPSK with Different Noise Variance Modification for IEEE 802.16e in AWGN
100 ————— — —_— —_— — —_— —_— —_—

Do —%— before noise variance modification |
—O6— before noise variance modification |

SER

Es/No

Figure 5.4: Channel estimation MSE and SER for QPSK with different noise variance mod-
ification in AWGN channel for IEEE 802.16e6§ownlink.



5.3.3 Simulation Results for Multipath Channels

Figures 5.5-5.9 show the performance of different channel estimation methods with different
velocities in SUI-2-SUI-6. We can see that LMMSE channel estimation performs better
than advanced 4-point linear interpolation. For SUI-2 channel (type-C, for flat terrain, light
tree, as introduced in suction 5.1.1), the delay spread is smaller, the SER performance is
also more similar to AWGN channel. If the velocity becomes higher, the channel varies
faster in time domain. Therefore, the performance with a higher velocity is worse. For
SUIL-5 and SUI-6 (type-A, for hilly terrain and heavy tree), the delay spread is larger than
other channels, so the performance becomes worse. But the LMMSE channel estimation
performs better than advanced 4-point linear interpolation significantly. That is because
the LMMSE method does 4-point interpolation in the frequency domain, but the advanced
4-point linear interpolation only does 2-point interpolation. For SUI-3 and SUI-4 (type-
B), the delay spread is between type-Aand. type-C, so the performance is also between in.
Finally, Figures 5.10-5.11 show the performance of LMMSE channel estimation before and
after doing noise variance modification in . SUI-2 and SUI-4 channels. We can see the better

performance after doing noise variance modification.
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0QPSK with Different Channel Estimation for IEEE 802.16e Downlink in SUI-2
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Figure 5.5: Channel estimation MSE and SER for QPSK at different velocities in SUI-2
channel for IEEE 802.16e downlink. 70



0QPSK with Different Channel Estimation for IEEE 802.16e Downlink in SUI-3
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Chapter 6

Downlink Channel Estimation
Simulation for IEEE 802.16m

In this chapter, we use the LMMSE method to do the channel estimation in downlink
transmission of IEEE 802.16m. We evaluate the performance mainly via mean square error

(MSE) and symbol error rate (SER).

6.1 System Parameters and Channel Model

Table 6.1 gives the primitive and derived parameters used in our simulation work. In our
system, we let the preamble be followed by 28 data symbols. In addition to AWGN, we
use SUI-2 to SUI-6 and the Vehicular A to do simulation. The channel characteristics are

decided in section 5.1.1. Their profiles are introduced in Tables 5.2-5.4.

6.2 LMMSE channel Estimation for IEEE 802.16m

The first symbol of a downlink subframe is preamble, and 28 data symbols follow. We
design the LMMSE channel estimation according to the signal structure of IEEE 802.16m,

and study the performance at different velocities in different channel models.
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Table 6.1: OFDMA Downlink Parameters

Parameters Values
Bandwidth 10 MHz
Central frequency 3.5 GHz
Nused 865
Sampling factor n 28/25
G 1/8
Nrpr 1024
Sampling frequency 11.2 MHz
Subcarrier spacing 10.94 kHz
Useful symbol time 91.43 ps
CP time 11.43 us
OFDMA symbol time 102.86 us
Sampling time 44.65 ns

6.2.1 Linear Interpolation in Time for IEEE 802.16m

The results discussed in the last chapter indi¢ate that in the case of the IEEE 802.16m signal
structure (shown in Fig. 6.1), LMMSE: channel estimation should yield better performance
than simple linear interpolation. However,:because each OFDM symbol contains at most one
pilot subcarrier in each PRU, we use time-domain linear interpolation to get several more

pilot subcarrier channel estimates to facilitate the LMMSE channel estimation.
The detailed steps for each symbol are as follows:

1) First to third data symbols:

e Estimate the channel response at each pilot location using the LS technique.

e Take the pilots in the nearest next symbols as reference.

2) Fourth to (n — 3)th data symbols:

e Estimate the channel response at each pilot location by using the LS technique.
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Figure 6.1: Linear interpolation in time domain.

e Use linear interpolation in time to estimate channel response at each pilot location of
a nearest previous and a nearest-next OEFDM symbols. If there is no channel response
at the pilot locations in previous symbol time to do linear interpolation in time, we

copy the channel response to these pilot locations in previous time.
3) (n — 2)th to the last data symbols:

e Estimate the channel response at each pilot location using the LS technique.

e Use the estimated channel responses at pilot locations of nearest previous symbols as

reference.

This method gives our system a three-symbol time latency. For example, if we want to
get the channel response of the first symbol, we must wait until we receive the fourth data
symbol. In the last three symbols, we get not only the previous symbol information but also

the channel response at each pilot location of the current symbol.

79



6.2.2 LMMSE Channel Estimation for IEEE 802.16m

The LMMSE channel estimation for IEEE 802.16m downlink proceeds in a way similar to
that introduced in section 5.2.2 for IEEE 802.16e downlink, except that the time-domain
interpolation is performed differently (as discussed in the last subsection) and that the noise
variances in the autocorrelation matrix have different scaling factors. Because the signal
structure for IEEE 802.16m is more complex than 802.16e, there are cases in scaling of the
noise variances. In one case, there is one subcarrier response interpolated by two adjacent
pilot responses in time. The 62 at the subcarrier should be 1/2 x 62. In a second case, there

are two temporally consecutive subcarrier responses interpolated by one previous and one

2

succeeding pilot responses in time. The o7

at these two subcarrier locations is 5/9 x 62.
In the last case, there are four temporally consucutive subcarrier responses interpolated by
one previous and one succeeding pilot responses in time. The 62 at the first and the 4th

subcarrier locations should be 17/25 X2, and at, the 2nd and the 3rd subcarrier locations

should be 13/25 x 62. Moreover, in the caleulation of }?il, 7, and 7,5, We have Fy = 8.

6.3 Simulation Results for IEEE 802.16m

6.3.1 Simulation Flow

Figure 5.2 illustrate the block diagram of our simulated system. We also assume perfect
synchronization and omit it in our simultion. For data transmission simulation, we don’t
do FEC and DeFEC. After channel estimation, we calculate the channel MSE between the
true channel and the estimated one, where the average is taken over all the subcarriers. The

symbol error rate (SER) can also be obtained after demapping.
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6.3.2 Validation with AWGN Channel

Before considering multipath channels, we again do simulation with an AWGN channel to
validate the simulation model. We validate this model by MSE and SER curves resulting
from simulation. We simulate a system where FFT size = 1024, bandwidth = 10 MHz, TDD
frame length = 5 ms, DL subframe size = 1 preamble + 28 OFDM symbols, and 48 PRUs

are used in DL transmission.

In Figure 6.2, the theoretical symbol error rate (SER) curve versus Ey/Ny for uncoded
QPSK are plotted together with the SER curve resulting from the simulation. We can see
the SER curve of the LMMSE channel estimation approaches the theory curve. Figure 6.2
shows the mean square error (MSE) curve resulting from the simulatin versus E;/Ny, and we
can see LMMSE estimation maintains a close to —1 slope in MSE throughout the simulated
range of SNR. Here, the E /Ny means the:data power divided by the noise power. For
LMMSE channel estimation, because the/néise power is measured by pilots, 62 should be
multiplied by a scale factor 9/16. In addition, 62 has to be multiplied by a scale factor if
the corresponding pilot subcarrier response-estimate is obtained by linear interpolation in
times discussed in the last section. Figure 6.3 shows the performance of LMMSE channel
estimation before and after doing noise variance modification in AWGN channel. We can see
the performance is similar between before and after doing noise variance modification, but
there are different results in multipath channels. In summary, the average noise variance for

each of the 28 data symbols of the DL subframe is as follows.

e 1st symbol: (9/16 +9/16 +9/16)/3 x 62,
e 2nd symbol: (1+ 1 +5/9)/3 x 9/16 x 62,

e 3rd symbol: (1+5/9+5/9)/3 x 9/16 x 62,
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e 4th symbol: (2+5/9)/3 x 9/16 x 62,

e 5th symbol: (13/25 +1/241)/3 x 9/16 x 62,

e Gth symbol: (13/25+1/2+1)/3 x 9/16 x 62,

e 7th symbol: (5/9 + 1+ 17/25)/3 x 9/16 x &2,

e 8th symbol: (1+5/9+5/9)/3 x 9/16 x 62,

e 9th to 25th symbols: (1+5/945/9)/3 x 9/16 x 62,
e 26th symbol: (1+5/9+5/9)/3 x 9/16 x &2,

e 27th symbol: (1+145/9)/3 x 9/16 x 62,and

e 28th symbol: (9/16 +9/16 + 9/16)/3 x 52

This validates the simulation (we use C/C-+-+ programming language).
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6.3.3 Simulation Results for Multipath Channels

Figures 6.4-6.5 show the distributions of the estimated mean delays and RMS delay spreads
at different SNR values in AWGN. Figures 6.6-6.13 show the distributions of the estimated
mean delays and RMS delay spreads at different velocities and SNR values in SUI-2 and SUI-
5 channel. Figures 6.14 shows the performance of LMMSE channel estimation with different
velocities in SUI-2. We can see that the MSE and SER performances are relatively close at
different speeds. This is because the SUI-2 channel model has a relatively small delay spread
(type C). Figures 6.15-6.16 show the performance of LMMSE channel estimation at different
velocities in SUI-5 and SUI-6 channels. We can see worse performance compared to SUI-2,
because SUI-5 and SUI-6 are have greater delay spreads (type A). Figures 6.17-6.18 show
the performance of LMMSE channel estimation at different velocities in SUI-3 and SUI-4.
The delay spreads of SUI-3 and SUI-4 are between type A and C. The performance in SUI-3
and SUI-4 is also in between. Finally, Figures 6:19-6.20 show the performance of LMMSE
channel estimation before and after doing noise variance modification in SUI-2 and SUI-4

channels. We can see the better performance after’doing noise variance modification.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we presented several channel estimation methods for OFDMA downlink for
IEEE 802.16e and 802.16m. There are the steps to do the advanced 4-point linear interpo-

lation:

e First, use LS estimator to estimate the channel frequency response on the pilot sub-

carriers.

e Second, interpolate the channel response in the middle of the pilot location in time

domain.

e Third, interpolate the data subcarrier response in frequency domain.
There are the steps to do the LMMSE channel estimation:

e First, perform LS estimation of the pilot subcarrier responses
e Second, estimate the rms delay and mean delay

e Third, find the autocorrelation function associated with the approximate PDP
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e Fourth, base on this autocorrelation function, do LMMSE filtering to estimate the data

subcarrier responses

For IEEE 802.16e, we compared the performance of the two channel estimation methods, and
the LMMSE channel estimation performed better than advanced 4-point linear interpolation.
For IEEE 802.16m, we presented the LMMSE method to do channel estimation, and we got

good performance with different channel models.

7.2 Potential Future Work

There are several possible extensions for our research:

e enhance performance in the long delay spread channels
e Add MIMO to the system for IEEE 802.16m.
e Optimize the performance on DSP.

e Try other kinds of techniques to estimate channel response on pilots for less estimated

CITors.

e In this thesis, we do not consider the influence of intercarrier interference. The simu-

lation can be involved in the future.
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