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Abstract

Track routing is an intermediate step between global routing and detailed routing. It is an ideal
stage to consider deep submicron (DSM) issues, such as crosstalk, critical area, and density
distribution. This paper provides a track routing model via Integer Linear programming (ILP). The
proposed layer assignment optimizes routability, balances density distribution and avoids obstacles.
In track assignment stage, we adopt extensive cost table to minimize cost for DSM issues and local
wire length based on wire segment assignment results. For speeding up, the parallelism algorithm
is provided to simultaneously route nets of each panel. Experimental results indicate that the
proposed track routing algorithm improves maximal density by 9.5% and density deviation by
3.5% to using detailed router only. In addition, the proposed parallelism algorithm reduces 80%

routing time in 8 core processer compared with 1 core system.
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Chapter 1

Introduction

For the technology nodes beyond deep submicron era, interconnect dominates the
timing failure, manufacturability, yield and reliability of a system. Approaches for
addressing timing issue or coupling noise are proposed in [1-3] by maximizing minimal
timing slack and reduced timing violation. Routers considering chemical mechanical
polishing (CMP) topography variation control are proposed in [4-5] with balancing wire
density to enhance the yield in manufacturability. As for critical area, interconnect
optimization for random-defect-related yield is proposed in [6-8], which decreases
probability of failure (POF) to-avoidyield lose. Many previous works focus on these issues
in routing stage. Traditionally,routing consists of global routing and detailed routing. With
given obstacles and pins, global routing determinates sub-region (G-cell) paths of each
connection in G-cell array, and then detailed routing identifies the layer and physical
location of each routing path.

Batterywala ez. al [9] proposes track routing preceding detailed routing to reduce
complexity of detailed routing. Track routing determines the location of long wire
segments, called iroutes, that are extracted from global paths. This stage has several
advantages; the first is that routing resources are consumed efficiently because most routes
are straight. The second is that track routing in different panels can be routed independently.
Thus, track routing natural own high parallelism. Finally, because all iroutes are assigned
to tracks together, considering yield and reliability issues, such as crosstalk, metal density

and critical area, in track routing is more efficient than in detailed routing. The track
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routing algorithms could be classified into two categories. The first category [9] used

weighted bipartite graph to model track assignment problem. This category constructs

overlap graph (OLG) for iroutes, gets maximum clique in OLG and assigns the iroutes in
the maximum clique to tracks by minimal edges weight matching. This step repeats until

all iroutes are assigned to tracks or no feasible assignment is found. The second category [2]

[3] [8] ordered wire segments first, and then rearranges them to optimal location. .
Existing track routing algorithms are efficient. However bipartite matching based

algorithms have weakness as considering interconnection among the same iroute clique,

while for the algorithms in [2][8], different iroute orders yield different results and
obstacles may degrade assignment quality. This paper has the following characteristics.

I.  The proposed obstacle-avoiding ILP layerassignment uniformly distributes iroutes to
layers and assures subsequent track assignment can-find feasible solution based on the
resultant layer assignment.

Il. The proposed zone-based ILP track assignment partitioned each panel into zones such
that it becomes feasible to encode every assignment as a number. The cost of every
assignment is then stored in a cost table, making this approach extensible to optimize
other design issues by updating the cost table.

[1l. The proposed parallel ILP track routing schedules the routing order of each panel to
raise CPU utilization on multi-core platform.

The rest of this paper is organized as follows; section 11 describes problem definitions,
section I11 presents our ILP model for track routing. Section 1V is cost metrics construction.

Finally, experimental results and conclusion are in Section V .



Chapter 2

Routing Model

This work adopts the same routing model as in [9]. As shown in Fig. 1, At first,
the global routing stage determines the global path of each multi-pin net. The
physical location of long wire segments is then determined by the track routing
stage. Finally, a detailed routing stage completes incomplete nets.

While this work focuses on the track routing stage, the subsequent section

defines some notations and problem:formulation.

|4 obsiacle Layer 1 - hovizontal
I s Layeor2 - vortical
Glokal path mmm Layer 3 -hoeigor Lal

wl U ml e TS
i I i i

- K. Fin

; -
H
-
1
A |
1
1
3
]
=1

{a) (b) {c)

Figure 1. Routing model (a)global routing; (b)track routing; (c)detailed routing



Figure 2. Track, iroutes and panels
2.1 Problem Definition

Figure 2 illustrates a routing example of 6x4 G-Cell array. A panel comprises serial
connected G-Cells in a row or.column.-An-iroute is a net.completely passing through at
least one G-Cell. Additionally,a track denotes aposition where an iroute can be assigned in
a panel. A panel contains several tracks with fixed separation between them. An iroute can
be assigned to a track if the interval of the-iroute in the track is not occupied by other
iroutes and existing obstacles.

Track routing contains two problems. The first problem involves assigning iroutes to
available layers, while the second one involves determining the physical location of each
iroute. The following are the basic formulations for these two problems.

Layer assignment: Given a set of iroutes /R, a set of available layers L, a set of panels P,
and a set of existing obstacles in layers O, the layer assignment assigns each iroute of /R
to a layer and assure that the resultant layer assignment is assignable in track assignment.

Track assignment: Given a panel P, a set of tracks 7' in P, a set of fixed obstacles O in P,

and a set of iroutes /R, the track assignment determines the track position for each iroute



such that any two overlapping iroutes are assigned to different tracks and each assigned

iroute does not overlap any existing obstacle.



Chapter 3

The proposed algorithm

3.1 Overview of the proposed algorithm

Global routing

o
Global path
8-

O
Detailed routing

Figure 3 Overview of the proposed algorithm.

Figure 3 illustrates the overall flow of this work. The global routing results are
pre-processed so that all nets are extracted into iroutes and assigned to panels based on
their dimensions. After global routing, ILP-based layer assignment determines the proper
layer of the iroutes and, then, ILP-based track assignment assigns all iroutes to tracks in
each layer. When all iroutes locate the optimal position, a detailed router completes the

unfinished routing. The following sections specify the details of each component.

3.2 Encoding Track Assignment

Analyzing the layout entails dividing the whole layout into zones. According to Fig.

4 (a), a vertical line is drawn based on x coordinates of the end points of each iroute, and



the layout is partitioned into several zones. Importantly, partitioning the region into zones
allows a fixed number of iroutes to cross each zone, leading to a finite solution space in
each zone. For instance, a 3-track panel contains only 8 combinations as shown in Fig. 4
(b), thus reducing the complexity of estimating the cost of each solution and encoding
every track assignment solution as a number. Closely inspecting each zone allows us to
analyze the whole layout. For instance, in metal density analysis, the metal density of
each zone in Fig. 5 (b) is balanced, but not in Fig. 5 (a). Notably, Z/ and Z3 in Fig.5 (a)
have an imbalanced metal density, also leading to imbalanced total metal density. Thus,

the whole panel is also balanced when the density of each zone is balanced.
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Figure 6 (a) Unbalanced iroute distribution layer assignment; (b) balanced iroute
distribution layer assignment.

3.3 ILP Layer Assignment

This work develops an ILP based layer assignment to avoid obstacles and place as many
iroutes into panels as possible.

Generally, spreading iroutes to each layer and balancing iroute distribution advances
crosstalk, critical area, metal density and routability. Layer assignment here thus focuses
on averaging the iroute distribution.. According.to Fig. 6 (a), a non-uniform iroute
distribution would lead to a large variation of iroute number between zones of different
layers. However, a balanced iroute layer assignment would lead to a small variation of
iroute number among zones, as shown in Fig. 6 (b). Therefore, the optimal iroute
arrangement is that with the minimum variation of iroute number among each zone of each

layer and, therefore, is used here as the objective function.



TABLE I NOTATIONS IN LAYERASSIGMENT

Variable

Vil if iroute 7 is assigned to layer / ,y;=1 else y;=0

Lonax k Maximal iroute number in zone k of each layer

ik Minimal iroute number in zone k of each layer

Xiit xix ==1 if iroute i can be assigned to track z in layer /in a
legal track assignment.

Non Variable

Sk The set of iroutes covering zone k&

IR Iroute set

I Zone k length

VA Set of zones

LA Layer set

TK, Track set of layer /

tn Track number of panel

Table 1 lists all notations in the layer assignment. The proposed ILP formulation is

described as follows.



min:: (Zlk *(Zmax,k _Zmin,k))
keZ
2]

@)> v, =LVielR
=1
ILA4)
(b)zyil <Zwi VieS, VkeZ
=1
1L

> vy =2Z o, VieS, VhkeZ
/=1

(d)y, =D x;,Vieir,VleLA

t=1
(e)x,, +x,, <LVl e LAVt e TK,,if iroutei overlaps withiroute j

(f)x,, =0,if irouteiinlayer! has obstaclesin track t
(g)y, =[01],Vie IR, VI e LA
(h)x,, =[01],Vi e IR VI € LAVt e TK,

Constraint (a) stipulates that only oneiroute can.be assigned to one layer; constraint (b)
obtains the maximal iroute number in_zone k& of each layer; constraint (c) obtains the
minimum iroute number in zone & of each layer. constraint (d) Sets y; as 1 if assigning iroute i
to layer / guarantees to find a track to-accommodate iroute i in layer /, constraint (e)
represents the overlapping constraint to confirm whether if iroutes overlap with each
other, thus making it impossible to assign an overlapping iroute to the same track in the
same layer; in addition, constraint (f) offers the obstacle constraint to avoid assigning
iroute 7 to track ¢ in layer £ if at least one obstacle overlaps iroute i and track z in layer k.
Constraints (d), (e), and (f) ensure that at least one track assignment solution is identified.
Figure 6 illustrates a simple example of a two layer assignment with three obstacles and

two iroutes.
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Figure 7 An example of our layer assignment.

Although considering obstacles complicates the computation in optimization, a layer
assignment algorithm not considering obstacles may yield an assignment result that is
unroutable in track assignment. Previous works [5] [9] are weak in considering obstacles
and sacrificed some qualities to obtain a feasible layer assignment solution. The proposed
layer assignment resolves this problem. The layer assignment in [5] may find unfeasible
layer assignment solution because it does not consider the problem that some iroutes may
be assigned to the wrong layer where there hasno space for those iroutes. And in [9], this

work first assigns iroutes which have few assignable tracks; this tip limits the solution

Yuty=1
Yarty=1
X111+X112=Y11
X211tX212=Y12
X121+ X122=Y21
X2211X220=Y22
X111+Xgp1 <1
X112+ X100 <1
Xo11+Xo01 <1
Xo12+ X000 <1
X112=0

X122=0

X212=0

space. The proposed layer assignment resolves this problem.

3.4 ILP track assignment

This section describes the ILP objective and key concepts first and, then, introduces

the proposed ILP model for track assignment.

11

Zimax,12 Y11+ Ya1
Zmax,1= Y12+ Y22
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Znini= Y12+ Y22
Zmax,zf;yll
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Znin2<Y12



A. Obijectives

The ILP objectives in this work are classified into essential and configurable
objectives. Wire length minimization is the essential objective in track assignment that
influences local wire length used to connect iroute with unconnected components (pins or
iroutes). The wire length shortens if the iroute is located close to the unconnected pin or
iroute, which should be connected. Assume that unconnected component position is p;, and
the location of iroute i is pir;. Wire length cost can then be formulated as | p; -pir;|, and can
be used to control the local wire length.

After a layout is partitioned into zones, the number of solutions in a zone in an n-track
panel is limited to 2”. Thus, configurable objective can be achieved by constructing the cost
table containing each solution cost in-an n-track zone for a specific objective, including
density distribution, crosstalk or critical area; in addition, it can be accessed by a number
ranging from 0 to 2"-1.

Obtaining the cost of each zone involves estimating an index representing the
assignment result to access the cost table. The assignment index is obtained by computing
assignment matrix. Figure 8(b) depicts the assignment matrix of the zone assignment in Fig.
8(a), where x;; equals 1 if iroute 7 is assigned to track ¢. In this matrix, the row represents
the assignment of each iroute. Next, the table index of the assignment of a zone, say k, is
calculated by first identifying the rows that represent the assignment of iroutes in zone k.
Next, all identified rows are summed up to obtain a new row. The new row is regarded as
a binary bit sequence that is translated into the index to access the cost table. Consider
zone Z3 in Fig. 8(a) as an example, in which iroute 1 and iroute 3 cross Z3. The first row

[0 1 0] and the third row [0 0 1] in Fig.8(b) represent the assignments of these two iroutes,

12



which are then summed up to attain the binary index of Z3; the index is [0 1 1],=3, then

the cost of Z3 is the value in cost table of index three.

X Xp Xy

—: X X Mg 010
=100
001

Xy Xz g

z1 z2 z3
_ _ (a) (b)
Figure 8. (a) An iroute arrangement example; (b) x; array represents (a).
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B.

ILP Formulation

TABLE Il NOTATIONS IN TRACK ASSIGMENT

Variable

Xit if iroute 7 assign to track 7 ,x;=1 else x;=0

Index If the assignment in zone % to access cost table is m item,
index,; =1, else index,,;=0.

pir; Track of iroute i

Ck The cost of Zone &

Non Variable

V4 Zone set

IR Iroute set

n Total number of solutions

tn Track number in a panel

I Length of zone k&

pi The component position should be connected to iroute i in
detailed routing

s Track set of panel

Zk Set of iroutes which crossing zone k

Cly Value of m-th item in cost table

s_ir; Iroute number in solution i

14




Table 2 lists all notations in the track assignment, and the general ILP formulation is as

follows.

min :(a D lc, +B Y |p,~ - pir,;| )
VkeZ VielR

m
(a)z x, =1VielR

t=1

(b)x, +x, <1t e TS ,if iroute ioverlaps with iroute j

(¢)x, =0,Yie IR ,if iroute i has obstacle in track t

(d)zn: m*index mk :l+Zm: 2[712 x,.,,Vk c Z
t=1

m=1 iezy

(e)z index ,, =1,VkeZ
m=1

(f)e, = Z index_ g5 ¢ty Yk e Z

m=1

n
(g)pir, = Z t*x,,YielR

t=1

(h)x, =1{01]

Constraint (a) each iroute can only be assigned to one track; in addition, constraint (b)
avoids assigning overlapping iroutes_to the same-track. Obstacles in panels must be
avoided, necessitating that constraint (c) prevent iroutes i from being assigned to the track ¢
if at least one obstacle overlaps with iroute i and track z. Constraint (d) (e) attains the
index of the assignment for each zone to access the cost table, while constraint (f) obtains
the cost of each zone from the cost table. Constraint (g) identifies the track location of each
iroute. With the minimal summation of each zone cost and the cost table, this ILP
formulation can optimize a specific objective defined in the cost table.

When using bipartite matching method, the track routers cannot consider the
interconnected effect among the same clique of iroutes; because the psychical iroute

location in the same clique of OLG could not be determined when the clique of iroutes is
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assigned, the effect of other iroutes location in the same clique can not be added to edge
weight in bipartite matching graph. However the interconnected effect can be considered
by the track routers of this work. Previous works determining iroutes order initially may

have optimization order problem, but this work does not have previous defects.

3.5 Solution space reduction

The above ILP formulation may cause time complexity-because there are many tracks
and iroutes, which may incur millions of variables and constraints; therefore, the
reduction of problem size is needed.

A. Redundant solution pruning

As mentioned above, the number of zone solutions is based on track number in
panel. But some solutions could be pruned because of the conflict between them. Take an
example of zones solution 1 and solution 3, the number of iroute in solution 1 is one, but
it is two in solution 3. They couldn’t-both existinthe zone solution space at the same
time. Therefore, the iroute number covering the zones leads to the impossible solutions

which are pruned by modified constraint (d) and the new variables are defined as follows

NEW NOTATIONS
S _irg Iroute number in zone k

r_irg Iroute number in solution m

@ > m*indexmk=1+ti2t'12xi,,‘v’keZ
=1

r_ir, ==s_ir, t iezy

B. Cut independent component

16



Figure 9: Independent sets of iroutes

As show in Fig. 9, the seven iroutes can be divided into two independent sets; the
physical iroutes location in a set would not affect other iroutes in another set. By
performing ILP with independent set, the problem variables and constrains could be
reduced.

C. Merging zones

The iroute arrangements in those zones are the same, if they have the same iroutes
covering them. The ILP formulation could use the same variable to symbolize those zones
without sacrificing quality.

D. Sub-panel

If a layout is partitioned into top-panel and down-panel by modifying layer assignment
ILP formulation, iroutes can be assigned by each zone that reduces total variables and
constrains.

3.6Parallel algorithm

This section describes a simple yet efficient parallel routing schedule. Routing order is
based on the routing complexity of each panel. Processing complex panels first balances
the loading of each CPU, subsequently increasing CPU utilization. The fact that the routing
complexity of a panel fully depends on the zone number and iroute number in the panel

explains why a|IR,| +5|Z,| is used as the routing priority of panel p, where /R, denotes the

17



set of iroutes in panel p and Z, represents the set of zones in panel p. The parallel
algorithm constructs a priority queue of panels. When completing its task, a CPU obtains a

routing task from the priority queue, this step repeats itself until the queue is empty.

3.7 Refinement

After track assignment stage, some areas in a layout may be recognized as hotspot for our
issue according to ILP objective value. Experiments shows that most iroutes in a hotspot
area span many G-cells, which limits iroutes arrangement solutions, thus splitting long
iroutes and rearranging them would benefit quality.

At this stage, the refinement would repeat until no ILP objective value more than the
threshold .Figure 10 shows a simple refinement example, the original iroute arrangement
can’t assign any iroute in a lower layer because of long iroutes and obstacles. By splitting
those iroutes in hotspots can make it feasible.

B iroute
Il obstacle

Splitand =
rearrangement

Figure 10: A refinement example
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Chapter 4

Applications

This section describes the cost table construction for three optimization problem
considering wire density, crosstalk, and critical area; table 111 lists the notations

TABLE I1l NOTATIONS IN APPLICATION

L; Length of iroute i

Achip Total area of chip

lij Overlapping length between iroute i and iroute ;

Wi Wire i

Sif Spacing between W; and W;

W pin The minimum wire width in a layer

Soin The minimum wire space in a layer

w; Wire width of wire i

a, f3 Constant factor

C.(i,j) Couple capacitance between wire i and wire j
4.1 Density

Most works use Fixed-Dissection Density Analysis [10] [11] to evaluate density by

an unit area of layout, called windows. The density difference among windows figures

out layout density distribution. Besides, as show in Fig. 4, if each zone density is

19



balanced, the layout density is also balance. Thus, to analyze density distribution by

each zone is reasonable. The cost table construction focuses on each zone, the model can

apply Delaunay Triangulation to evaluate iroutes distribution as in [5]. As Fig. 11 shows,

if the density distribution is balanced, the area difference among triangles is small; but

the density distribution became large if distribution is not uniform. The area difference

between the biggest triangle and smallest triangle was employed by Chen ef al. in [5] to

formulate density cost, and can be .adopted to. construct the cost table for density

distribution for the proposed ILP formulation
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Figure 11. A Delaunay Triangulation example; (a) uniform distribution; (b) non-uniform
distribution.

4.2 Crosstalk

The simple crosstalk model based on coupling capacitive [2] [12], and the coupling

capacitance between ##;and ; can be defined as:

c.G j)=a * l; )
S

ij

20



Sine each panel is partitioned into zones in this work, the couple capacitance must be

accumulated zone by zone.

i, j)=a*y 2 (2

R (1))
, Where Z;; contains the zones passed by iroutes i and j, L. is the length of zone z, and
s’ (i, j) isthe separation between iroute i and iroute j. Thus sum of couple capacitance in
each zone is the same as total couple capacitance computed without zone. With
constructing couple capacitance for each zone solution, the crosstalk aware cost table can

be constructed.

4.2 Critical area

The probability of failure (POF) for the critical area analysis with the defect size
distribution is widely used for yield prediction and optimization [13] [14], and

formulations of POF for open and short failures are given as follows:

kL, =
POEO — i ( M;l min ) (3)
2Achip 2Wi + SminWi
POF* ki, ( i+ Wain )
. 4
724, 251.]2. +WinS; )

The POF for open defects on Wi is eq. 3 and eq. 4 is the POF for short defects between
Ww;and ;. For the total layout, POF can be computed zone by zone; because POF is a linear
function in each iroute arrangement whose s;;, W,.i» and s, are constant. Thus critical area

aware cost table can be constructed by computing POF for each solution.
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Chapter 5

Experimental Results

We implement the proposed track routing algorithm in C++ and use SCIP v10 [15] as
our ILP solver. We use NEMO as our detailed router to complete the routing. We take
density distribution control as an example to verify the efficiency of the proposed
zone-based ILP track routing. The cost metric for density distribution is presented in
section IV A. Fixed dissection density analysis strategy [10] [11] verifies results and
assumes the window size is 9 um. and step size-r = 25. Table IV lists the benchmark
characteristics of MCNC circuits. Focusing on track routing stage, this work compares
with NEMO [16] using the same global routing results. All test cases are run on AMD
Opteron 3.0GHz with 48GB memory with 8 cores.

Density distribution

Table VI shows the comparison of routing results between NEMO [16] and our track
router with NEMO [16] in MCNC benchmark circuits where W, stands for the maximal
density of windows in fixed dissection density analysis, Dev. gives its standard deviation,
Imp. W denotes the reduction rate of the maximal density window and /mp. D represents
the reduction rate of the standard deviation in window’s density. By comparing each layer
of each case, the proposed track routers yields 3.5% standard deviations reduction of the
wire distribution and 9.5% reduction in maximal density in windows. And the average

increase of vias and wirelength is 2% as Table V shows.
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Parallel

We also implement parallel algorithm on a 8-core CPU server, and use OpenMP[17]
as our parallel library. Compared with the sequential track routing, multi-threaded ILP
track routing reduces the runtime by 80.66% on average. Figure 9 shows the execution
time of s38584 with different cores. The execution time of s38584 is 350s with one core
and 51s with 8 cores. Experimental results show that the proposed parallel algorithm has

good scalability.

core  secs e

400
1 340.416 350
2 172.367 300 \
3 116.826 250 \
4 01.4622 200 \.\
5 76.0968 150
6 62.9747 100 e
7 55.6549 50 \.\.\'\H -
8 51.7478 0 ! . . ! ! ' .

core 1 2 3 4 5 6 7 8

Figure 12. Parallel time of s38584 in 8 cores.

Layer assignment

To compare layer assignment quality, we implement layer assignment in [5]. Table
VIl shows the comparison of routing results between Layer assigment[5]+our tack
assignment+NEMO [16] and our track router with NEMO [16] in MCNC benchmark
circuits. The meaning of Wy, Dev, Imp. W and Imp. D are the same as Table VI. The rip
up iroutes stand for the number of iroutes which have no assignable track because of

obstacles. Experimental results show that track routing using our layer assignment have
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higher completion rate than the work in [5]. Because the comparison focuses on layer
assignment, we only represent the comparison in horizontal layers. Compared W, and
Dev. with [5], the proposed track routers yield 5.28% standard deviations reduction of the

wire distribution and 6.25% reduction in maximal density in windows.

TABLE IV MCNC BENCHMARK CIRCUITS

circuit [Size(um?) [Layer |net pin GC size(um?)|GC
§9234 (404*222 |3 1486 4260 7.214*7.258 |57*32
s5378 (435*239 |3 1694 4818 7.25*7.242 |61*34

$13207(660*365 |3 3784 10776 |7.253*7.299 |91*51

$15850(705*389 |3 4472 12793 |7.254*7.212 |98*54

$38417(1144*619 (3 11309 (32344 (7.24 *7.283 |159*85

$38584 (1295*672 (3 14754 © [42931. \|7.212*7.225 |236*94

TABLE- V VIAANDWIRELENGTH

Via Wire length
NEMO TA+'NEMO NEMO TA+ NEMO
59234 4728 4884 56092 57517
S5378 5752 6072 75509 77308
S13207 12573 12597 178351 181638
$15850 14679 15129 223361 228004
S38417 37611 37740 489195 501576
S38584 50501 50724 671845 685409
Ratio 1 1.022 1 1.021
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TABLE VI COMPARISON OF ROUTING RESULTS AMONG NEMOI161 AND OUR ROUTER

NEMO[16] result Track routing + NEMO [16] result
circuit |Layerl Layer2 Layer3 Layerl Layer2 Layer3
Wiax |DeV.  [Wiax [DeV.  [Woa [Dev.  [Wiax  [Dev. JimpW [Imp.D [Wiex [Dev.  [impW [iImp.D [Wnex  [Dev. [imp.M [imp.D
s9234 10.329]10.0568 |0.433 [0.0761 [0.301/0.0458 |0.311 |0.0550 |5.4% |1.91% [0.393 |0.0735 [3.36% [9.1% |0.274 [0.0468 [10.46% [-2.21%
s5378 ]0.369 [0.0602 |0.420 [0.0727 |0.321|0.0595 [0.312 [0.0565 |15.48% [6.05% [0.377 |0.0678 [10.23% |6.8% |0.313 |0.0567 |[2.40% |(4.67%
513207 |0.361 |0.0557 |0.449 [0.0780 |0.4 |[0.0596 [0.320 [0.0517 |11.36% [7.16% [0.403 |0.0741 [10.24% |4.94% |0.349 |0.0555 |[12.67% (6.78%
515850 |0.348 [0.0550 |0.452 [0.0755 |0.444(0.0744 [0.336 [0.0512 |[3.24% [6.87% [0.401 [0.0710 [11.23% |5.99% |0.395 [0.068 |[10.99% [7.75%
$38417 |0.385(0.0631 |0.482 [0.0836 |0.388(0.0483 [0.390 [0.0618 |-1.13% [1.93% [0.426 |0.0827 [11.44% |1.13% |0.373 |0.0477 |[3.96% |[1.23%
s38584 |0.4130.0582]0.481 [0.0812 |0.500]0.0662 |0.362 |0.0581 |12.20% |0.03% |0.423 [0.0803 [11.96% |1.12% [0.405 ]0.0659 |19.32% [0.5%
average 7.73% |3.99% 10.7% |3.89% 9.97% |3.12%
TABLE VIl COMPARISON OF ROUTING RESULTS AMONG [5] AND OUR ROUTER IN
LAYERASSIGMENT
L-A[5] +OUR T-A resultsNEMOI6] |- a0y routing +' NEMOJ[16] result
circuit Layerl Layer3 Rip-up Layerl Layer3 Rip-up
- iroute
Whnax  |Dev Whax  |Dev iroute |W., |Dev Imp.W [Imp.D |Wmax |Dev Imp.M Imp.D

59234 0.321 |0.0561 ]0.329.10.0517 |135 0311 ]0.0550 [2:9% |0.7% |0.274 |0.0468 |16.65% |9.4% |[O

s5378 0.320 |0.0562 ]0.321.10.0645 |217° |0.312-]0.0565 [2.62%:|-0.7% |0.313 |0.0567 |2.40% 12.06% [0

s13207 |0.332 |0.0541 |0.382 |0.0602.[377 |0.320 [0.05173.47% |4.38% |0.349 |0.0555 |8.63% [7.73% |O

s15850  10.367 |0.0543 |0.443 |0.0757 |509 *|0.336/0.0512 |8.36% |5.66% |0.395 |0.068 [10.8% [9.4% |0

s38417  10.347 |0.0605 |0.471 |0.0525 [998 ]0.390 |0.0618 [-12.3% |-2.23% |0.373 ]0.0477 |20.36% [9.10% [0

s38584 |0.384 |0.0618 |0.442 |0.0672 |1412 |0.362 |[0.0581 |2.83% [6.09% |0.405 |0.0659 |8.31% 1.70% |1

average 1.31% [2.31% 11.20% |8.42%
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Chapter 6

Conclusions

In this paper, we present a zone-based ILP track routing. The obstacle-avoiding layer
assignment guarantees the routability in track assignment for every generated layer
assignment result, and balance density distribution. The proposed ILP track assignment
can easily adopt different cost tables to efficiently optimize different yield issues. Finally,
we propose a simple parallel algorithm to route the nets of each panel simultaneously,
significantly reducing run time. Experimental results reveal that the proposed track routing
algorithm can achieve better density control.than using detailed router only. Furthermore,

the proposed parallel scheduling algorithm has-good scalability on multi-core platform.
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