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Student : Yu-Jen Lin Advisor : Jiun-Long Huang
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National Chiao Tung University

Abstract

Recently, Opportunistic Routing has been widely explored to improve the unicast
performance in wireless mesh networks. A number of recent papers introduce opportunistic
routing in wireless mesh networks by utilizing schedule in order to avoid receiving
duplication packets in node. Unfortunately, all of them prevent spatial reuse and thus may
underutilize the wireless medium_because of the ‘node must wait until higher priority node
completes. With linear combination, opportunistic. routing can be implemented without
complex scheduler protocol. Linear combination partitions the stream into multiple segments
and combines only packets in the same segment. It is significant to decide when the next
segment can be sent. In previous ;studies the source can send next segment only when
destination receives enough packets to decode and retransmit acknowledgement to source. In
this paper, we propose PipelineOR,; a new_protocol that uses linear combination method and
select necessary forwarding nodes to improve throughput. In our algorithm, if one node
receives a packet from another forwarder it also can know all packets that have stored in
upstream node instead of just one re-combining packet and corresponding decoding
coefficiences. In linear combination, we can only check the coefficient to determine whether
forwarding nodes have enough packets to decode. If yes, send an acknowledgement to the
sender. When the sender receives this acknowledgement it can send next segment packet as
soon. We also check the dependency for each node and prune unnecessary node to avoid
collision. Experimental results show that PepelineOR's throughput is 15%-20% higher than
CodeOR.
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Chapter 1

Introduction

A wireless mesh network is a network created through the connection of wireless access points
installed at each network user’s locale. Each network user is also a provider, forwarding data
to the next node. The networking infrastructure is decentralized and simplified because each
node need only transmit as far as the next node. Figure 1.1 shows a generic mesh network
topology that consists of a sender node s, a cloud of forwarding nodes, and a destination node

d. Owing to interference and unreliability of link quality, routing in wireless mesh network is

Figure 1.1: General topology for mesh network

a challenge to maximize throughput. Traditional routing focused on finding a fixed shortest
path between a pair of nodes and sent data through that sequence nodes. This protocol makes
the most sense when each pair of nodes is linked by a wire. For wireless networks it is not an
idea approach due to the reason that wireless link with a shared communication channel is a
broadcast communication medium in nature.

The main idea of opportunistic routing [3] is, instead of preselecting a single specific node
to be the next-hop forwarder for a packet, and multiple nodes that closer to the destination

can potentially be served as forwarder candidates. The reason is wireless broadcasting sharing



channel in nature. When the current node transmits a packet via a single-hop broadcast, all
the candidate nodes that overhear the packet will coordinate with each other to determine
which one would actually forward the packet according to scheduling algorithm along number
of control messages. The node that is closest to the destination will perform the forwarding
while the rest will simply drop the packet even they have successfully received it. For this
property, opportunistic routing can take advantage of the potentially numerous, yet unreliable
wireless links in the network when they actually deliver. In contrast, traditional routing in
wireless networks only targets a packet to the preselected next-hop forwarder, which is the
node on a preselected path towards the destination of the packet.

In [4], Chachulski et al. proposed trading structure for randomness, called MORE, for
solving complex scheduling algorithm along large number of control message in opportunistic
routing. The fundamental insight is that, with random mixing of coded packets, although
multiple receivers overhear the same packet in a wireless broadcast neighborhood, they are
able to generate linearly independent coded packets with high probability, by combining the
received coded packet with existing packets in their buffers. In order to constraint of com-
putational complexity, MORE partitions-the data into multiple segments and combines only
packets in the same segment. In [13],«Lin et al. proposed CodeOR which allows the source to
transmit a window of multiple segments concurrently and reduces packet size for decreasing
the decoding delay. The primary concept is that, reducing stop-and-wait problem in large
scale topology and fully utilizes network resources:

The previous researches about opportunistic routing with linear combination exist an open
challenge that severely affects performance: When shall the source stop transmitting coded
packets of one segment and move on to the next one? If the source stops prematurely, the
destination cannot decode the entire segment. However, if the source stops too late, bandwidth
resource is wasting. Unfortunately, no matter in MORE or CodeOR the latency for source
move on to next segment is long and not efficient.

In this paper, we propose a new protocol named PipelineOR standing for Pipelined Op-
portunistic Routing, that uses concept of the older segments are closer to destination. We also
use linear combination and select necessary forwarding node to improve throughput. All of
previous research about network coding with opportunistic routing focus on each forwarding
node just transmits one recombining packet and decoding coefficient vector to it downstream
node but ignores the number of packets stored in every current node. In our algorithm, each
node not only transmits recombining packet but also transmits all packets coefficients that

has received. Using this idea can help source transmits next segment soon, because if any



node knows that forwarding nodes have stored enough packet to decode, it will send acknowl-
edge to source and the source is not necessary to send packet with the same segment. In the
same case, when time passes by, the older segment will closer to destination so the number of
segment flight in the network at the same time is more than other study. We also check the
dependency of each node and prune unnecessary node to avoid collision.

The remainder of this paper is organized as follows. Chapter 2 presents preliminaries,
including introduction of opportunistic routing, linear combination, related work and defini-
tion. Chapter 3 describes our algorithm for opportunistic routing with linear combination.
Performance evaluation is presented in Chapter 4. Finally, Chapter 5 makes a conclusion for

this thesis.



Chapter 2

Preliminaries

In this section, we will give some preliminaries. Section 2.1 and Section 2.2, introduce concept
about opportunistic routing and linear combination, respectively. Related works for wireless
opportunistic routing are presented in Section 2.3. In Section 2.4, we define notion using in

this paper

2.1 The concept of Opportunistic Routing

Traditional wireless networks use-routing techniques similar in wired networks. Multi-hop
wireless networks typically use routing techniques similar to those in wired networks [16], [17].
These routing protocols choose the best sequence-of nodes between the source and destination,
and forward each packet through that sequence.

A fundamental insight of opportunistic routing work as follows. A source node wants to
transmit a packet to a destination. Due to the reason that wireless channel in broadcasting is
shared, so some forwarder may overhear data from another nodes. Thus, nodes between source
and destination are willing to participate when data delivering. When source broadcasts the
packet and some ”sub-set” of the nodes will receive the packet. The nodes run a protocol
to discover and agree on which nodes are in that sub-set. The node in the sub-set that is
closest to the destination broadcasts the packet and other nodes cannot broadcast. Again,
the nodes that receive this second transmission agree on the closest receiver, which broadcasts
the packet. This process continues until the destination has received the packet.

The reason for opportunistic routing throughput better than traditional routing is that
each transmission may have more independent chances of being received and forwarded. Con-
sider the scenario in Figure 2.1. The delivery probability from the source to each intermediate

is only 10%. The delivery probability from each intermediate to the destination is 100%.



Traditional routing would route all the data through the same intermediate. The high loss
rate would require each packet to be sent an average of ten times before being received by the
intermediate, once more to reach the destination. Opportunistic routing to be sent an average

of 1/(1 — (0.9)'%) times before being received by the intermediate.

/,
\Qd\o 00%'

Figure 2.1: Example in which each of the source’s transmissions has many independent chances

of being received by an intermediate node

Packets may transmit unexpected far due to wireless network share communication chan-
nel. This is another reason for opportunistic routing might improve throughput than tradi-
tional routing. Considering Figure 2.2, in which the source is separated by a chain of nodes
leading towards the destination. Delivery probability decreases with distance. Traditional
routing would forward data through some sequence of the chain, for example source-C-D-
destination. If a packet transmission from the source falls short of C, just reaching A, then
that transmission is always wasted in traditional routing, and the source must re-send the
packet. If a transmission reaches farther than C, for example all the way to D, traditional
routing cannot make use of that luck. Opportunistic routing, in contrast, can often take
advantage of both of these situations. In the former case, A will re-send the packet, allow-
ing it to make some progress. In the latter case, D will forward the packet, eliminating one

transmission.

2.2 Introduction to Linear Combination

In traditional communication networks, data packets delivery by store-and-forward mecha-

nisms in which the intermediate nodes forward a copy of data packets that they have received.
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Figure 2.2: Example in which the source’s transmissions may make different amounts of

progress towards the destination.

With linear combination, a network node is allowed to combine several packets that it has
generated or received into one or several outgoing packets instead of simply forwarding data.
Combination messages can be decoded at destination if it receives sufficient data. [12] shows
constructively that the linear combination can achieve the capacity of a single multicast ses-
sion as well. In fact, the unreliability and broadcast nature of wireless links make wireless
networks a natural setting for linear combination.

In this paper, we use random linear combination, both the combination and decoding
operations can be regarded as matrix multiplication over a Galois field. The data to be
transmitted from the source is divided into multiple segments and be encoded with the same
segment. As shown in Figure 2.3,a coded packet p’ with random network coding is a linear
combination.Each p’ encodes k source packets pg, . . . ,pp_1 in a segment with the form,

Zle a;p; where «/ is a matrix composed of random coefficients in the Galois field GF(ZS).

Segment So * Si . S o ...
Po Px-1 Px Pok-1 Px P3k-1

Packet [ -~ | | [ ]

Encoding Po' ++ Pet’ | P e Pact'| Pal occc Pad' | ...
° ° °

Figure 2.3: Linear network coding

For reduces redundant transmissions, forwarding node accepts an incoming packet only
it is independent of existing received ones and drops the dependent packet. The forwarders
can re-combination packets in buffer and broadcasting the resulting packets to downstream
nodes. The re-combination operation replaces the combining coefficients accomplished with
the original combined packets with another set of random coefficients. The ability of re-
combination enables forwarders to avoid the severe packet redundancies in store-and-forward
routing protocols. Since a coded packet carries information from not only the newly coming

packet, but also existing ones that were opportunistically received. For this reason, when a



forwarding node wishes to transmit combined packets within a segment, in traditionally, it
produces a coded packet p” by combination all combined packets in its buffer belonging to
the segment, namely p),. . . ., p,_}, where m is the total number of coded packets in the
buffer that belong to the segment:

Y B

The decoding operation of k source packets at destination is equivalent to solving a linear
system composed of all coded packets received . The decoding matrix represents the coefficient
matrix of such a linear system. When the rank of the decoding matrix is k, the linear system
can be solved ,otherwise the destination continues to receive coded packets from its neighbor

until all £ source packets are decoded.



2.3 Related Works

Opportunistic routing was first proposed by S. Biswas and R. Morris in [16]. In [3], ExOR is
proposed as a source-based opportunistic routing protocol by effectively utilizing the wireless
broadcast medium to increase network throughput. Unlike traditional best path routing
protocol, which neglected the wireless broadcast advantage. ExOR selects a group of candidate
nodes (instead of a single one) as the potential next-hop forwarder. The node with the smallest
ETX (Expected number of Transmission times) to the destination and successively receives
the current packet, will relay the packet further. As shown in Figure 2.4 introduces how to
calculate ETX. To prevent unnecessary transmissions, ExOR introduces a special complex
packet scheduling algorithm. Experimental results are described in the paper to verify that
ExOR can significantly improve the network throughput. Many variations of opportunistic

routing protocols [19], [23], [24] based on ExOR have also been proposed.

ETX=5 (1/0.2)
1

/.\

¥l 0%
ETX=3.75

S 80% ~@— 40% d

3
ETX=10

Figure 2.4: ETX calculates

Chachulski et al. [4] have proposed a practical opportunistic routing protocol based on
linear combination, referred to as MORE In particular, MORE is MAC-protocol independent
and avoids duplicates by randomly mixing packets before forwarding. By this way, MORE is
feasible to be implemented in practice, and achieves higher throughput than ExOR. However,
MORE uses a stop-and-wait protocol with a single segment, which is not efficient utilizing the
delay-bandwidth product in large-scale networks.

In [13], Lin et al proposed using small segment size to decrease decoding delay and transmit-
ting multi-segment to improve throughput. Since the destination needs to wait to accumulate
a sufficient number of combined packets before it is able to decode the segment, a smaller

segment size is beneficial towards reducing such a delay, which is important to real-time mul-



timedia applications. With CodeOR, one may use a smaller segment size, since the number of
segments that are in flight in the network adapts to its estimated delay-bandwidth product.
In other work, CodeOR allows the source to transmit sliding windows of multiple segments
using opportunistic routing, and with segmented linear combination. The time for source to
move on next segment is dependent on source receives E-ACK that sent from destination. In
large-scale networks CodeOR also has long delay time from destination sends acknowledge to
source. The number of segment in flight in the network at the same time dependent on sliding
windows size. In other word, it may be inefficient when forwarding nodes closer to destination
have sufficient packets to decode but source does not transmit new segment.

With the observation that error probabilities of symbols are much lower than that of
packets on a wireless link, MIXIT [10] improves the performance of MORE by operating
network coding on symbols rather than on packets as in MORE, where a packet consists
of multiple symbols and a symbol is the smallest transmission unit over the wireless link.
With such a simple modification, MIXIT can utilize correct symbols in a corrupted packet,
and therefore attains higher throughput than MORE: However, as an extension to MORE,
MIXIT adopts the same stop-and+wait; paradigm, and hence shares the same drawback as
MORE in large-scale networks. Halloush et al. [7] propeses multi-segment mixing to improve
single segment encoding. However, it will increase the computational complexity.

A number of recent papers [18];22], [21] have used different variants of optimization
frameworks to extend MORE to scenarios involving multiple sessions. They require the trans-
mission of a large number of control messages in a timely and reliable fashion, which may
not be practical in loss wireless networks. More importantly, none of these papers has raised
efficient algorithm on the constraints of the stop-and-wait paradigm on session throughput

and care about forwarding node selection.



2.4 Definition

In this section we define notion used in this paper. The k£ means partition size of one segment
and segment number is defined S;. The localMaxETXHost means the node has maximum
ETX that stores some decoding packets. Every sub-net has its localMaxETXHost, so we
define globalMaxETXHost for the maximum localMaxETXHost in network. Former is defined
former localMaxETXHost. Total-Segment and Finish-Flag means total segments for source

can transmit and process finish flag, respectively. The notations are shown in Table 2.1.

Notation Meaning
S Source of the mesh network
d Destination of the mesh network
S; Segment number
k Partition size of one segment

local Max ET X Maximum ETX node that stores some decoding packets
global Max ETX The maximum local Max E'TX
StoreforMaxETX | Recoding local MaxE'TX in each node
Former The former globalMaxETX
Total — Segment | The total segment number
Finish — Flag The finish flag

Table 2.1: Notation

10



Chapter 3

PipelineOR : Pipelined Opportunistic
routing with Linear Combination in

Wireless Mesh Network

3.1 Motivation

For previous researches, we are inspired by the following observation. When nodes on the
multiple paths between the source and/destination have sufficient data in segment i, it can
represent the source has produced enough combining packets for segment i. Therefore, the
source can transmit next segment i+1 to‘avoid stop-and-wait condition acutely. As shown in
Figure 3.1, if node 2 and 3 have received a sufficient number of combined packets in segment i,
source may start to transmit the next segment i+1 after receiving acknowledge from node. In
MORE, however, s continues to transmit segment i even when node 2 and 3 have obtained all
the required coded packets in this segment, until the end-to-end acknowledge from destination.
Hence, the latency for source moves on to the next segment will become serious in large scale
network. In CodeOR [13], it uses sliding windows technique to reduce latency for source
stops current segment and sends the next segment. Actually, the resource is wasting due to
the reason that all nodes store the same segment. Source moves on next segments when it
receives E-ACK from destination. In our algorithm, we improve these drawback. For example,
if node 3 notifies that has sufficient packets to decode in forwarding node then node 3 will
send acknowledgement to source to transmit next segment. Segment may different in each
node because the nodes closer to destination have sufficient packets to decode, so nodes that
far to destination can clear buffer and receive new segment.

We also notice that collision and bandwidth contention may decrease performance, so

11
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S d
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Figure 3.1: General topology for many segment flight in the network

we want to find unnecessary nodes for network topology. In some case, we set the network
topology randomly even each node has independent chance to receive packet but redundant
nodes will always transmit the same packet for another. The same packet is invalid for

decoding, so we prune these nodes to improve throughput.

3.2 Protocol Design

In this section,we will introduce our algorithm detail. In follow ,any two nodes, i and j, let
i>j denote that node j is closer to-the destination than.node i. In another word, j has a
smaller ETX (expected transmission count) than i and j is the downstream node for i. The
destination ETX is defined as zero.

To simplify the protocol design, a node transmits segments sequentially, PipelineOR en-
sures that the smaller ETX nodes receive a sufficient number of coded packets of segment
i such that this node never needs to transmit segment i again. The critical challenge in
PipelineOR is how does nodes determine that they have received a sufficient number of coded
packets from its upstream nodes on a general random topology and how to determine the next
segment can be store in a node buffer?

In particular, the downstream nodes of a node receive packets with different rates because
they have different distances to the sender. Hence, they receiving different coded packets in a
segment at the same times. For example, in Figure 3.2, node 1, 2, 3 receive different packets
due to transmission loss. Thus, node s may wait so long for some of one downstream node to
complete receiving all the coded packets in segment i especially in poor quality network.

Owing to the property of linear combination, we can only check the decoding coefficient

carried in each packet to determine whether packets are independent or not. Inspired by this

12
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Figure 3.2: Independent chances for node receives packets

work, we propose when current node broadcasts data packets to another forwarder, each packet
not only includes combining data and decoding vector but carries all packets corresponding
coefficient stored in its buffer. As shown in Figure 3.3, node 2 has two packets in buffer and

each packet has its decoding coefficient. When node broadcasts, each re-combining packet

LX)

(o [ B [ai] a2

pl]at] 2132 a2l

1 7

Figure 3.3: Packet carries extra coefficients

carries another two packets coefficients and extra message shown in Table 3.1. SrcAddress
means which node broadcasts packets and which node that in ForwarderList will receive
packet. The initial value of globalMaxETXHost and Former node are source because in the
beginning only source has data to broadcast.

Node that receive the packets will calculate total independent coefficients by Gaussian

Elimination and record which node transmits independent packets to this node in localMax-

13



globalMaxETX Host | Former
ForwarderList SrcAddress
SegmentID ATl packet coefficient
Total — Segment k

Table 3.1: Extra broadcasting message

ETXHost. The localMaxETXHost will be change if the node that has larger ETX transmits
independent packets to node. This value will more and more closer to destination when time
passes by. If total independent coefficients are equal than k (partition size of one segment),
meaning the forwarder have sufficient packets to decode. In this time, the node will transmit
ACKs to source. In order to prevent that one forwarder node may become a bottleneck, so
we set that source must receive half of downstream node replying ACKs at least. In this

condition, source can move on to next segment. The replying message as shown in Table 3.2.

localMax ET X Host | Former
SrcAddress SegmentID

Table 3.2:Reply imessage

For example, as shown in Figure 3.4,if k is 5.and .node 6 has received three independent
packets (i.e. dependent packets are invalid for decoding), themext time it receive re-combining
packet from node 2 and knows node 2 has two packets in it-buffer and these two packets are
independent for node 6. Therefore the localMaxETXHost is node 2 and node 6 can send
ACKs to source. The replying message will stop-when it transmit to Former. We assume that
node 3 and node 4 have be reply ACKs message. The globalMaxETXHost is be changed to
node 2, because node 2 has the largest ETX value.

The Former node is stored in each node and the value changed when node receives glob-
alMaxETX that has smaller ETX than its Former. As shown in Figure 3.5, if node 6 receives
a globalMaxETX and its ETX smaller than zero, so Former in node 6 is changed to 2. The
Former node chains each node from source to destination because the Former is more and
more closer to destination. Finally, a node stops transmitting segment i if globalMaxETX has

smaller ETX value for current node.

3.3 Improvements of PipelineOR

3.3.1 Buffer Management

In previous describes, we know the routing method for our algorithm. The concept is source

can transmit new segment sequence if it receives ACKs. Unfortunately buffer in each node

14
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Figure 3.4: When node 6 receives sufficient packets to decode, it send ACKs to source

If globalMaxETXHost
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Figure 3.5: The condition for Former node is changed

is not infinite, so how to make the performance increase is important. If buffer size is 6, for
example, meaning every node can store 6 segments at most. With CodeOR, segment stored
in node dependent on source transmits which segments. If source transmits six segments from
zero to five, then all of node just can save these segments. It wastes bandwidth because of
some segments have stored in node that closer to destination but the far nodes cannot clear
buffer and receive new segment packets.The time for total segments transmit over also be late
for this condition. So we do not using this method for each node stores the same segment.
Our method is describing following:

First, when current node broadcasts packet to another forwarder then the forwarder can
receive packet if buffer in node is not full.In other condition, when node receives packet but

no empty buffer to store data. We compare ETX of receiving node and globalMaxETXHost

15



to decide packet dropped or stored. If ETX of globalMaxETXHost smaller than node number
means packet can be stored because the older segment has been transmitted closer to des-
tination. Hence, we can clear buffer before globalMaxETXHost. For example, if s want to
broadcast new segment to other forwarding node, as shown in Figure 3.6, the current glob-
alMaxETXHost is node 5 so the node from 1 to 4 can clear buffer and store new segment
packet. By this way can help more segments in flight in the network and improve perfor-
mance.Especial in scale-up and poor link quality environment our algorithm is more efficient

because we do not wait long delay time from destination send ACKs to source.

6
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)
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7

Figure 3.6: When new segment packet transmitted and buffer is full

The best buffer size is the same withsliding window:. size. Similar to TCP, the size of the
sending window should approximately equals‘the delay-bandwidth. CodeOR [13] has present
how to calculate to sending window size. In this paper, we focus on how to replace the segment

in buffer.

3.3.2 Reduce redundant packets transmission

Collision and bandwidth contention is a influence for performance. On the other hand, if we
decrease node transmission that may avoid collision happening. In random network topology,
as shown in Figure 3.7, some node like node 1, 2, 3 may always receive the same packets but
the same packets are invalid for decoding. In general solution, as shown in [4], we calculate
how many packets does forwarder send dependent on transmission probability between nodes.
For any two nodes, i and j, let i>j denote that node j is closer to the destination than node i,
meaning j has a smaller ETX than i. Let p;; denote the transmission probability in sending
a packet from i to j. Let n; be the expected number of transmissions that forwarder i must

make to route one packet from the source to the destination. In this section, we focus on

16
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Figure 3.7: Random nework topology

delivering one packet from source to destination. The number of packets that a forwarder j
must forward to transmit one packet from source to destination is calculating in following.
The expected number of packets that j receives from nodes with higher ETX is } ; iDij-
For each packet j receives, j should forward.it only if no node with lower ETX metric hears
the packet. This happens with probability J],_ j(l —pir). Thus, in expectation, the number
of packets that j must forward, denoted by-1j; is:

Lj = > isjnipij e (1 — pir)

We assume L, = 1 because the ‘source generates the packet. Now, consider the expected
number of transmissions a node j must make. J should transmit each packet until a node
with lower ETX has received it. Thus; the number of transmissions that j makes for each
packet it forwards is a geometric random variable with success probability (1-]],_;(1 — pjx))-
This is the probability that some node with ETX lower than j receives the packet. Thus, the
expected number of transmissions that j must make is:

nj = L;j/(1 = TTie; (1 = pj))

We first prune the node i if its n; smaller than a threshold. In addition, we also set a counting
number CNT, if packets from upstream nodes are dependent then CNT—+1. The bandwidth is
wasting, when some nodes always transmit the same packets to receiver. Therefore, we define
a threshold h and time if CNT over h or over time the node does not receive new packet.
This node will reply to upstream node and let it to stop transmit packet. More importantly,
We can know how many remainder packets that downstream node may receive, As shown in
Figure 3.8, node 7 has two packets and node 1 has three packets and node 7 included in node
2. We could presume node 1 just re-encoding one packet that independent for node 7. In this
case if node 7 has receive this independent packet and through specific time, we stop node 1

avoid it transmits redundant data to it downstream node 7. Each node can know how many
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packet that it upstream nodes can receive. Therefore, current node can decide whether stop

upstream node.

1

7

Figure 3.8: How Many Remainder Packet between a pair nodes

BENE

3.3.3 Faster Packet Combining

In traditional operations in finite field, for example in GF(7); shows in Table 3.3: With linear

‘Operation | Result
Addition 3+5=1
Subtraction | 3-5=
Multiplication |.3%5 =
Division 3/5=

Table 3.3: Operations in finite field

combination we present a packet as a sequence of symbol (i.e. one byte) in a finite field.
Therefore the finite field is in GF(2%) and primitive polynomial is f(x) =2® + 24 2% + z + 1.
Let be the root of f(x) then the set 1, a, a?,. . ., a” can be used as a basis for GF(28) so any

byte can be presented as Table 3.4 . In GF(2®), addition and subtraction operations are using

ASCII | Binary Binary
0 00000000 0
1 00000001 I
2 00000010 Q
3 00000011 a+1
255 11111111 | o' +ab+a’+at+a+a?+a+1

Table 3.4: Byte presentation in GF(2%)
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bit-wise xor, for example, 00000010 & 00010110 = 00010100.Multiplication is multiplying two
operand and mod primitive polynomial. Division detail sees in [5].Actually, in multimedia
applications the computing of previous is slowly so using lookup table [6] is important for
this. For example, we build a Table 3.5 for GF(7) and the multiplication is changed to
3 % 4=5*52=57=51=5.The Division is change to 6/3=53/5°=5"2=5*=2.

50 | 1
5' 15
57 | 4
571 6
571 2
5 | 3
50 | 1

Table 3.5: Change table for GF(7)
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More advance, we can using two table, ltable = [0,3,1,2](array start from 1) and atable

= [1,3,4,2](array start from 0) to calculate result show in Figure 3.9. For example, 3*%4 =

5/° 1
51 5
5/2 4
53 6
54 2
5° 3
5/° 1

Figure 3.9: Lookup Table in GF(7)

Itable[3]+1table[4]=3 then takes 3 to atable[3]=2. In GF(2®) the ltable and atable are shown
in Figure 3.10.

unsigned char ltable[256] = {
0x00,0x1,0xc8,0x08,0x91,0x 1050xd0,0x36,0x5a,0x 3¢,0xd8,0x43,0x99,0x 77,0x fe,0x 18,
0x23,0x20,0x07,0x70,0xal ,0x6¢,0x0c,0x 7,0x62,0x8b,0x40,0x46,0xc7,0x4b,0xe0,0x0e,
0xeb,0x16,0xe8,0xad,0xef,0xed,0x39,0x53,0x64,0x27,0x35,0x93,0xd4,0x4e,0x48,0xc3,
0x2b,0x79,0x54,0x28,0x09,0x78,0x01,0x21,0x90,0x87,0x 14,0x 2a,0xa9,0x9¢,0xd6,0x 74,
0xb4,0x 7c,0xde,0xed,0xb1,0x86,0x76,0xa4,0x98,0%¢2,0x96,0x8,0x 02,0x32,0x 1¢,0xc 1,
0x33,0xee,0xef,0x81,0xfd,0x30,0x5¢,0x13,0x9d,0x29,0x 1 7,0xec4,0x 1 1,0x44,0x 8¢, 0x &0,
0x13,0x73,0x42,0x 1¢,0x 1d,0xb5,0x[0,0x12,0xd1,0x5b,0x41,0xa2,0xd7,0x 2¢,0xc9,0xd5,
0x59,0xcb,0x 50,0xa8,0x dc,0xle,0x[2,0x56,0x 72,0xa6,0% 65 ,0x 2£,0x91,0x9b,0x 3d,0x ba,
0x7d,0xc2,0x45,0x82,0xa7,0x57,0xb6,0xa3,0x7a,0x 75,0x4f,0x ae,0x3£,0x37,0x6d,0x4 7,
0x61,0xbe,0xab,0xd3,0x 5£,0xb0,0x58,0xal,0xca,0x5¢,0x fa,0x85,0x¢4,0x4d,0x8a,0x 05,
0x[b,0x60,0xb7,0x7d,0xb8,0%26,0x4a,0x67,0xc6,0% 12,0x [8,0x69,0x25,0xb3,0xdb,0xbd,
0x66,0xdd,0xf1,0xd2,0xdf,0x03,0x8d,0x34,0xd9,0x92,0x 0d,0x63,0x55,0xa4,0x49,0xec,
0xbc,0x95,0x3¢,0x84,0x00,0x15,0x¢6,0xc7,0x¢5,0xac,057¢,0x6¢,0xb9,0x19,0xda,0x 8¢,
0x92,0x¢9,0x24,0xc1,0x0a,0x 15,0x6b,0x38,0x20,0x51,0x[4,0x ca,0xb2,0x97,0x9¢,0x5d,
0x22,0x88,0x94,0xce,0x 19,0x01,0x 71,0x4¢,0xad,0xe3,0xc5,0x 31,0xbb,0xce,0x 1£,0x 2d,
0x3b,0x52,0x6[,0x[6,0x2¢,0x89,0x[7,0xc0,0x68,0x 1b,0x 64,0x04,0x06,0xb[,0x83,0x 38

I

unsigned char atable[256] = {

0x01,0xe5,0x4¢,0xb5,0x tb,0x9f ,0xfe,0x 12,0x03,0x 34,0xd4,0xc4,0x16,0xba,0x 1£,0x 36,
0x05,0x5¢,0x67,0x57,0x34,0xd5,0x21,0x 54,0x0f,0xe4,0x49,0xf9,0x4e,0x64,0x63,0xee,
0x11,0x37,0xe0,0x10,0xd2,0xac,0xa5,0x29,0x33,0x59,0x3b,0x30,0x6d,0xef,0xf4,0x 7b,
0x55,0xeb,0x4d,0x50,0xb7,0x2a,0x07,0x 8d,0x ff,0x26,0xd7,0x{0,0x¢2,0x 7¢,0x09,0x 8¢,
0x14,0x64,0x62,0x0b,0x 5d,0x82,0x 1b,0x 8f,0x 2e,0xbe,0x46,0x 1d,0xe 7,0x9d,0x 2d,0x 84,
0x72,0xd9,0xf1,0x27,0x32,0xbc,0x77,0x85,0x96,0x70,0x08,0x69,0x 56,0xd,0x99,0x 94,
0xal,0x90,0x 18,0xbb,0x[a,0x 7a,0xb0,0xa7,0x [8,0xab,0x 28,0xd6,0x 15,0x8¢,0xcb,0x 2,
0x13,0xe6,0x78,0x61,0x3f,0x89,0x46,0x0d,0x 35,0x31,0x 88,0xa3,0x41,0x80,0xca,0x 17,
0x5£,0x53,0x83,0xfe,0xc3,0x9b,0x45,0x39,0xe 1,0x£5,0x9e,0x 19,0x5¢,0xb6,0xct,0x4b,
0x38,0x04,0x19,0x2b,0x¢2,0xc1,0x4a,0xdd,0x48,0x0c,0xd0,0x 7d,0x 3d,0x 58,0xde,0x 7c,
0xd8,0x14,0x6b,0x87,0x47,0xe8,0x79,0x84,0x 73,0x 3¢,0xbd,0x92,0xc9,0x 23,0x8b,0x 97,
0x95,0x44,0xdc,0xad,0x40,0x65,0x86,0x a2,0x a4,0xcc,0x 7f,0xec,0xc0,0xaf,0x91,0xfd,
0x[7,0x4(,0x81,0x2[,0x 5b,0xca,0xa8,0x 1¢,0x02,0xd1,0x98,0x 71,0xcd,0x25,0x¢3,0x 24,
0x06,0x68,0xb3,0x93,0x2¢,0x 6f,0x 3¢,0x 6¢,0x0a,0xb&,0xce,0x ac,0x 74,0x b 1,0x42,0x b4,
Ox1e,0xd3,0x49,0xe9,0x9¢,0xc8,0xc6,0xc 7,0x22,0x 6e,0xdb,0x 20,0x bf ,0x43,0x51,0x 52,
0x66,0xb2,0x76,0x60,0xda,0xc5,0x[3,0x16,0xaa,0xcd,0x9a,0xa0,0x 75,0x 54,0x0c,0x 01

Figure 3.10: The table for GF(2%)

The detailed steps of PipelineOR are described in the following Algorithm. Algorithm
1 illustrates all initial value. In Algorithm 2 and Algorithm 3, describing the action for
node broadcast and reply message. The condition for each node receives packet describing in

Algorithm 4 and Algorithm 5.
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Algorithm 1: Initial all value using in our algorithm

1

2
3
4
5

. Initialize localMax ET X Host, global Max E'T X Host and Former are source.

. Initialize two array named dataArray[ ][ ]|=0 and checkArray][ |[ |=0.

. Initialize T'otal — Segment, this value depend on packet size,k and total data size.
: Clear buffer in each node.

: Initialize Finish-Flag=0.

Algorithm 2: Node in broadcasts case

1

2:
3:

>

. if Node occupies channel, and has data in buffer then

if Current number is source then
Encoding the data using fast packet combining method and set table 3.1 into
transmitting packet except extra packet coefficient.

else
Encoding the data using fast packet encoding method and set table 3.1 into
transmitting packet.

Algorithm 3: Node in replies case

1

2:

3

4:

5

6:

. if CheckArray[ |[ ] is equal to k and

the ETX of node is smaller than global M ax ETX Host then
Replying ACKs(Reply message-in table 3.2) to Former.

. if Node receives new message then

Replying ACKs to Former.

. if All Segment has decoded in destination then

Replying Finish — Flag:.
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Algorithm 4: Node in receives broadcasting packet case

1: if Node receives packet and node in forwarding list then
2:  if Buffer in node is not full then

3 Using Gaussian Elimination checks the packet is independent or not.

4 if Packet is independent then

5 Storing this packet in dataArray[ ][ .

6:

7 Check extra packet coefficient are independent or not.

8 if Extra packet is independent then

9: Storing packet in checkArray] ][ |.

10: if CheckArray[ ][] is equal to k and
the ETX of node is smaller than globalMaxET X Host then

11: Replying ACKs to Former.

12: if The globalMaxET X Host is smaller than StoreFor MaxET X Host then

13: Change StoreFor MaxET X Host value to global MaxET X Host

14: if The globalMaxET X Host is smaller than Former in each node and
current ETX of node is smaller than globalMax E'T' X Host then

15: Change Former value to globalMaxET X Host

16:  else

17: if The ETX of node larger-than globalN ax ET X Host then

18: New segment can clear older segment and be stored in buffer.

19: Repeat step 3-15.

Algorithm 5: Node in receives replying packet case

1: if Node receives Finish — Flag then
2 Replying Finish — Flag to source by shortest path.
3: if localMaxET X Host is less than StoreFor MaxET X Host then
4. Change StoreForMaxET X Host value to local MaxET X Host.
5: if Source receives a message for Segment i has sufficient packet

to decode in forwarding nodes then
6:  Broadcasting new segment.
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Chapter 4

Performance evaluations

4.1 Simulation Model

In this chapter, we use the Omnet++ network simulation [15] to evaluate the performance
of our scheme. FEach experiment are performed. over 802.11 in Omnet++. We develop a
customized discrete event simulator, which implements randomized network coding, wireless
opportunistic routing protocols. In.our simulation, two nodes are regarded as neighbors only
if the link quality between them+is sufficient to achieve a“transmission success probability
higher than 0.1.

We conduct two experiments on-random topology and grid topology shown in Figure 4.1
and 4.2. In our experiments, we focus‘on the time for destination has sufficient to decode
all segments. For simplify to observe, node only transmits one packet for each time. Each
topology with 100 nodes that are deployed in a square of size 2000 * 2000. The source nodes
for these two topologies are host[0], destination nodes are host[16] and host[99], respectively.
We set the data packet size to 2048 bytes and ACKs packets to 16 bytes in most experiments.
In addition, we set the number of segment is 6,12,18,24,30 for the purpose of illustration.
Buffer in each node can store 6 segment at most and each segment divided into 16 packets.
We assume that a node occupies the wireless channel in a local neighborhood during the
transmission time of a packet. However, the wireless channel is released and can be used by
other nearby nodes during the time for this packet is over.

As shown in Table 4.1, we define the parameter using in our experiment.
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hnctiRR1

parameter value
k 16
buffer size 6
sliding window size | 6

Table-4.1: Notation

4.2 Experimentation

A. Transmission Time of Different Segment Number

In this section, we compare the transmission time of PipelineOR, CodeOR and MORE over
a different segments. As shown in Figure 4.3, x-coordinate means the total segments that
a source transmitting to destination and y-coordinate means the time that destination re-
ceives all segments. In this experimentation, the loss rate for each is 15%. We observe that
PipelineOR achieves significantly lower transmission time than MORE and CodeOR. The Pe-
pelineOR’s transmission time in average is 15% higher than CodeOR and 30% higher than
MORE. In addition, when segment is small, the transmission time is equal or lower than
MORE. The reason is, the overhead for nodes must reply control message to upstream node

may neutralize the advantage. In grid topology simulation that node can decode faster due
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Figure 4.2: Grid topology for evaluation

to the transmission probability of each pair node in grid topology are better than random

topology. Therefore, each node can receive innovate packet-faster.

B. Time of Different Transmission Rate

In this section, we let each node has lower transmission rate with 30 segments. The x-
coordinate means that miss rate for each node receive the packets and y-coordinate means
the time that destination receives 30 segments. In Figure 4.4, PipelineOR also has better
throughput than others. The infection for PipelineOR is lower than other two protocol when
miss rate is increasing due to in PipelineOR each node can cooperation. According our algo-
rithm, we can let the node has lower ETX value help source transmit segment, so the time
for source move on to next segment is faster than others. In MORE, it must ensure that
destination has decoded segment then source node could move on to the next segment. The
time for destination receive all segment is dependent on transmission rate entirely. The same
problem is happen in CodeOR. CodeOR calculates a probability for node stop transmit some

segment. This probability also depends on transmission rate entirely.

C. The Total Packet Transmission
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As shown in Figure 4.5, compares the number of ‘data transmissions by these three proto-
cols. We observe that PipelineOR reduces slightly data transmissions because we stop some
node to transmit redundant packets even n; is not zero. Why the total data transmissions are
so close but the time for these three protocols are different? The reason is all of these three
protocols are calculate how many packets does each node must transmit. Therefore, the total
data transmissions have not large gap in simulation. The time for different protocols transmit

segment is different due to the time for source move on the next segment.

D. The throughput of different k

In MORE [4], it has explored the performance for various batch sizes k. In this section,
we show the variation for different value of k in these three protocols. As shown in Figure 4.6,
we set the data size is 768K and loss rate is 15% in random topology. We can observe, when
k is 8 that has best throughput. When k is too large, the encoding and decoding time will

increase. When k is small, the segment size will become too large to reduce the throughput.
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This result comforms with MORE.
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Figure 4.6: The throughput of different k
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Chapter 5

Conclusion

In this paper, we propose a approach for improve the throughput of prior opportunistic routing
protocols based on network coding that degrades in a large-scale network. PipelineOR, that
using cooperation for each node to ensure forwarder has sufficient to decode. Hence, source can
move on new segment soon, because another forwarder can help the source to transmit older
segment. For reduce bandwidth contention and improve performance, we also prune redundant
nodes that have low contribution. We show that PipelineOR: significantly outperforms existing
approaches in network throughput while data is large. Unlike existing protocols, PipelineOR
is able to achieve higher throughput by different segment can transmit continuous if buffer is

not fully.
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