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Student: Chih-Tsao Yi Advisor: Dr. Wei-Kuo Liao
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ABSTRACT

Ethernet is envisioned as a key technology to recent deployments of service
network. Ethernet features in high scalability, very high bandwidth provisioning,
inexpensive, and easy deployment. However, the major drawback of Ethernet is its
lack of supporting carrier grade services. In this thesis, we consider to support carrier
grade service for Ethernet access network.| In ‘addition, we aim at further reducing the
switch cost by requiring less functionality 1n'switches.

To do so, we propose a Virtual‘network-based access architecture. The concept
of virtual network is not new. Nevertheless, as far as we know, we are the first to
extend its usage to study the fault-tolerant-related issues in Ethernet access networks.

In this thesis, we elaborate on determining the configuration of virtual networks
so that the service can be recovered when a fault occurs. Our goals for the virtual
network configuration are basically requiring least VLAN functionalities in switches,
enabling fast service recovery process upon an occurrence of faulty link/switch, and
sustaining the scalability of access network. Our proposal basically employs the
one-plus-one backup principle to enable fault tolerance.

Our proposed protocol is very simple and can be carried out entirely by software
approach. Besides, our proposed architecture only needs minimum VLAN function
for switches. Traditional application in our proposal, we can service up to 512
customer networks in the access network. In military network and the proprietary
network, the scalability would not be the issue.

To evaluate the degree of carrier grade service of our proposal,
fault-tolerant-related behavior is modeled by a continuous-time Markov chain
(CTMC). Through the analysis, we also aim at discovering the rule of thumb to keep
high degree of carrier grade.

il



BARL WY B I E
kg 0E K R AoBR 2 T EpR T B EERE S p Aoy 2 R AN
LA gTHEIATEROED LR

FARER I F AL GO FR LY B R AT D2
BRE IRk FLE > A REFERAEF FA - AE SRS 25 A
N HE LI RE (REARAREDER A i gL R B L L X
FREFSCEDRRAT 2 M BRI B o R ‘U@.;r Fobo BER AT FE R 3 AR
FRCOFRPHMATRIE LR e SR AR F AR RR Y 0
'F"m/ﬁi‘ﬁ?ﬁiﬁ%'r AR R ER N 14\1 EAEAE

FomANP L ERR BN TR 8 Ty P
\

“”/\;\‘u‘%\‘—ﬁu &,7: B s e \jhp\:c,rﬁ"/gﬁ{ﬁi

v
&5
EOF YT R A HAD AL PSR REARF R O e AR

e E15 :
% ’;’Kq\,\m%izﬂ%rﬁo PR AP CESTRRE - Tt FER
XL EERA KA E T - 3 G %?w%%’g_ﬁ%iﬁ:ﬁmi HABRIZE

ﬂ&/'—*/%ﬁlx “en 812b F %izﬂ"ﬁ@w\% F ﬁ: :
o7 *‘l AP L - Atk F s A R e 2 REA AR i

A s ﬁA a&Ao< ﬁii%¢ﬂﬂ%wﬁ@ FEF TS B
AN LR B EFRG TRE R AT TR 6T F X B

Y A
HIH A

2009 = 6 *

iii



Contents

Chinese ADSIIaCT. ... i
ENglish ADSTIact. ... ... i
ACKNOWIEAQEMENT. ... iii
L070] 01 =] 0 | 3OS PRUPRS v
LISt OF TADIES......oceieieeeeeee ettt ae s \%
LISE OF FIQUIES ...ttt ettt et ve e et eae e aeene e A%
Chapter 1 — INtrodUCHION...........cc.ooiiiiiieieeeeeeece et -1-
Chapter 2 —=Virtual Network COoNCEpPL.........cooovieiiiiiieeeeeeeeeeeeeee e -3-
2.1 VIrtual NEIWOIK .......oooviiiiieiieeceeeeee e -3-
2.2  Path-Type Virtual NetWOrK..........ccoooiiiiiiiiiiieceeieeeeeeee e -4 -
2.3  Broadcast-Type Virtual Network ............c.cccoovveiiiiieiiciceeieeiee -4 -
2.4 Fork-Type Virtual Network ..........c.cccoooveeviiiiiiiieecieeeeeeee e -5-
2.5  Virtual-Network-Based Fault Tolerant Architecture....................... -6 -
Chapter 3 — VLAN Application ... et llliliie, oo -8-
3.1 PrevioUS WOIK ........li. .. sesmss st evsitonsensensessessesseeseessessessessessessesseenas -8-
3.2 VLAN Application Protocol. ... i -9-
3.3 VLAN Protocol Application i, ..ot -13 -
3.4  Rolein VLAN Application Prototol i ........ccooveveieieieieecieeeee -23 -
Chapter 4 — VLAN Application Architecture Analysis...........ccccevvevverierennenen. -25-
4.1  Markov Chain for Fault Tolerance System ............cccceoveeveeieeneenen. -25-
4.1.1 Markov State Definitions...........cceevevevieieeeieieieeee e -26 -
4.1.2 Markov State ASSUMPLIONS..........ccveevieieirieieeieeieeeieeeeee e -27-
4.2 Markov Chain ANAlYSIS ........c.coveiieiieieeieeeeeeeeeeeeeeee e -29 -
4.2.1 Analysis for Fault Tolerance System ..........c.cccoeeeevveeieeeeieenenne. -35-
4.3 Switch Architecture Profit..........cccccooeviiiiieieieeeeeeeeee -39 -
Chapter 5= CONCIUSION .........ooviiiiieeeeeeeee e - 40 -
RETEIEINCE. ...ttt ettt ae e saeeseeneens -42 -

v



List of Tables

Number Page
Table 1 Availability for case l...........ccoooveeieiieiiiiceeceeceeeeee - 36 -
Table 2 Availability forcase I ...........ccooveiioiiiiiieceeceeeee, - 36 -
Table 3 Steady-State Probability & Availability for case I ............. -37-
Table 4 Steady-State Probability & Availability for case II............ -38 -
List of Figures
Number Page
Figure 1 Three Types Virtual NetworK ..........cccccooevvieieiieiicicee, -3-
Figure 2 Planed Virtual-Network-Based Fault Tolerant Architecture. -
7 -
Figure 3 Fork-Type Virtual-Network-Based Fault Tolerant
ATCNITECTUIE ... -7 -
Figure 4 One-Plus-One Rault Tolerance Architecture...................... -9-
Figure 5 Hierarchical:ldentifier Number Assignment.................... - 10 -
Figure 6 Physical Liine CONNECLIONS....ik.c.veveeeeeeieiieieieieceeie e - 10 -
Figure 7 Protocol FOrmat... .o i e - 11 -
Figure 8 Original Traffic FIOWS T, -14 -
Figure 9 Traffic Flows of First Level'Switch Fails.......................... - 15 -
Figure 10 Traffic Flows of Second Level Switch Fails.................... - 16 -
Figure 11 Traffic Flows of Third Level Switch Fails....................... -17 -
Figure 12 Traffic Flows of First Level & Second Level Switches Fail . -
18 -

Figure 13 Traffic Flows of First Level & Third Level Switches Fail- 19

Figure 14 Traffic Flows of Second Level & Third Level Switches Fail -

20 -
Figure 15 Traffic Flows of Three Levels Switches Fail................... -21-
Figure 16 Over-Utilization Requirement..............cccoeveevevveeveenenee. -22-
Figure 17 SNMP Message Flow between Switches ......................... -24 -
Figure 18 States Transitions Diagram.............cccccoeeeeieeiecieeveenenne. - 26 -
Figure 19 Global Balance for State (0, 0)........cccooeevieieeieciieieenee. -29 -
Figure 20 Global Balance for State (1, 0)....c.cccoveevieieeieiieienee. -30 -
Figure 21 Global Balance for State (1, 1) ....c.ccccoevevieieiieieeienee. -30 -
Figure 22 Global Balance for State (2in1, 0)......c..ccceevevievreeeeennnee. -31-



Figure 23
Figure 24
Figure 25
Figure 26

Global Balance for State (2, 0) ........c..c.........
Global Balance for State (2, 1) ........c.c.........
Global Balance for State (2, 2) ........c..c.........

Aggregation in Availability Markov Model

vi



Chapter 1 — Introduction

Ethernet is envisioned as a key technology to recent deployments of service
network. Ethernet features in high scalability, very high bandwidth provisioning,
inexpensive, and easy deployment [1][2][3][4]. However, the major drawback of
Ethernet is its lack of supporting carrier grade services.

In this thesis, we consider to support carrier grade service for Ethernet access
network. Similar to earlier work on proposing an Ethernet access architecture for
supporting continuous IPTV services [5], we target at software approach to enable the
service continuity, but for general classes of services. In addition, we aim at further
reducing the switch cost by requiring less functionality in switches.

To do so, we propose a virtual-network-based access architecture. The concept of
virtual network is not new. It has beensused to enable load balance, deadlock
avoidance, and fault tolerance in networks;such as inter-connected networks and local
area networks. Nevertheless, as‘far-as we know, we are the first to extend its usage to
study the fault-tolerant-related issues;in ‘Ethernet access networks.

In this thesis, we elaborate on determining-the configuration of virtual networks
so that the service can be recovered when a fault occurs. Our goals for the virtual
network configuration are basically requiring least VLAN functionalities in switches,
enabling fast service recovery process (< 50ms) upon an occurrence of faulty
link/switch, and sustaining the scalability of access network. Our proposal basically
employs the one-plus-one backup principle to enable fault tolerance and includes the
way how the virtual networks are formed, a protocol to let the switches choose the
virtual network to convey the services in a cooperative way, and VLAN configuration
to form the virtual networks.

It is important to stress that our proposed protocol is very simple and can be
carried out entirely by software approach. Besides, our proposed architecture only
needs minimum VLAN function for switches, i.e., port base VLAN and IEEE802.1Q
VLAN tagging. Such switches regard as very cheap switch, as we know the price of

them around 7,000 NTD. Traditional application in our proposal, we can service up to
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512 customer networks in the access network. In this example, there could be 168
access switches; the price to build up entire network is 1,176,000 NTD. Other case,
128 customer networks in the Access Network, it only require 294,000 NTD to build
up the entire network. For both cases, the price per customer network is just 2,297
NTD. In our proposal, we also advise use the fault tolerant architecture in the military
network and the proprietary network. We can support more customer networks by
extending the VLAN filed to attach more information. In such network, the protocol
format can be modified by the operator.

Regarding the concern of scalability, we note that a VLAN identifier in 802.1q is
limited to distinguish 4096 networks (i.e. a single VLAN identifier is 12-bit wide) [7].
In access network, a customer network needs a VLAN id to run the district service
and thus an access network at most supports up to 4096 customer networks. However,
it is a kind of challenge for us to reach such high scalability. As it becomes clearly in
later chapter, we need to encode_all the information of virtual network identifier,
switch identifier, customer network identifier in ‘this 12-bit VLAN identifier field.
With such a challenge, our proposal can still support up to 512 customer networks.

To evaluate the degree of catrier-grade service of our proposal, we adopt the most
common stochastic approach. In such approach, the network fault-tolerant-related
behavior is modeled by a continuous-time Markov chain (CTMC). CTMC is a
State-base model with transition rates between states. The continuous-time Markov
chain (CTMC) was used to determine the steady-state availability [6] of the proposed
virtual-network-based fault tolerant architecture. Through the analysis, we also aim at
discovering the rule of thumb to keep high degree of carrier grade.

The rest of the thesis is organized as follows. In chapter 2 we introduce the
Virtual Network concept. The VLAN Application is presented in chapter 3. And the
VLAN Application Architecture Discussion is described in chapter 4, followed by

conclusion in chapter 5.



Chapter 2 —Virtual Network Concept

In this chapter we will introduce the concept of Virtual Network. We generalize
and categorize as three generic definitions of Virtual Network. They are Path-type
Virtual Network, Broadcast-type Virtual Network and Fork-type Virtual Network (See
the Figure 1). Follow we discuss three types virtual network, we can get the concept

for developing the virtual-network-based fault tolerant architecture.

2.1 Virtual Network

A virtual network is defined by a set of virtual network nodes and a set of virtual
network paths connecting the nodes. The virtual network path defines a path that
consisting of one or more physical links between two virtual network nodes. Several

virtual networks can co-exist in a physical network.
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2.2 Path-Type Virtual Network

Path-type virtual network indicate unique path from source to end node. We can
see it at the Figure 1, while source deliver traffic to EN1 and EN2, it will only toward
via VN1 and VN2. Active the path-type VN, source have to indicate the unique path
information for the virtual network. The information has to include the BN (break
node) and EN (end node).

For the application, each requirement has a unique virtual path for it. Every
requirement is pre-defined a path. We obtain the less effort for source to distinguish
virtual path while the requirement be required.

Counter the amount for path-type virtual network in entire network. It can be
relate to the elements in entire network. For an example, while the network can
support 128 customer networks, 128 endjnedes and 42 virtual network nodes. And
only one virtual network node exist in thespath-that between source to the end node. In
such case, the amount of virtual metwork is*5376. This method can not obtain the
advantage of scalability. We could use path-type wirtual network in small network

architecture.

2.3 Broadcast-Type Virtual Network

Broadcast-type virtual network indicate break nodes (BNs) that source will not
deliver traffic pass though them. Source follows the broadcast-type virtual network to
deliver traffic to end nodes just like the broadcast function to deliver the traffic from
source to end node (EN). The end node could be indicated at the broadcast-type
virtual network or not. The function for broadcast-type virtual network to indicate the
end node information is belonging optional. We can see it at the Figure 1, while
source deliver traffic to end nodes, it will only depend on the break node. To active
the broadcast-type virtual network, source have to indicate the information for the
break nodes; to indicate the information of end nodes belong optional that depend on

the requirement of operator.



For the applications, we can use the nature for source delivers traffic to all end
nodes without break node. We can also use the broadcast nature for some specific
purposes, like multicast service, IPTV [5][8].

Counter the amount for broadcast-type virtual network in entire network. It can
be count with amount of elements in entire network. For example, while the network
can support 128 customer networks, it includes 128 end nodes and 42 virtual network

nodes. The amount of virtual network is 42.

2.4 Fork-Type Virtual Network

Fork-type virtual network indicate both break nodes (BNs) and end node (ENs).
Source distinguishes which virtual network nodes be as break nodes and decide
virtual network with the information of break nodes for source to follow the unique
virtual path in the fork-type virtual network and deliver traffic unto last break nodes.
The path will depend on the information of end node. While the traffic delivers unto
last break node then fork-type virtual>network ‘will depend on the forwarding
information of end node to deliver the traffic from last break node to end node. We
can see it at the Figure 1, while source deliver traffic unto last break node, it depend
on the forwarding information of end node. After this, the streams are delivering from
last break node to end node. To active the fork-type virtual network, source has to
indicate the information for the break nodes and the information of end nodes, it
depend on the requirement of end nodes. Via the fork-type virtual network capability,
until the traffic is delivering to the end node, no other virtual network node that
without relationship will receiver these streams.

For the applications, we can use the nature that source delivers traffic to all end
nodes without break node. We can use it as the fault tolerance virtual network and to
backup the fault nodes. We also can allocate particular break nodes in the path of each
end node. By this way, attach more than one break nodes, to improve the bandwidth
efficiently before traffic deliver unto last break node. Bandwidth utilization rate of

virtual network node can be control by the source.
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Counter the amount for fork-type virtual network in entire network. It can be
count with amount of elements in entire network. For example, while the network can

support 128 customer networks, 128 end nodes and 42 virtual network nodes. The

amount of virtual network is 128.

2.5 Virtual-Network-Based Fault Tolerant Architecture

In this thesis, we consider applying fault tolerance system architecture via virtual
network concept, see the Figure 2. We use fork-type virtual network concept to make
the fault tolerance system as a predicted backup path for a fault node. Make break
node (BN) is same as the backup switch and end node (EN) is same as the customer
network in the fault tolerance system. There would be several customer networks
(ENs) and one backup switch (BN) forjafault tolerance requirement. We plan the
traffic flow will follow the path.in the forkatypé' virtual network to skip the fault

switch then deliver traffic by breaknode ‘and;‘fofwafd to customer networks.
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Figure 2 Planed Virtual-Network-Based Fault Tolerant Architecture

From comparison at above sections, we can conclude that [Fork-type Virtual
Network] is the best method for developing virtual-network-based fault tolerant
architecture. The fork-type virtual network has two advantages. 1) Best bandwidth
efficient and No effort for other nodes. Until the traffic is delivering to the customer
networks, no other virtual network node that without relationship will receiver these
streams. 2) Bandwidth utilization rate of virtual network nodes can be control by
source. Source attaches more than one break node and forwarding information for
each EN in the traffic. By the way, the bandwidth utilization rate of each virtual

network nodes can be control by the source.

While there is a fault switch (fault node), the source will distinguish and decide
one fork-type virtual network to failover the traffic that duty of the fault switch. The
traffic will be delivered on the path that unique path for source to the Break Node
(BN). After it, the break node depend on the forwarding information that be attached

in the stream to deliver to customer networks (ENs). (See the Figure 3)

Source selective Multiway
via different BN

Figure 3 Fork-Type Virtual-Network-Based Fault Tolerant Architecture
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Chapter 3 - VLAN Application

Base on the virtues of fork-type virtual network, we develop fork-type
virtual-network-based fault tolerant architecture (See the Figure 3) and implement the
broadcast-type virtual network as the advance requirement, such as IPTV.

Common VLAN implementation allows for any-to-any communication. Each
host on the VLAN can communicate with any other host on that segment. VLAN are
conventionally used to simplify network administration, improve security and limited
broadcast domain of each VLAN. Increase the apparent bandwidth for network users.
No chances for people gain access to the information that they are not authorized.
VLAN does not pass broadcast traffic to nodes that are not part of the same VLAN, it
is automatically reduces broadcasts in the network. VLAN give us a way of
organizing and forming traffic the way we want to, etc.

We make our proposal be compatibleswith VEAN application and deviate from
conventional VLAN application. We use VIZAN-to-practice fault tolerance system.
Base on the VLAN identifier ‘filed have 12 bits./ Raise an example for an access
network that can support up 512 castomer networks. Our proposal also can be used in
such as the military network and the proprietary network while the protocol format
can be modify by the operator. We can support more customer networks by extending

the VLAN filed to attach more information.

3.1 Previous Work

In this thesis, we consider to support carrier grade service for Ethernet access
network. Similar to earlier work on proposing an Ethernet access architecture for
supporting continuous IPTV services [5]. The previous work is related to interconnect
switches, a software design pattern and core protocol to coordinate the IGMP proxies
in the redundant pair to maintain a consistent view of multicast membership
information. Update any information in the table between and peer with the other

process. Upon a status change of interconnect switches to reconfigure. The

-8-



reconfigure will do the operation, such as modifying the forwarding database in the
switch or VLAN configuration, and induce the specified channels from the upstream

through IGMP messages.

3.2 VLAN Application Protocol

We target at software approach to enable the service continuity, but for general
classes of services. In addition, we aim at further reducing the switch cost by
requiring less functionality in switches.

We use the network architecture, one-plus-one fault tolerance architecture, in the

earlier work [5] to practice our proposal. (Figure 4)

Figure 4 One-Plus-One Fault Tolerance Architecture



We trace the customer network as the End Node (EN), access switches as the
virtual network nodes and Break Switch as the Break Node (BN) in the fork-type
virtual network. We also attach identifier of each customer network that is same as the
forwarding information of each customer network. We assign hierarchical identifier
(See the Figure 5) to customer networks and virtual network nodes in fault tolerance
system. Follow the relationship that between access switches and customer network,

the identifiers for access switches in each level can carry by the identifier of customer

network.
4
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Figure 5 Hierarchical Identifier Number Assignment
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The key for the IEEE 802.1Q is in its tags, VLAN identifier filed. We separate
the VLAN identifier filed (Total 12 bits) as three parts, [Rbit+Lbit+Ibit], see the

Figure 7.
DA SA - TypelLength Data FEC
Tag Protocol ID User Priority Canonical Format
0xB8100 (3 Bit) Indicator
: LBit
RBIt i I Bit N
I_A_i - e

msg |0l wlwluwlw]wlwlwlw]wlw] s

Figure 7 Protocol Format

R Bit (Requirement Type Bit): Indicate theistream belong [Backup requirement],
[Advance requirement, Multicast service] or'[Normally]. For normally streams, the R
Bit is active as [00]. For backup requirement streams, the R Bit is active as “1”. For
the advance requirement streams, the R Bit is-active as “0 1. While R Bit is active as
“1” or “0 1” that mean the protocol be active, switch that receiver such stream will
check L Bit first then compare I Bit to forward to customer networks.

L Bit (Levels Bit): Indicate levels of break nodes that execute the protocol
requirement. There is unnecessary to allocate L Bit for first one level break switches
(BNs) and customer networks (ENs). The reason for the first one is the source will
distinguish the fault tolerance requirement and determine to deliver to the duty of the
first one level break node. The reason for second is identifier of customer network is
indicated in I Bit already.

I Bit (Information Bit): Indicate the forward information, identifier of customer
network, in the VLAN stream. We assign Hierarchical identifier to customer network
and virtual network node (access switches). By this way, the identifier of each level
access switches that duty of customer network can get from Forward Information,
identifier of customer network.

-11 -



Base on the VLAN identifier filed have 12 bits. Rise an example for an access
network that can support up to 168 access switches (Refer to Figure 5) which belong
first to third levels and 512 customer networks that are belonging fourth level. In this
example, first level has 4 pairs, second level has 16 pairs and the third level has 64
pairs. Finally, the fourth level, Customer networks, support to 512 customer networks.

The VLAN application protocol streams are generated by source. The streams
replace the original streams by source and deliver to the customer networks while
there are fault switches or to control the bandwidth utilization rate requirement to

change the access switches in the fork-type virtual network.

-12 -



3.3 VLAN Protocol Application

To give an example that support maximum customer networks, 512 customer
networks, in our proposal. We introduce the VLAN traffic follow in our
virtual-network-based fault tolerant architecture. Every switch have its own VLAN
table to handle the VLAN stream flow, all the VLAN information in the VLAN table
are pre-defined by the network operator. While there are access switches fail or the
source detect there are over-utilization of capacity when other capacity is available in
the access network [9] then source will depend on our protocol to change the VLAN
identifier filed to meet the fail situation or for the performance optimization in terms
of capacity utilization. The VLAN file is decomposed [Rbit+Lbit+Ibit]. The follow
figure will introduce the below situations. First introduce the original VLAN traffic
flow for source to customer networks (See the Figure 8). Follow is for a first level
switch fails (See the Figure 9), a second level switch fails (See the Figure 10), a third
level switch fails (See the Figure 11), firstdevel and second level switches fail (See
the Figure 12), first level and third level switches fail (See the Figure 13), second
level and third level switches fail (See the Figure 14), and three levels switches fail
(See the Figure 15). Finally introduce an example for requirement that over-utilization
of capacity when other capacity is available to change the switches in the fork-type

virtual network path. (See the Figure 16).
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Figure 8 Original Traffic Flows

In the normal situation, the source will depend on the VLAN identifiers to deliver
the traffic to the customer networks. The traffic flow will just flow between switches

via the VLAN in the VLAN table of each switch.
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Un-tag Frame
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Figure 9 Traffic Flows of First Level Switch Fails

Step 1: First level switch fails, such event be noticed to Top Switch.

Step 2: Top Switch change the VLAN as R bit as '1' L Bit as '00' with I bit as the
Customer networks ID. Top Switch delivers the streams to first level Switch,
100.

Step 3: First level Switch, 100, depends on the 'R+L' forward to second level Switch,
00000.

Step 4: Second level Switch, 00000, depend on the 'R+L' forward to third level Switch,
0000000.

Step 5: Third level Switch, 0000000, depends on I bit to forward the stream to

Customer networks.
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Figure 10 Traffic Flows of Second Level Switch Fails

Step 1: Second level Switch fails, such event be noticed to Top Switch.

Step 2: Top Switch change the VLAN as R bit as 'l' L Bit as '10' with I bit as the
Customer networks ID. Top Switch delivers the streams to first level Switch,
000.

Step 3: First level Switch, 000, depends on the 'R+L' forward to second level Switch,
00100.

Step 4: Second level Switch, 00100, depend on the 'R+L' forward to third level Switch,
0000000.

Step 5: Third level Switch, 0000000, depends on I bit to forward the stream to

Customer networks.
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Figure 11 Traffic Flows of Third Level Switch Fails

Third level Switch fails, such event be noticed to Top Switch.

Top Switch change the VLAN as R bit as 'l' L Bit as '01' with I bit as the
Customer networks ID. Top Switch delivers the streams to first level Switch,
000.

First level Switch, 000, depends on the 'R+L' forward to second level Switch,
00000.

Second level Switch, 00000, depend on the 'R+L' forward to third level Switch,
0000100.

Third level Switch, 0000100, depends on I bit to forward the stream to

Customer networks.
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Figure 12
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Switch.

Top Switch change the VLAN as R bit as 'l' L Bit as '10' with I bit as the

Customer networks ID. Top Switch delivers the streams to first level Switch,

100.

First level Switch, 100, depends on the 'R+L' forward to second level Switch,

00100.

Second level Switch, 00100, depend on the 'R+L' forward to third level Switch,

0000000.

Third level Switch, 0000000, depends on I bit to forward the stream to

Customer networks.
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Traffic Flows of First Level & Third Level Switches Fail

Step 1: First level and third level Switches fail, such events be noticed to Top Switch.

Step 2: Top Switch change the VLAN as R bit as 'l' L Bit as '01' with I bit as the

Customer networks ID. Top Switch delivers the streams to first level Switch,

Step 3: First level Switch, 100, depends on the 'R+L' forward to second level Switch,

Step 4: Second level Switch, 00000, depend on the 'R+L' forward to third level Switch,
0000100.

Step 5: Third level Switch, 0000100, depends on I bit to forward the stream to

Customer networks.
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Figure 14 Traffic Flows of Second Level & Third Level Switches Fail

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Second level and third level Switches fail, such events be noticed to Top
Switch.

Top Switch change the VLAN as R bit as 'l' L Bit as '11' with I bit as the
Customer networks ID. Top Switch delivers the streams to first level Switch,
000.

First level Switch, 000, depends on the 'R+L' forward to second level Switch,
00100.

Second level Switch, 00100, depend on the 'R+L' forward to third level Switch,
0000100.

Third level Switch, 0000100, depends on I bit to forward the stream to

Customer networks.
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Figure 15 Traffic Flows of Three Levels Switches Fail

Step 1: First level, second level and third level Switches fail, such events be noticed to
Top Switch.

Step 2: Top Switch change the VLAN as R bit as '1' L Bit as '11' with I bit as the
Customer networks ID. Top Switch delivers the streams to first level Switch,
100.

Step 3: First level Switch, 100, depends on the 'R+L' forward to second level Switch,
00100.

Step 4: Second level Switch, 00100, depend on the 'R+L' forward to third level Switch,
0000100.

Step 5: Third level Switch, 0000100, depends on I bit to forward the stream to

Customer networks.
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Figure 16 Over-Utilization Requirement

Step 1: Source detect second level and third level Switches traffic overloading.

Step 2: Top Switch change the VLAN as R bit as 'l' L Bit as '11' with I bit as the
Customer network, 000000011. Top Switch delivers the streams to first level
Switch, 000.

Step 3: First level Switch, 000, depends on the 'R+L' forward to second level Switch,
00100.

Step 4: Second level Switch, 00100, depend on the 'R+L' forward to third level Switch,
0000100.

Step 5: Third level Switch, 0000100, depends on I bit to forward the stream to

Customer networks.
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3.4 Role in VLAN Application Protocol

There are three roles in the access network. Top Switch is related to the source in
the fork-type virtual-network-based fault tolerant architecture. Access switches are
related to virtual network nodes in the fork-type virtual-network-based fault tolerant
architecture. Customer networks are related to end nodes in the fork-type
virtual-network-based fault tolerant architecture.

Top Switch implements powerful capability. That due to the Top Switch has the
duty to communicate between access network and Intranet. It implements all kinds
VLAN function and powerful network process capability. It also has to handle fast
failover process and deliver capability. Top Switch can send backup streams to replace
duty of fault switches and depend on the bandwidth loading situation to control the
bandwidth utilization rate [9]. Access switch suggest have basely requirements. We
minimize required VLAN in switch to obtain. the Iow cost advantage for developing
entire access network. Normally, the switch that develop the access network will
implement the VLAN function “as. below, Port base VLAN, IEEE802.1Q VLAN
Tagging, Translated VLAN, Protocol-based" VLAN, Double VLAN and Mac Base
VLAN. The access switch also has the capability to notice fault event to Top Switch.
For failure detection, our proposal relies on switch support for SNMP traps [10]. Each
of the switches in the access network is configured to send SNMP traps to the Top
Switch to synchronize its status with Top switch whenever any event of interest takes
place. (See the tag 1 in the Figure 17) Typically, the events of interest are link failures,
port failures, carrier loss, etc. Except this, the Top will sent the SNMP message flows
thought upstream switch to the downstream switch. (See the tag 2&3 in the Figure 17)

By this way, we can make sure all the events of interest can be detected.
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Figure 17 SNMP Message Flow between Switches

In our protocol, it only requirés the mir}‘inrlumr"VLAN functions for access switch,
Port base VLAN and IEEE802.1Q VLAN Tagging. These switches are regard as very
cheap switch, as we know the priée of Lt,hém,ar;ound 7,000 NTD.

Customer network is require'd two ports.that-connect with switch in our protocol.
In upstream, the un-tag frame stream will be delivered to access switch. The access
switch will add VLAN identifier for them. After this, those VLAN identifier frames
will be delivered unto Top Switch. In downstream, Top Switch will sent the traffic and
those streams will follow the virtual network to deliver unto the edge access switch.
After this, the edge access switch will un-tag the traffic and sent them to customer
networks.

The key for VLAN application protocol is in its VLAN application protocol
Streams. The VLAN application protocol Streams be generated by source. The
streams replace the original streams and deliver to the customer networks while there
are fault switches or for the bandwidth utilization rate requirement that
over-utilization of capacity when other capacity is available in the access network to

redirect the fork-type virtual network path by changing the break nodes in this path.
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Chapter 4 — VLAN Application Architecture
Analysis

In communication apparatus implement with ability, high reliability, support
lasting service and offer fault-tolerant and high usability. Ethernet is envisioned as a
key technology to recent deployments service Network. Ethernet have features, high
scalability, and high bandwidth provisioning but very inexpensive and easy
deployment. But Ethernet lacks carrier-grade feature of availability. Especially, we
use the cheap switch to develop the fork-type virtual-network-based fault tolerant
architecture.

The most common stochastic approach a network is modeled by a
Continuous-Time Markov Chain (CTMC). Continuous-Time Markov Chain is a
state-base model with transitions®rates between states. In this section, the
continuous-time Markov chain- (CTMC)| was.used to determine the steady-state
availability of the proposed virtual-network-based fault tolerant architecture. We can
get up to "99999" Carrier-grade Availability.. The goal of analysis is to discover the

rule of thumb to keep high carrier grade:

4.1 Markov Chain for Fault Tolerance System
Figure 18 is the state-transition diagram. The state-transition diagram of the

continuous-time Markov chain is modeling failure, repair and failure detect and

recover behaviors of our proposal, virtual-network-based fault tolerant architecture.
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A : Fail Rate p: Repair Rate

d: Failuredetection andrecovery Rate

All Switches work TwoSwitches fail, they are same pair.

One switches fail. Break switch take over it already

Two Switches fail, they are not samepair

Two Switches fail. One break switch take over it already.

Two Switches fail. Two backup switches that take over them already.

—)
One Switch fails

Figure 18 States Transitions Diagram

4.1.1 Markov State Definitions

In this thesis, the time to failure, time to repair and time to failure detect and
recovery of switch are assumed to be exponentially distributed with mean 1/ A, 1/
and 1/ 6, respectively. In Figure 18 when the state transfers from (0, 0) to (1, 0), (1, 0)
to (2, 0) and (1, 0) to (2inl, 0) which indicates that switch fails, while the state
transfers from (1, 0) to (1, 1), (2, 0) to (2, 1) and (2, 1) to (2, 2) which indicates a
failure has been detected and recovered, and the break switch has taken over the role

of the active switch. Finally, when every states except the state (0, 0), transfers to state
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(0, 0) which indicates that event of the access network operator repairs. The
associated failure detect and recover rate (9) is the multiplicative inverse of the mean
time that from the switch failed to the source detecting that the failure had occurred
and break switch being recovered for it. The virtual-network-based fault tolerant
architecture in state (1, 0) (2, 0) (2, 1) (2inl, 0) are assumed to be failed. The state
transforms indicate the virtual-network-based fault tolerant architecture fails (i.e.,
some customer networks cannot receive packet via system). Note that in this thesis,
there are N pair switches in the fault tolerance system, our proposal is one-plus-one
fault tolerance system, total is 2N switches in the system.

As shown in Figure 18, state (i, j) represents the status of the switches that in the
fault tolerance system, where i and j represent the status of Number of Fault switches
and Number of Break Switches that Take over Fault Switch, respectively. While i
equal to " 0 ;| means all switches is working, i equal to " 1 | mean one switch fails, i
equal to "2 ;| mean two switches fail and they are not in the same pair and i equal to

M2inl | mean two switches fail and they- are.in the same pair. The element of j
represents the Break Switch that takes over the Fault:Switch. Finally, if i equal to j it

means the system is working.

4.1.2 Markov State Assumptions

In this thesis, base on we focus the access network architecture, all switches in
the access network should be back to operational mode while the event of operator
repair. And the probability of more than three switches fail within a moment is small
for ignoring. All failure events are assumed to be mutually independent. The time to
failure, time to repair and time to failure detect and recovery of switch are assumed to
be exponentially distributed with mean 1/ A, 1/ and 1/, respectively. Let random
variable X be the lifetime (i.e. time to failure [11]) is exponentially distributed with
failure rate A, Therefore, if a component obeys an exponential failure rate with
parameter A, then the MTTF (i.e., the expected lifetime [11]) can be determined as 1/A.
We can get Mean Time to Failure, Mean Time to Repair and Mean Time to failure

Detect and Recovery as be below equations (1)(2)(3).
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Mean Time to Failure ~ MTTF=E[X]= _f:' & = i €]

Mean Time to Repair ~ MTTR=E[¥] = f: g™ dt= % ()

Mean Time to failure Detect and Recovery MTTIR = E[Z] = I: e Fdt= i 3)
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4.2 Markov Chain Analysis

Let 7 (i, j) denotes the proportion of time that the system is in state (i, j). Note that
in the steady state the rate at which transitions into state (i, j) must equal to the rate at
which transitions out of state (i, j). Above concept is called the global balance
equation [12] for the Markov chain in question. (i.e. for a Markov state, the sum of
departure rates equal to the sum of arrival rates.) Thus, from Figure 18, we can obtain

the global balances for each Markov state

(2,2) (2,1 (2,0)

O
<

_®

(1,1)

Figure 19 Global Balance for State (0, 0)

Form Figure 19, we obtain the below equation,

State (0,0): 2NAn(0,0)=w(n(1,0) +mn(1,1)+n(2in1,0) +n(2,0) +n(2,1) +7(2,2)) (4)
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Form Figure 20, we obtain the below equation,

Figure 20 Global Balance for State (1, 0)

State (1,0): (3+u+(2N-1) Mn(1,0) =2NAm(0:0). (5)

Figure 21 Global Balance for State (1, 1)

Form Figure 21, we obtain the below equation,
State (1,1): (u+(2N-1) M)n(1,1) =6 =n(1,0) (6)
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(Omt( 2in1 , 0) 8=(12)

Figure 22 Global Balance for State (2in1, 0)

Form Figure 22, we obtain the below equation,

State (2in1,0): pn(2in1,0) =A n(1,0) + An(1,1) (7

@223

Figure 23 Global Balance for State (2, 0)

Form Figure 23, we obtain the below equation,

State (2,0): (5+w) 1(2,0) =(2N-2)An(1,0) (8)
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Figure 24 Global Balance for State (2, 1)

Form Figure 24, we obtain the below g¢quation;

State (2,1): (3+w)m(2,1) =on(2,0)+ @N2)ha(l:1) 9)

Err

Figure 25 Global Balance for State (2, 2)

Form Figure 25, we obtain the below equation,

State (2,2): w(2,2) =5 m(2,1) (10)
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Consider the sum of all Steady-state Probability is equal to 1. By solving the

preceding set of equations, along with this equation

1(0,0)+n(1,0)+n(1,1)+n(2in1,0)+n(2,0) +m(2,1) +n(2,2) = 1 (11)

By solving the preceding set of equations, we can get steady-state probabilities for

each Markov states.

Thus, the availability (Ana) of a Highly Available Ethernet Access Network can
be determined based on « (0, 0) + t (1, 1) + m (2, 2). Then, the equivalent failure rate
(Aua) and the equivalent repair rate (npa) of a Highly Available Ethernet Access
Network can be determined by applying the aggregation techniques described in [13].
(See the Figure 26)

Figure 26 Aggregation in Availability Markov Model
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Therefore, we obtain below equations (12) ~ (17).
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4.2.1 Analysis for Fault Tolerance System

In real cases of switch in access network, the mean time to failure is belonging to
year’s grade. Mean time to repair is belonging to hour’s grade. Mean time to failure
detects and recovery is belonging to ms’ grade [5].

We use the equations at above section to counter the availability (Apa) of two
real cases in our proposal, virtual-network-based fault tolerant architecture. First one,
total 42 access switches in the virtual-network-based fault tolerant architecture. The
mean time to failure is Exponential distribution with A (1 year). The mean time to
repair is Exponential distribution with 12, (4/12/24 Hours). Finally, Mean time to
failure detects and recovery is Exponential distribution with §, (0.1/0.05/0.025
Second). The second, total 168 access switches in the virtual-network-based fault
tolerant architecture. The mean time to failure is Exponential distribution with A (1
year). The mean time to repair is Exponential distribution with (2, (4/12/24 Hours).
Finally, Mean time to failure defects and recovery is Exponential distribution with 9,
(0.1/0.05/0.025 Second).

By using the Matlab tool, we'can obtain the availability and CTMC steady-state
probability of these two cases in our proposals, virtual-network-based fault tolerant
architecture. (See Table 1 to Table 4)

We use CTMC to analysis our virtual-network-based fault tolerant architecture,
we can get up to "99999" Carrier-grade Availability with the conditions, A : 1/1year,
w: 1/4Hours and total 42 Access switches in the fault tolerance system. The
virtual-network-based fault tolerance system can support up to 128 customer networks.
In the other case, A : 1/lyear, p: 1/4Hours and 168 access switches in the
virtual-network-based fault tolerance system that can support up to 512 customer

networks. It also reaches to "9999" carrier-grade availability.
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Failure rate, A = 1/1year;

Total 42 Access Switches

Availability 1/u : 4 Hours 1/p : 12 Hours 1/u : 24 Hours
1/6:0.1 second 0.99999143262912 | 0.99992930918285 | 0.99974575485110
1/6:0.05 second 0.99999149913628 | 0.99992937540831 | 0.99974582042313
1/5:0.025 second | 0.99999153239003 | 0.99992940852109 | 0.99974585320918

Failure rate, A = 1/lyear;

Table 1 Availability for case |

Total 168 Access Switches

Availability 1/p : 4 Hours 1/u: 12 Hours 1/u : 24 Hours
1/5:0.1 second 0.99996961422258 | 0.99979131820273 | 0.99940764798025
1/5:0.05 second 0.99996956126430 | 0.99979126690047 | 0.99940760015909
1/6:0.025 second | 0.99996961422258.1[10.99979131820273 | 0.99940764798025

Table 2-Availability for case 1
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Failure rate, A = 1/1year;

Total 42 Access Switches

1/n : 4 Hours 1/pu: 12 Hours 1/n : 24 Hours
1/8:0.1 second 1/8:0.1 second 1/8:0.1 second
7(0,0) 0.98118279569892 0.94559585492228 0.89680589680590
7(1,0) 0.00000013067411 0.00000012593521 0.00000011943747
n(1,1) 0.01847126216290 0.05151093230958 0.09277290437004
n(2in1,0) | 0.00000843442595 0.00007056309349 0.00025417266797
7(2,0) 0.00000000000002 0.00000000000002 0.00000000000002
n(2,1) 0.00000000234288 0.00000000653360 0.00000001176724
n(2,2) 0.00033737469522 0.00282251720582 0.01016689495138
Availability | 0.99999143262912 0.99992930918285 0.99974575485110
1/u : 4 Hours 1/u : 12 Hours 1/u : 24 Hours
1/6:0.05 second 1/6:0.05 second 1/6:0.05 second
7(0,0) 0.98118279569892 0,94559585492228 0.89680589680590
7n(1,0) 0.00000006533728 0.00000006296768 0.00000005971877
n(1,1) 0.01847132749972 0.05151099527711 0.09277296408874
n(2in1,0) | 0.00000843442595 0.00007056309349 0.00025417266797
7(2,0) 0.00000000000000 0.00000000000000 0.00000000000000
n(2,1) 0.00000000117144 0.00000000326681 0.00000000588362
n(2,2) 0.00033737586667 0:00282252047263 0.01016690083500
Availability | 0.99999149913628 0.99992937540831 0.99974582042313
1/u : 4 Hours 1/u: 12 Hours 1/u : 24 Hours
1/6:0.025 second 1/5:0.025 second 1/6:0.025 second
7(0,0) 0.98118279569892 0.94559585492228 0.89680589680590
7(1,0) 0.00000003266870 0.00000003148386 0.00000002985940
n(1,1) 0.01847136016830 0.05151102676093 0.09277299394811
n(2in1,0) | 0.00000843442595 0.00007056309349 0.00025417266797
7(2,0) 0.00000000000000 0.00000000000000 0.00000000000000
n(2,1) 0.00000000058572 0.00000000163340 0.00000000294181
n(2,2) 0.00033737645239 0.00282252210604 0.01016690377682
Availability | 0.99999153239003 0.99992940852109 0.99974585320918

Table 3 Steady-State Probability & Availability for case |
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Failure rate, A = 1/1year;

Total 168 Access Switches

1/n : 4 Hours 1/pu: 12 Hours 1/n : 24 Hours
1/8:0.05 second 1/8:0.05 second 1/8:0.05 second
7(0,0) 0.92875318066158 0.81291759465479 0.68480300187617
7(1,0) 0.00000014843054 0.00000012991823 0.00000010944335
n(1,1) 0.06619863576596 0.15225199483317 0.21625347009650
7n(2in1,0) | 0.00003022775534 0.00020856455445 0.00059247556038
7(2,0) 0.00000000000002 0.00000000000002 0.00000000000002
n(2,1) 0.00000001045374 0.00000002404284 0.00000003414962
n(2,2) 0.00501779693282 0.03462169199650 0.09835090887396
Availability | 0.99996961422258 0.99979131820273 0.99940764798025
1/u : 4 Hours 1/u : 12 Hours 1/u : 24 Hours
1/6:0.04 second 1/6:0.04 second 1/6:0.04 second
7(0,0) 0.92875318066158 0,81291759465479 0.68480300187617
7n(1,0) 0.00000019790724 0.00000017322425 0.00000014592444
n(1,1) 0.06619858628926 0.15225195152715 0.21625343361541
n(2in1,0) | 0.00003022775534 0.00020856455445 0.00059247556038
7(2,0) 0.00000000000004 0.00000000000004 0.00000000000003
n(2,1) 0.00000001393832 0.00000003205711 0.00000004553282
n(2,2) 0.00501779344823 0:03462168398221 0.09835089749075
Availability | 0.99996956126430 0.99979126690047 0.99940760015909
1/u : 4 Hours 1/u: 12 Hours 1/u : 24 Hours
1/5:0.03 second 1/6:0.03 second 1/6:0.03 second
7(0,0) 0.92875318066158 0.81291759465479 0.68480300187617
7(1,0) 0.00000014843054 0.00000012991823 0.00000010944335
n(1,1) 0.06619863576596 0.15225199483317 0.21625347009650
n(2in1,0) | 0.00003022775534 0.00020856455445 0.00059247556038
7(2,0) 0.00000000000002 0.00000000000002 0.00000000000002
n(2,1) 0.00000001045374 0.00000002404284 0.00000003414962
n(2,2) 0.00501779693282 0.03462169199650 0.09835090887396
Availability | 0.99996961422258 0.99979131820273 0.99940764798025

Table 4 Steady-State Probability & Availability for case |1

-38 -




4.3 Switch Architecture Profit

By our design, we develop entire virtual-network-based fault tolerant
architecture only by Layer 2 device, Switch. Our protocol is a layer 2 protocol, the
fast VLAN forwarding and checking capabilities is the fundamental capability for the
switch. Base on our proposal will shorten the time to failure detects and recovery.

We can also earn the benefits of low cost and some advance by replacing Layer 3
device to develop the fault tolerance system to handle the fault tolerance process. We
consider the Layer 3 Device, Router may be the top level of Entire Network. Control
fault tolerance process within the router could increase the effort of it. All pattern of
the fault tolerance process may have to travel entire network, it should take long time
and impact the bandwidth of the service Network. Finally, such as the router are more

expensive than the Layer 2 Device, Switch:
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Chapter 5 — Conclusion

In this thesis, we illustrate the virtual-network-based fault tolerant architecture.
Follow discuss the virtual network concept we propose to develop the fault tolerance
system architecture with the VLAN application protocol. To do so, we propose a
virtual-network-based access architecture. The concept of virtual network is not new.
It has been used to enable load balance, deadlock avoidance, and fault tolerance in
networks such as inter-connected networks and local area networks. Nevertheless, as
far as we know, we are the first to extend its usage to study the fault-tolerant-related
issues in Ethernet access networks. We elaborate on determining the configuration of
virtual networks so that the service can be recovered when a fault occurs. We consider
applying fault tolerance system architecture via virtual network concept. Use the
fork-type virtual network to make:the fault tolérance system as a predicted backup
path for a fault device. The foik-type virtual network has two advantages. 1) Best
bandwidth efficient and No effort for othet nodes. Until the traffic is delivering to the
customer networks, no other device that“without" relationship will receiver these
streams. 2) Bandwidth utilization rate of switches can be control by source.

VLAN are conventionally used to simplify network administration, improve
security and limited broadcast domain of each VLAN. We make our proposal be
compatible with VLAN application and deviate from conventional VLAN application.
We use VLAN to practice fault tolerance system. The fast VLAN forwarding and
checking capabilities is the fundamental capability for the switch. We propose a layer
2 protocol, base on our proposal will shorten the time to failure detect and recover.
The continuous-time Markov chain was used to determine the steady-state availability
[6] of the proposed virtual-network-based fault tolerant architecture. Through the
analysis, we also aim at discovering the rule of thumb to keep high degree of carrier
grade.

We can obtain three key motivations, Carrier-grade Availability, Low Cost and
High Scalability. Apart from these, our proposal provides reliable and simple Network

topology architecture, redundant protection machine for all elements in the fault
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tolerance system, make fault tolerance system is not only dedicated to take over the
role of the active switch if the active switch failed but also have its own duty for
delivering user traffic that can be controlled by Top Switch via VLAN application
protocol. Finally, we can use the Advance Requirement for the multicast service,

IPTV.
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