
 

 

 

國 立 交 通 大 學 
 

應用數學系 

 

碩 士 論 文 
 
 
 
 

有旋轉項的 Gross-Pitaevskii方程之 

半古典極限 

 

Semiclassical Limit of the Gross-Pitaevskii  
Equation with Rotation 

 
 
 
 
 

研 究 生：蔡佳穎 

指導教授：林琦焜 教授 

 
 
 

中 華 民 國 一 百 年 六 月 
 

 

 



 

 

 

有旋轉項的 Gross-Pitaevskii 方程之 

半古典極限 

 

Semiclassical Limit of the Gross-Pitaevskii  
Equation with Rotation 

 
 

研 究 生：蔡佳穎                               Student：Jia-Ying Tsai 

指導教授：林琦焜                               Advisor：Chi-Kun Lin 

 
 
 

國 立 交 通 大 學 
應 用 數 學 系 
碩 士 論 文 

 
 

A Thesis 

Submitted to Department of Applied Mathematics 

College of Science 

National Chiao Tung University 

in partial Fulfillment of the Requirements 

for the Degree of  

Master 

in 

Applied Mathematics 
 
 

June 2011 
 

Hsinchu, Taiwan 
 
 

中華民國一百年六月 
  



i 

 

有旋轉項的 Gross-Pitaevskii 方程之 

半古典極限 

學生：蔡佳穎 

 

指導教授：林琦焜教授 

國立交通大學應用數學系碩士班 

摘 要       

在本論文中，我們用兩種不同的做法研究有旋轉項的 Gross-Pitaevskii 方

程之半古典極限。首先，我們使用修改過的 Madelung 變換以著重在與量子

流體動力學方程（quantum hydrodynamical equations）等價的擬線性雙

曲對稱系統（quasilinear symmetric hyperbolic system）。我們建立在

極限系統奇點形成之前，當普朗克常數趨近於零時，量子密度與量子動量

收斂到可壓縮的旋轉歐拉方程（compressible rotational Euler equation）

之唯一解。此外，我們證明在維度 2之可壓縮的旋轉歐拉方程之局部解的

存在性與唯一性。其次，我們考慮量子密度與量子動量在恆定狀態(1,0)附

近的情形。我們建立有旋轉項的 Gross-Pitaevskii 方程弱收斂到等價於線

性波動方程（linear wave equation）的波映射方程（wave map equation）。

這方法的結果引領聲波（acoustic wave）的討論。 

 

 

 

關鍵詞: 旋轉，Gross-Pitaevskii方程，半古典極限，歐拉方程。 
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Semiclassical Limit of the Gross-Pitaevskii  
Equation with Rotation 

Student：Jia-Ying Tsai 

 

Advisors：Dr. Chi-Kun Lin 

Department of Applied Mathematics 
National Chiao Tung University 

ABSTRACT 

In this paper, we perform the semiclassical limit of the Gross-Pitaevskii equation 
with rotation by two different approaches. First, we use the modified Madelung 
transformation to focus on the quasilinear symmetric hyperbolic system, which 

is equivalent to the quantum hydrodynamical equations. We establish that before 
the formation of singularities in the limiting system, the quantum density and 

quantum momentum converge to the unique solution of the compressible 
rotational Euler equation as the Planck constant   tends to zero. In addition, 
we prove the existence and uniqueness of local solutions of the compressible 

rotational Euler equation in dimension 2. Second, we consider the case when the 
quantum density and quantum momentum are near the constant state (1,0). We 
establish that the Gross-Pitaevskii equation with rotation converges weakly to 

the wave map equation, equivalently the linear wave equation. The result of this 
approach leads the discussion of the acoustic wave.  

 
 

Keywords：rotation, Gross-Pitaevskii equation , semiclassical limit, Euler equation. 
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CHAPTER 1

Introduction

Bose-Einstein condensation (BEC) is a phenomenon that a macroscopic fraction of

the atoms occupy the same quantum level and behave as a coherent matter wave at very

low temperature. An important issue is the relationship between BEC and superfluidity.

The properties of rotating condensates in traps have increasingly been the object of study

in recent years. The readers are referred to [1, 2, 3, 7, 9] for more experimental and

theoretical work, and these developments have been reviewed in [6, 17, 18].

The primary research questions to be addressed in this paper are as follows. In the

case of a dilute Bose gas at temperature much smaller than the critical condensation

temperature, the time-dependent Gross-Pitaevskii equation with rotation is the equation

of motion in the frame rotating with the trap. It takes the form

i~∂tψ~ = − ~2

2m
∆ψ~ + g|ψ~|2ψ~ + V (x)ψ~ + i~ωx×∇ψ~

= − ~2

2m
∆ψ~ + g|ψ~|2ψ~ + V (x)ψ~ + i~ωx⊥ · ∇ψ~,

(1.1)

where x⊥ = (−x2, x1). The macroscopic wave function ψ~(t, x) is inherently a complex

function. m is the atomic mass. In the non-linear potential term, g characterizes the

strength of the short-range interparticle potential. The external potential V (x) does not

depend on the time. The rotating term is composed of the angular velocity ω of the

rotating trap and the x3 component of the angular momentum operator

Lx3 = −i~x×∇ = −i~ (x1∂x2 − x2∂x1) = −i~x⊥ · ∇, (1.2)

where x = (x1, x2) is the coordinate in the rotating frame. The operator Lx3 is only a scalar

in two dimensional case and represents the rotation. The Gross-Pitaevskii equation with

rotation (1.1) is also called the rotating nonlinear Schrödinger equation. In this paper,

we focus on a simple case in which g and ω are constants.

1



2 1. INTRODUCTION

A singular limit is an interesting problem. It makes a connection between different

fields and contributes to the understanding of the nature of the problem. The study of

the semiclassical limit has a great importance for determining the limiting behaviour of

any function of the field ψ~. It may also describe superfluids and provide rich dynamical

phenomena in rotating BEC gases. In this work, we discuss the semiclassical limit by two

different approaches : the modified Madelung transformation and the density fluctuation.

First of all, we use the Madelung transformation

ψ~(t, x) = A~(t, x)e
i
~S

~(t,x), (1.3)

where both A~(t, x) and S~(t, x) are real-valued functions. As density ρ~ and momentum

µ~
ω are given by

ρ~ = |A~|2 =
∣∣ψ~∣∣2 , µ~

ω = ρ~
(

1

m
∇S~ − ωx⊥

)
, (1.4)

the quantum hydrodynamic equations of the rotating nonlinear Schrödinger equation (1.1)

then are

∂tρ
~ +∇ · µ~

ω = 0,

∂tµ
~
ω +∇ ·

(
µ~
ω ⊗ µ~

ω

ρ~

)
+∇

( g

2m
(ρ~)2

)

+ρ~∇
(

1

m
V − 1

2
ω2|x|2

)
=

~2

4m2
∇ ·
(
ρ~∇2 log ρ~)− 2ω(µ~

ω)⊥,

(1.5)

with initial data

ρ~(0, x) = ρ~
0(x), µ~

ω(0, x) = µ~
ω,0(x). (1.6)

To overcome the difficulty caused by the nonlinear term, we introduce the modified

Madelung transformation suggested by Grenier [8]. There has been a change of emphasis

from the real-valued function A~(t, x) to the complex-valued one. The main method to

carry out this study is based on transforming the rotating nonlinear Schrödinger equation

(1.1) into a dispersive perturbation of a quasilinear symmetric hyperbolic system, to which

the Lax-Friedrich-Kato’s theory can be applied, by the modified Madelung transforma-

tion. The readers are referred to good tutorials in [5, 8, 11, 12, 13] for an introduction
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to the above approaches and its applications. When ~ tends to zero, we formally have

the compressible rotational Euler equation

∂tρ+∇ · µω = 0,

∂tµω +∇ ·
(
µω ⊗ µω

ρ

)
+∇

( g

2m
ρ2
)

+ ρ∇
(

1

m
V − 1

2
ω2|x|2

)
= −2ωµ⊥ω ,

(1.7)

with initial data

ρ(0, x) = ρ0(x), µω(0, x) = µω,0(x). (1.8)

It follows that the system of quantum mechanics converges to the system obeying Newton

mechanics.

It is obviously required that the existence and uniqueness of solutions of the compress-

ible rotational Euler equation are determined. Much research has been devoted on the

existence and uniqueness of solutions of the Euler equation. For the incompressible Euler

equation, the existence of a global solution in the two dimensional case and a local solu-

tion in the three dimensional case has been established [20]. Roger Temam also has given

another new short proof for the three dimensional case by representing the unknown pres-

sure as Poisson’s equation and applying the Galerkin method with a special basis in his

paper [20]. For the compressible Euler equation, P. L. Lions has discussed global entropy

solutions in the one dimensional case [15]. However, little research has been done on the

existence of solutions of the Euler equation with rotation. We propose a clear proof of the

existence of a local solution of the compressible rotational Euler equation in dimension 2

by the equivalent relation, resulting from the conclusion of the above semiclassical limit.

Let us then discuss the semiclassical limit in the view of
|ψ~|2 − 1

~
. It means that we

consider the case when (ρ~, µ~) is near the constant state (1, 0). The semiclassical (dis-

persion) limit concludes that the rotating nonlinear Schrödinger equation (1.1) converges

weakly to the wave map equation (6.38). Moreover, the wave map equation is equivalent

to the linear wave equation (6.39). This is just the beginning of studying the acoustic

wave.

The remainder of this paper is organized into five chapters. In Chapter 2, we start

by deriving the hydrodynamical structure of the rotating nonlinear Schrödinger equation
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(1.1). The readers are also referred to [10] for the deriving process. To obtain the lo-

cal existence of smooth solutions and perform the semiclassical limit, the procedure is

displayed in Chapter 3 and consists of three main parts. First, we transform the rotat-

ing nonlinear Schrödinger equation into a quasilinear hyperbolic system by the modified

Madelung transformation in Section 3.1. Second, a priori estimate, which allows to pass

to the limit ~→ 0 and justfy the WKB hierarchy, is employed in Subsection 3.2.1. For a

discussion of a priori estimate, also see [5, 8, 11, 12, 13, 16]. Third, some compactness

arguments are the tools of attaining our desired results. For a full account of this part,

also see [14]. Chapter 4 contains a description of the WKB expansion. The readers are

also referred to [5, 8, 11]. The local existence and uniqueness proof of solutions of the

compressible rotational Euler equation is outlined in Chapter 5. We see a connection

between the rotating nonlinear Schrödinger equation and the acoustic wave in Chapter

6. We perform the semiclassical (dispersion) limit in the view of the density fluctuation

in Section 6.1. The readers are also referred to [4, 14] for further details of the density

fluctuation.



CHAPTER 2

Hydrodynamical Structure

The physical content of the rotating nonlinear Schrödinger equation (1.1) may be

revealed by reformulating it as a pair of hydrodynamic equations (1.5), which we will use

two methods to derive. Initially, we use Noether’s theorem to determine the conservation

laws. The Lagrangian density for the rotating nonlinear Schrödinger equation (1.1) is

L =
i~
2

[(
ψ~)∗ ∂tψ~ − ψ~∂t

(
ψ~)∗]− ~2

2m
∇
(
ψ~)∗ · ∇ψ~ − g|ψ~|2

(
ψ~)∗ ψ~

−V (x)
(
ψ~)∗ ψ~ − i~ω

2

[(
ψ~)∗ x⊥ · ∇ψ~ − ψ~x⊥ · ∇

(
ψ~)∗] .

(2.1)

The action S =
∫∫

Ldxdt is invariant under the following transformations

ψ~
ε (t, x) = eiεψ~(t, x) with generator δψ~ = iψ~, (2.2)

ψ~
ε (tε, x) = ψ~(tε − ε, x) = ψ~(t, x) with generator δψ~ = ∂tψ

~. (2.3)

However, the action S is not invariant under the transformation

ψ~
ε (t, xε) = ψ~(t, xε − ε) = ψ~(t, x) with generator δψ~ = ∇ψ~, (2.4)

and about x3 axis under the transformation

ψ~
ε (t, xε) = ψ~ (t, RT

ε x
)

= ψ~(t, x) with generator δψ~ = Lx3ψ
~, (2.5)

where for all ε ∈ R,

Rε =

cos ε − sin ε

sin ε cos ε

 , RT
ε =

 cos ε sin ε

− sin ε cos ε

 . (2.6)

Therefore, by Noether’s theorem, the invariances generate the conservation laws, and the

generators iψ~ and ∂tψ
~ correspond to the conservation of charge and energy, respectively.

We have not the conservation of momentum due to the rotational term −ωLx3ψ
~ appear-

ing in (1.1) and the conservation of angular momentum due to the linear potential term

V (x)ψ~. We have the main result :

5
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Theorem 2.1. If ψ~ is a smooth function, then the hydrodynamical formulation of

the rotating nonlinear Schrödinger equation (1.1) is

(1) the conservation of charge :

∂tρ
~ +∇ · (ρ~(u~ − ωx⊥)) = 0,

(2) the equation of momentum :

∂tµ
~
ω +∇ ·

(
µ~
ω ⊗ µ~

ω

ρ~

)
+∇

( g

2m
(ρ~)2

)

+ρ~∇
(

1

m
V − 1

2
ω2|x|2

)
=

~2

4m2
∇ ·
(
ρ~∇2 log ρ~)− 2ω(µ~

ω)⊥,

(3) the conservation of energy :

∂tθ
~ +∇ ·

[
µ~
ω

ρ~

(
θ~ +

g

2m
(ρ~)2

)]
=

~2

4m2
∇ ·
[
µ~
ω∆ρ~

ρ~ − ∇ · µ
~
ω∇ρ~

ρ~

]
,

(4) the equation of angular momentum :

∂t
(
x⊥ · µ~)+∇ ·

[
µ~
(
x⊥ · µ

~

ρ~

)
+ x⊥

(
g

2m
(ρ~)2 − ωx⊥ · µ~

)]

+x⊥ · ρ
~

m
∇V =

~2

4m2
∇ ·
[
x⊥∆ρ~ − ∇ρ

~

ρ~

(
x⊥ · ∇ρ~)] ,

where

u~
ω = u~ − ωx⊥,

µ~
ω = ρ~u~

ω = µ~ − ρ~ωx⊥,

and

θ~ =

∣∣µ~
ω

∣∣2
2ρ~ +

~2

8m2

∣∣∇ρ~
∣∣2

ρ~ +
g

2m
(ρ~)2 + ρ~

(
1

m
V − 1

2
ω2 |x|2

)
.

2.1. Euler Equation (First Method)

We introduce the Madelung transformation ψ~(t, x) = A~(t, x)e
i
~S

~(t,x), where both

the amplitude A~(t, x) and the phase S~(t, x) are real-valued functions, and insert it into

the rotating nonlinear Schrödinger equation (1.1). Separating the real and imaginary

parts leads to

∂tA
~ +

1

m
∇S~ · ∇A~ +

1

2m
A~∆S~ − ωx⊥ · ∇A~ = 0, (2.7)

∂tS
~ +

1

2m

∣∣∇S~∣∣2 + g
∣∣A~∣∣2 + V − ωx⊥ · ∇S~ =

~2

2m

∆A~

A~ . (2.8)
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To understand the nature of the velocity of the fluid, we multiply (2.7) by 2A~ and define

the density, velocity, and momentum as

ρ~ = |A~|2 =
∣∣ψ~∣∣2 , u~ =

1

m
∇S~ = (u~

1, u
~
2), µ~ = ρ~u~, (2.9)

respectively. It follows that

∂tρ
~ +∇ · µ~ − ωx⊥ · ∇ρ~ = 0, (2.10)

where ρ~ is a probability density. We also write (2.10) as the total differential form

∂tρ
~ +∇ · µ~ −∇ ·

(
ωx⊥ρ~) = 0. (2.11)

Hence, we have the conservation of charge

∂tρ
~ +∇ · (ρ~u~

ω) = 0, u~
ω = u~ − ωx⊥, (2.12)

where u~
ω is the modified velocity. Taking the gradient of (2.8) and then multiplying it by

1

m
, we obtain the equation of motion for the veloctiy

∂tu
~ +

(
u~ · ∇

)
u~ +

g

m
∇ρ~ +

1

m
∇V

=
~2

2m2
∇

(
∆
√
ρ~√
ρ~

)
− ω(u~)⊥ + ω(x⊥ · ∇)u~

(2.13)

or

∂tu
~
ω +

(
u~
ω · ∇

)
u~
ω +

g

m
∇ρ~

+∇
(

1

m
V − 1

2
ω2|x|2

)
=

~2

2m2
∇

(
∆
√
ρ~√
ρ~

)
− 2ω(u~

ω)⊥,

(2.14)

where (u~)⊥ = (−u~
2, u

~
1) and (u~

ω)⊥ = (u~)⊥+ωx. To obtain the momentum, we multiply

(2.13) by ρ~ and (2.10) by u~ and then add up to have

∂tµ
~ +∇ ·

(
µ~ ⊗ µ~

ρ~

)
+∇

( g

2m
(ρ~)2 − ωx⊥ · µ~

)
+
ρ~

m
∇V

=
~2

4m2
∇ ·
(
ρ~∇2 log ρ~)+ ωx

(
(µ~)⊥

ρ~ · ∇ρ~
)
,

(2.15)



8 2. HYDRODYNAMICAL STRUCTURE

where (µ~)⊥ = ρ~(u~)⊥. Therefore, we can derive the equation of the modified momentum

∂tµ
~
ω +∇ ·

(
µ~
ω ⊗ µ~

ω

ρ~

)
+∇

( g

2m
(ρ~)2

)

+ρ~
(

1

m
∇V − 1

2
ω2|x|2

)
=

~2

4m2
∇ ·
(
ρ~∇2 log ρ~)− 2ω(µ~)⊥ω .

(2.16)

Equations (2.12) and (2.16) are analogous to the continuity equation and the momentum

equation in fluid mechanics, respectively. The above equations show that the rotation

affects both the continuity equation and the momentum equation. Provided that S~ is

not singular, we can conclude that the velocity field is irrotational; that is, the potential

flow ∇× u~ = 0. However, ∇× u~
ω = −2ω. Moreover, by (2.13), we have

∂t
(
x⊥ · u~)+∇ ·

{
x⊥
[
|u~|2

2
+
g

m
ρ~ +

1

m
V − ωx⊥ · u~

]}
=

~2

2m2
∇ ·

(
∆
√
ρ~√
ρ~

)
, (2.17)

and by (2.15), we also have the equation of angular momentum

∂t
(
x⊥ · µ~)+∇ ·

[
µ~
(
x⊥ · µ

~

ρ

)
+ x⊥

(
g

2m
(ρ~)2 − ωx⊥ · µ~

)]

+x⊥ · ρ
~

m
∇V =

~2

4m2
∇ ·
[
x⊥∆ρ~ − ∇ρ

~

ρ~

(
x⊥ · ∇ρ~)] .

(2.18)

Since angular momentum about the axis of rotation is not conserved, the trap V (x) has

no axis of symmetry.

2.2. Euler Equation (Second Method)

We consider ψ~ and
(
ψ~)∗ to be solutions of the rotating nonlinear Schrödinger equa-

tion

i~∂tψ~ =

(
− ~2

2m
∆ + g

∣∣ψ~∣∣2 + V + i~ωx⊥ · ∇
)
ψ~, (2.19)

−i~∂t
(
ψ~)∗ =

(
− ~2

2m
∆ + g

∣∣ψ~∣∣2 + V − i~ωx⊥ · ∇
)(

ψ~)∗ , (2.20)

respectively. Multiplying (2.19) by
(
ψ~)∗ and (2.20) by ψ~, we can write

i~
(
ψ~)∗ ∂tψ~ = − ~2

2m

(
ψ~)∗∆ψ~ + g

∣∣ψ~∣∣4 + V
∣∣ψ~∣∣2 + i~ω

(
ψ~)∗ x⊥ · ∇ψ~, (2.21)

−i~ψ~∂t
(
ψ~)∗ = − ~2

2m
ψ~∆

(
ψ~)∗ + g

∣∣ψ~∣∣4 + V
∣∣ψ~∣∣2 − i~ωψ~x⊥ · ∇

(
ψ~)∗ . (2.22)
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Subtracting (2.22) from (2.21) and using the equality

∇ ·
[(
ψ~)∗∇ψ~

]
=
(
ψ~)∗∆ψ~ +∇

(
ψ~)∗ · ∇ψ~, (2.23)

there results

∂t|ψ~|2 = i
~

2m
∇ ·
[(
ψ~)∗∇ψ~ − ψ~∇

(
ψ~)∗]+ ωx⊥ · ∇

∣∣ψ~∣∣2 . (2.24)

Hence, we obtain equation (2.10) by setting

ρ~ =
∣∣ψ~∣∣2 , µ~ = −i ~

2m

[(
ψ~)∗∇ψ~ − ψ~∇

(
ψ~)∗] . (2.25)

Next, we do the similar steps to seek for (2.15). We multiply (2.19) by ∇
(
ψ~)∗ and (2.20)

by ∇ψ~ and then add up to yield

−i~
[
∂t
(
ψ~)∗∇ψ~ − ∂tψ~∇

(
ψ~)∗] =

− ~2

2m

[
∆ψ~∇

(
ψ~)∗ + ∆

(
ψ~)∗∇ψ~

]
+ g

∣∣ψ~∣∣2∇ ∣∣ψ~∣∣2 + V∇
∣∣ψ~∣∣2

+i~ω
{(
x⊥ · ∇ψ~)∇ (ψ~)∗ − [x⊥ · ∇ (ψ~)∗]∇ψ~

}
.

(2.26)

On the other hand, we take the gradient of (2.19) and (2.20), multiply them by
(
ψ~)∗

and ψ~, respectively, and then add up to yield

−i~
{
ψ~∇

[
∂t
(
ψ~)∗]− (ψ~)∗∇ (∂tψ~)} =

− ~2

2m

{(
ψ~)∗∇ (∆ψ~)+ ψ~∇

[
∆
(
ψ~)∗]}

+3g
∣∣ψ~
∣∣2∇ ∣∣ψ~

∣∣2 + 2
∣∣ψ~
∣∣2∇V + V∇

∣∣ψ~
∣∣2

+i~ω
{(
ψ~)∗∇ (x⊥ · ∇ψ~)− ψ~∇

[
x⊥ · ∇

(
ψ~)∗]} .

(2.27)
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Now subtracting (2.27) from (2.26), we derive

−i~∂t
[(
ψ~)∗∇ψ~ − ψ~∇

(
ψ~)∗] =

− ~2

2m

{
∆ψ~∇

(
ψ~)∗ + ∆

(
ψ~)∗∇ψ~ −

(
ψ~)∗∇ (∆ψ~)− ψ~∇

[
∆
(
ψ~)∗]}

−2g
∣∣ψ~
∣∣2∇ ∣∣ψ~

∣∣2 − 2
∣∣ψ~
∣∣2∇V − i~ω∇{x⊥ · [(ψ~)∗∇ψ~ − ψ~∇

(
ψ~)∗]}

+2i~ωx
{[
∇
(
ψ~)∗]⊥ · ∇ψ~

}
,

(2.28)

where
[
∇
(
ψ~)∗]⊥ =

(
−∂x2

(
ψ~)∗ , ∂x1

(
ψ~)∗). After multiplying (2.28) by

1

2m
, we have

∂tµ
~ = − ~2

4m2

{
∆ψ~∇

(
ψ~)∗ + ∆

(
ψ~)∗∇ψ~

−
(
ψ~)∗∇ (∆ψ~)− ψ~∇

[
∆
(
ψ~)∗]}− g

m
ρ~∇ρ~

−ρ
~

m
∇V + ω∇

(
x⊥ · µ~)+ ωx

(
(µ~)⊥

ρ~ · ∇ρ~
)
.

(2.29)

Since

∇∆ρ~ =
[(
ψ~)∗∇∆ψ~ + ψ~∇∆

(
ψ~)∗]

+2∇
[
∇ψ~ · ∇

(
ψ~)∗]+ ∆ψ~∇

(
ψ~)∗ + ∆

(
ψ~)∗∇ψ~,

(2.30)

we can rewrite (2.29) as

∂tµ
~ +

~2

2m2
∇
∣∣∇ψ~∣∣2 +

g

m
ρ~∇ρ~ +

ρ~

m
∇V +

~2

2m2

[
∆ψ~∇

(
ψ~)∗

+∆
(
ψ~)∗∇ψ~

]
=

~2

4m2
∇∆ρ~ + ω∇

(
x⊥ · µ~)+ ωx

(
(µ~)⊥

ρ~ · ∇ρ~
)
.

(2.31)

Using the equality

~2

2m2

∣∣∇ψ~∣∣2 =

∣∣µ~
∣∣2

2ρ~ +
~2

8m2

∣∣∇ρ~
∣∣2

ρ~ , (2.32)
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we derive

∂tµ
~ +∇

(∣∣µ~
∣∣2

2ρ~

)
+∇

( g

2m
(ρ~)2

)
+
ρ~

m
∇V

+
~2

2m2

[
∆ψ~∇

(
ψ~)∗ + ∆

(
ψ~)∗∇ψ~

]

=
~2

4m2
∇

(
∆ρ~ −

∣∣∇ρ~
∣∣2

2ρ~

)
+ ω∇

(
x⊥ · µ~)+ ωx

(
(µ~)⊥

ρ~ · ∇ρ~
)
.

(2.33)

Since

~2

2m2

[
∆ψ~∇

(
ψ~)∗ + ∆

(
ψ~)∗∇ψ~

]
= ∇ ·

(
µ~ ⊗ µ~

ρ~

)
−∇

(∣∣µ~
∣∣2

2ρ~

)

+
~2

4m2

[
1

ρ~∇ ·
(
∇ρ~ ⊗∇ρ~)− ∣∣∇ρ~

∣∣2
2(ρ~)2

∇ρ~ −
∇
∣∣∇ρ~

∣∣2
2ρ~

] (2.34)

and

∇∆ρ~ +

∣∣∇ρ~
∣∣2

(ρ~)2
∇ρ~ − 1

ρ~∇ ·
(
∇ρ~ ⊗∇ρ~) = ∇ ·

(
ρ~∇2 log ρ~) , (2.35)

we obtain equation (2.15). In addition, by observing the dimension of (2.32), we can

conjecture that the kinetic energy is of the form
~2

2m2

∣∣∇ψ~∣∣2.
2.3. Energy Equation

We can derive the conservation of energy from (2.19) and (2.20) as follows. Multiplying

(2.19) by ∂t
(
ψ~)∗ and (2.20) by ∂tψ

~ and then adding up, we can write

− ~2

2m

[
∆ψ~∂t

(
ψ~)∗ + ∆

(
ψ~)∗ ∂tψ~

]
+ g

∣∣ψ~∣∣2 ∂t ∣∣ψ~∣∣2 + V ∂t
∣∣ψ~∣∣2

+i~ω
[
x⊥ · ∇ψ~∂t

(
ψ~)∗ − x⊥ · ∇ (ψ~)∗ ∂tψ~] = 0.

(2.36)

We use the equalities

∆ψ~∂t
(
ψ~)∗ + ∆

(
ψ~)∗ ∂tψ~ = ∇ ·

[
∂t
(
ψ~)∗∇ψ~ + ∂tψ

~∇
(
ψ~)∗]− ∂t ∣∣∇ψ~

∣∣2 (2.37)

and

x⊥ · ∇ψ~∂t
(
ψ~)∗ − x⊥ · ∇ (ψ~)∗ ∂tψ~

= ∂t
[(
ψ~)∗ x⊥ · ∇ψ~]− x⊥ · ∇ [ (ψ~)∗ ∂tψ~

] (2.38)
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and then multiply (2.36) by
1

m
to have

∂t

{
~2

2m2

∣∣∇ψ~∣∣2 +
g

2m

∣∣ψ~∣∣4 +
1

m
V
∣∣ψ~∣∣2 +

i~ω
m

[(
ψ~)∗ x⊥ · ∇ψ~

]}

−∇ ·
{

~2

2m2

[
∂t
(
ψ~)∗∇ψ~ + ∂tψ

~∇
(
ψ~)∗]}

−x⊥ · ∇
{
i~ω
m

[(
ψ~)∗ ∂tψ~

]}
= 0.

(2.39)

Similarly, we use the equality

x⊥ · ∇ψ~∂t
(
ψ~)∗ − x⊥ · ∇ (ψ~)∗ ∂tψ~

= x⊥ · ∇
[
ψ~∂t

(
ψ~)∗]− ∂t [ψ~x⊥ · ∇

(
ψ~)∗] (2.40)

to have

∂t

{
~2

2m2

∣∣∇ψ~∣∣2 +
g

2m

∣∣ψ~∣∣4 +
1

m
V
∣∣ψ~∣∣2 − i~ω

m

[
ψ~x⊥ · ∇

(
ψ~)∗]}

−∇ ·
{

~2

2m2

[
∂t
(
ψ~)∗∇ψ~ + ∂tψ

~∇
(
ψ~)∗]}+ x⊥ · ∇

{
i~ω
m

[
ψ~∂t

(
ψ~)∗]} = 0.

(2.41)

Now adding up (2.39) and (2.41) and multiplying it by
1

2
, we obtain the energy equation

expressed in terms of ψ~ as

∂t

{
~2

2m2

∣∣∇ψ~∣∣2 +
g

2m

∣∣ψ~∣∣4 +
1

m
V
∣∣ψ~∣∣2 +

i~ω
2m

[(
ψ~)∗ x⊥ · ∇ψ~ − ψ~x⊥ · ∇

(
ψ~)∗]}

−∇ ·
{

~2

2m2

[
∂t
(
ψ~)∗∇ψ~ + ∂tψ

~∇
(
ψ~)∗]}

−∇ ·
{
x⊥
i~ω
2m

[(
ψ~)∗ ∂tψ~ − ψ~∂t

(
ψ~)∗]} = 0.

(2.42)

Therefore, we derive the conservation of energy

∂tθ
~ +∇ ·

[
µ~
ω

ρ~

(
θ~ +

g

2m
(ρ~)2

)]
=

~2

4m2
∇ ·
[
µ~
ω∆ρ~

ρ~ − ∇ · µ
~
ω∇ρ~

ρ~

]
, (2.43)
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where energy

θ~ =
~2

2m2

∣∣∇ψ~∣∣2 +
g

2m

∣∣ψ~∣∣4 +
1

m
V
∣∣ψ~∣∣2 +

i~ω
2m

[(
ψ~)∗ x⊥ · ∇ψ~ − ψ~x⊥ · ∇

(
ψ~)∗]

=

∣∣µ~
∣∣2

2ρ~ +
~2

8m2

∣∣∇ρ~
∣∣2

ρ~ +
g

2m
(ρ~)2 +

1

m
V ρ~ − ω

(
x⊥ · µ~)

=

∣∣µ~
ω

∣∣2
2ρ~ +

~2

8m2

∣∣∇ρ~
∣∣2

ρ~ +
g

2m
(ρ~)2 + ρ~

(
1

m
V − 1

2
ω2 |x|2

)

=
1

2

( ∣∣µ~
ω

∣∣√
ρ~

)2

+
~2

2m2

(
∇
√
ρ~
)2

+
g

2m

[
ρ~ +

m

g

(
1

m
V − 1

2
ω2|x|2

)]2

−m
2g

(
1

m
V − 1

2
ω2|x|2

)2

.

(2.44)

If we confine V (x) to satisfying
1

m
V (x)− 1

2
ω2|x|2 > 0, energy θ~ is positive definite.





CHAPTER 3

Semiclassical Limit of the Local Smooth Solutions

Let us consider the family, parameterized by ~, of solutions

ψ~(t, x) = A~(t, x) exp

(
i

~
S~(t, x)

)
, t ∈ R+, x ∈ R2, (3.1)

of the rotating nonlinear Schrödinger equation (1.1) with rapidly oscillating initial condi-

tion

ψ~(0, x) = ψ~
0(x) = A~

0(x) exp

(
i

~
S~

0 (x)

)
, (3.2)

where the complex-valued function A~(t, x) denotes the amplitude, and the real-valued

function S~(t, x) denotes the phase. Unlike the usual WKB method to look for the solution

of the form

ψ~(t, x) = A~(t, x) exp

(
i

~
S(t, x)

)
, (3.3)

where S is independent of ~, we allow S~ to depend on ~. The initial density and

momentum satisfying the Euler equation (2.12) and (2.16) are then

ρ~(0, x) =
∣∣A~

0(x)
∣∣2 ,

µ~
ω(0, x) =

∣∣A~
0(x)

∣∣2( 1

m
∇S~

0 (x)− ωx⊥
)
.

(3.4)

We will use the hydrodynamical structure derived in the preceding chapter to study the

asymptotic behaviour of solutions ψ~(t, x) of the rotating nonlinear Schrödinger equation

(1.1) with initial condition (3.2) as ~ tends to zero. If we argue formally, it is natural

to conjecture that the O(~2) dispersive term appearing in (2.16) is negligible as ~ tends

to zero, and the limiting density ρ and momentum µω satisfy the compressible rotational

Euler equation (1.7) with initial condition inferred from (3.4) given by

ρ(0, x) = |A0(x)|2 ,

µω(0, x) = |A0(x)|2
(

1

m
∇S0(x)− ωx⊥

)
.

(3.5)

15



16 3. SEMICLASSICAL LIMIT OF THE LOCAL SMOOTH SOLUTIONS

Because the O(~2) dispersive term is nonlinear, we still have difficulty treating the

problem directly from the hydrodynamical structure. According to Grenier [8], the mod-

ified Madelung transformation can be employed in the study of the semiclassical limit.

The procedure for expounding and proving are divided into three sections.

3.1. Quasilinear Symmetric Hyperbolic System

The first step in studying the semiclassical limit is to show the existence of a smooth

solution ψ~ of the rotating nonlinear Schrödinger equation (1.1) on a finite time interval

[0, T ], independent of ~, for initial data A~
0(x) and S~

0 (x) with Sobolev regularity. We

will transform the rotating nonlinear Schrödinger equation into a dispersive perturbation

of a quasilinear symmetric hyperbolic system. We will look for solutions (3.1) where

A~ = a~ + ib~. After inserting (3.1) into (1.1), we obtain

i~∂tA~ − A~∂tS
~ = −i~

m
∇S~ · ∇A~ − ~2

2m
∆A~ +

1

2m
A~ ∣∣∇S~∣∣2

− i~
2m

A~∆S~ + g
∣∣A~∣∣2A~ + V A~ + i~ω

(
x⊥ · ∇A~)− ω (x⊥ · ∇S~)A~.

(3.6)

We split (3.6) into

∂tS
~ +

1

2m

∣∣∇S~∣∣2 + g
∣∣A~∣∣2 + V − ω

(
x⊥ · ∇S~) = 0, (3.7a)

∂tA
~ +

1

m
∇S~ · ∇A~ +

1

2m
A~∆S~ − ω

(
x⊥ · ∇A~) =

i~
2m

∆A~, (3.7b)

based on whether the term is of order O(1) or of order O(~) and O(~2). The expression

(3.7a)–(3.7b) differs from (2.7)–(2.8), which are split into the real and imaginary parts,

by the criteria of separating (3.6) into two parts. Notice that the second derivative term

in (2.8) is highly nonlinear, whereas that in (3.7b) is linear. Therefore, the classical quasi-

linear hyperbolic theory provides an approach to the semiclassical limit of the rotating

nonlinear Schrödinger equation (1.1). The change of variable u~ = (u~
1, u

~
2) =

1

m
∇S~

leads to

∂tu
~
1 +

1

2
∂x1

[
(u~

1)2 + (u~
2)2
]

+
g

m
∂x1

∣∣A~∣∣2 +
1

m
∂x1V − ω∂x1

(
x⊥ · u~) = 0, (3.8a)

∂tu
~
2 +

1

2
∂x2

[
(u~

1)2 + (u~
2)2
]

+
g

m
∂x2

∣∣A~∣∣2 +
1

m
∂x2V − ω∂x2

(
x⊥ · u~) = 0, (3.8b)

∂tA
~ + u~ · ∇A~ +

1

2
A~∇ · u~ − ω

(
x⊥ · ∇A~) =

i~
2m

∆A~. (3.8c)
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Let A~ = a~ + ib~; we have

∂t
(
u~

1 + ωx2

)
+

2g

m
a~∂x1a

~ +
2g

m
b~∂x1b

~ +
(
u~

1 + ωx2

)
∂x1

(
u~

1 + ωx2

)

+
(
u~

2 − ωx1

)
∂x2

(
u~

1 + ωx2

)
− ω2x1 +

1

m
∂x1V = 2ω

(
u~

2 − ωx1

)
,

(3.9a)

∂t
(
u~

2 − ωx1

)
+

2g

m
a~∂x2a

~ +
2g

m
b~∂x2b

~ +
(
u~

1 + ωx2

)
∂x1

(
u~

2 − ωx1

)

+
(
u~

2 − ωx1

)
∂x2

(
u~

2 − ωx1

)
− ω2x2 +

1

m
∂x2V = −2ω

(
u~

1 + ωx2

)
,

(3.9b)

∂ta
~ +

(
u~

1 + ωx2

)
∂x1a

~ +
(
u~

2 − ωx1

)
∂x2a

~

+
1

2
a~∂x1

(
u~

1 + ωx2

)
+

1

2
a~∂x2

(
u~

2 − ωx1

)
= − ~

2m
∆b~,

(3.9c)

∂tb
~ +

(
u~

1 + ωx2

)
∂x1b

~ +
(
u~

2 − ωx1

)
∂x2b

~

+
1

2
b~∂x1

(
u~

1 + ωx2

)
+

1

2
b~∂x2

(
u~

2 − ωx1

)
=

~
2m

∆a~,

(3.9d)

with initial data

a~(0, x) = a~
0(x), b~(0, x) = b~

0(x),

u~
ω(0, x) =

(
u~

1(0, x) + ωx2, u
~
2(0, x)− ωx1

)
=
(
u~

1,0(x) + ωx2, u
~
2,0(x)− ωx1

)
= u~

0(x)− ωx⊥ = u~
ω,0(x),

(3.10)

satisfying

[
a~

0(x)
]2

+
[
b~
0(x)

]2
=
∣∣A~

0(x)
∣∣2 , u~

ω,0(x) =
1

m
∇S~

0 (x)− ωx⊥. (3.11)

Let U~
ω =

(
a~, b~, u~

1 + ωx2, u
~
2 − ωx1

)T
; the system can be written in the form

∂tU
~
ω +M1(U

~
ω)∂x1U

~
ω +M2(U

~
ω)∂x2U

~
ω +G = L(U~

ω),

U~
ω(0, x) = U~

ω,0(x) =
(
a~

0(x), b~
0(x), u~

1,0(x) + ωx2, u
~
2,0(x)− ωx1

)T
,

(3.12)
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where

M1(U
~
ω) =



u~
1 + ωx2 0

1

2
a~ 0

0 u~
1 + ωx2

1

2
b~ 0

2g

m
a~ 2g

m
b~ u~

1 + ωx2 0

0 0 0 u~
1 + ωx2


, (3.13a)

M2(U
~
ω) =



u~
2 − ωx1 0 0

1

2
a~

0 u~
2 − ωx1 0

1

2
b~

0 0 u~
2 − ωx1 0

2g

m
a~ 2g

m
b~ 0 u~

2 − ωx1


, (3.13b)

G =



0

0

−ω2x1 +
1

m
∂x1V

−ω2x2 +
1

m
∂x2V


, (3.13c)

and

L(U~
ω) =



0 − ~
2m

∆ 0 0

~
2m

∆ 0 0 0

0 0 0 2ω

0 0 −2ω 0





a~

b~

u~
1 + ωx2

u~
2 − ωx1


. (3.13d)
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The matrix L is antisymmetric and reflects the dispersive nature of (3.12). For all (ξ, η)T ∈

R2,

ξM1(U
~
ω) + ηM2(U

~
ω) =



λ 0
ξ

2m
a~ η

2m
a~

0 λ
ξ

2m
b~ η

2m
b~

2ξga~ 2ξgb~ λ 0

2ηga~ 2ηgb~ 0 λ


, (3.14)

where λ = ξ(u~
1 + ωx2) + η(u~

2 − ωx1). The matrix (3.14) can be symmetrized by

M0(U
~
ω) =


1 0 0 0

0 1 0 0

0 0 1/4mg 0

0 0 0 1/4mg

 , (3.15)

which is symmetric and positive definite if g > 0 for all U~
ω , and has only real eigenvalues λ,

λ, λ±
√

g

m

(
ξ2 + η2

) [
(a~)2 + (b~)2

]
. Thus, we write (1.1) as the dispersive perturbation

of the quasilinear symmetric hyperbolic system

M0(U
~
ω)∂tU

~
ω + M̃1(U

~
ω)∂x1U

~
ω + M̃2(U

~
ω)∂x2U

~
ω + G̃ = L̃(U~

ω),

U~
ω(0, x) = U~

ω,0(x),

(3.16)

where M̃1 = M0M1, M̃2 = M0M2, G̃ = M0G, and L̃ = M0L. Here M̃1 and M̃2 are

symmetric, and L̃ is antisymmetric.

3.2. Classical Solutions

In order to carry out the existence of classical solutions, we proceed along the lines

of the existence proof concerning the initial value problem for the quasilinear symmetric

hyperbolic system with modifications. We utilize the iteration scheme for establishing the

local existence in time. As a first approximation to the solution of (3.16), we consider

U0
ω(t, x, ~) defined by U0

ω(t, x, ~) = U~
ω,0(x), where U~

ω,0(x) denotes the initial data. We



20 3. SEMICLASSICAL LIMIT OF THE LOCAL SMOOTH SOLUTIONS

define successively Up+1
ω (t, x, ~) as the solution of the linear equation

M0(U
p
ω)∂tU

p+1
ω + M̃1(U

p
ω)∂x1U

p+1
ω + M̃2(U

p
ω)∂x2U

p+1
ω + G̃ = L̃(Up+1

ω ),

Up+1
ω (0, x, ~) = U~

ω,0(x).

(3.17)

for p = 1, 2, 3, · · · . We call Up+1
ω (t, x, ~), p = 0, 1, 2, 3, · · · successive approximations

to a solution of (3.16). We might expect that Up
ω tends to U~

ω as p tends to ∞. For

further reference, we ignore the superscripts p and consider both Uω ∈ C∞ and Wω ∈ C∞

satisfying

M0(Wω)∂tUω + M̃1(Wω)∂x1Uω + M̃2(Wω)∂x2Uω + G̃ = L̃(Uω),

Uω(0, x, ~) = U~
ω,0(x).

(3.18)

3.2.1. A Priori Estimate. The energy estimate is used to prove the existence of

approximate solutions Up
ω. Assume that the matrices M̃1 and M̃2 together with their

derivatives of any desired order are continuous and bounded uniformly in [0, T ]×R2. We

perform the process of the energy estimate in three stages.

Stage 1. L2-norm. The canonical energy associated with (3.18) is defined by the scalar

product

E(t) = (M0Uω, Uω) =

∫∫
M0Uω · Uωdx1dx2 =

∫∫
UT
ωM0Uωdx1dx2. (3.19)

For a certain T , let the function Uω(t, x, ~) be a solution of (3.18) of class C2([0, T ]×R2).

We use the symmetry of M0, M̃1, and M̃2 and integration by parts to have the basic

energy equality of Friedrich

d

dt
E(t) = (ΓUω, Uω) + 2

(
L̃(Uω), Uω

)
− 2

(
G̃, Uω

)
, (3.20)

where Γ = ∂tM0 + ∂x1M̃1 + ∂x2M̃2, so that the classical energy estimate can be obtained

immediately. Since L̃ is an antisymmetric matrix, and we derive(
L̃(Uω), Uω

)
=

∫∫
UT
ω L̃Uωdx1dx2 =

∫∫ (
UT
ω L̃Uω

)T
dx1dx2

=

∫∫ (
L̃Uω

)T
Uωdx1dx2 =

∫∫
UT
ω L̃TUωdx1dx2 = −

∫∫
UT
ω L̃Uωdx1dx2,

(3.21)
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the term
(
L̃(Uω), Uω

)
= 0 contributes nothing to the energy estimate. This means that

the singular perturbation does not create energy. If G ∈ L2(R2), then we apply Cauchy-

Schwarz’s inequality and Young’s inequality to have

(
G̃, Uω

)
< C + C‖Uω‖2L2 . (3.22)

Using the positive definite and symmetric matrix M0, we obtain

d

dt
E(t) ≤ (‖Γ‖L∞ + C) ‖Uω‖2L2 + C ≤ k (‖Γ‖L∞ + C)E(t) + C, (3.23)

where an appropriate constant k > 1 is set to ensure that the last inequality holds.

Because of the initial data

E(0) =
(
M0U

~
ω,0, U

~
ω,0

)
≤ ‖M0‖L∞‖U~

ω,0‖2L2 , (3.24)

it follows from Gronwall’s inequality that for t ∈ [0, T ],

E(t) ≤ exp [k (‖Γ‖L∞ + C) t]
(
‖M0‖L∞‖U~

ω,0‖2L2 + Ct
)
. (3.25)

Furthermore,

max
0 ≤ t ≤ T

‖Uω(t, ~)‖2L2 ≤ exp [k (‖Γ‖L∞ + C)T ]

(
‖U~

ω,0‖2L2 +
CT

‖M0‖L∞

)
. (3.26)

Stage 2. H1-norm. If we multiply (3.18) by (M0(Wω))−1, differentiate with respect

to x1, and multiply it by M0(Wω), then we have

M0(Wω)∂t∂x1Uω + M̃1(Wω)∂x1∂x1Uω + M̃2(Wω)∂x2∂x1Uω = L̃(∂x1Uω) + F1x1 ,

∂x1Uω(0, x, ~) =
(
U~
ω

)
x1,0

(x),

(3.27a)

where

F1x1 = −∂x1M̃1∂x1Uω − ∂x1M̃2∂x2Uω − ∂x1G̃. (3.27b)
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Similarly, we differentiate with respect to x2 to have

M0(Wω)∂t∂x2Uω + M̃1(Wω)∂x1∂x2Uω + M̃2(Wω)∂x2∂x2Uω = L̃(∂x2Uω) + F1x2 ,

∂x2Uω(0, x, ~) =
(
U~
ω

)
x2,0

(x),

(3.28a)

where

F1x2 = −∂x2M̃1∂x1Uω − ∂x2M̃2∂x2Uω − ∂x2G̃. (3.28b)

We expect to bound (M0∂x1Uω, ∂x1Uω) and (M0∂x2Uω, ∂x2Uω), where (·, ·) is the usual L2

scalar product. Assume Uω ∈ C2([0, T ];C3(R2)). Since M0, M̃1, and M̃2 are symmetric,

we have

∂t (M0∂x1Uω, ∂x1Uω) = (Γ∂x1Uω, ∂x1Uω) + 2
(
L̃(∂x1Uω), ∂x1Uω

)
+ 2 (F1x1 , ∂x1Uω) (3.29)

and

∂t (M0∂x2Uω, ∂x2Uω) = (Γ∂x2Uω, ∂x2Uω) + 2
(
L̃(∂x2Uω), ∂x2Uω

)
+ 2 (F1x2 , ∂x2Uω) , (3.30)

where Γ = ∂tM0 + ∂x1M̃1 + ∂x2M̃2. The antisymmetry of L̃ yields the result(
L̃(∂x1Uω), ∂x1Uω

)
=
(
L̃(∂x2Uω), ∂x2Uω

)
= 0. (3.31)

From the structure of M0, M̃1, and M̃2 and the application of Cauchy-Schwarz’s inequality

and Young’s inequality, we find the following estimates

2
(
−∂xiM̃1∂x1Uω − ∂xiM̃2∂x2Uω, ∂xiUω

)
≤ C ‖∂x1Uω‖

2
L2 + C ‖∂x2Uω‖

2
L2 (3.32)

for i = 1, 2. If ∂xiG ∈ L2(R2) for i = 1, 2, then we apply again Cauchy-Schwarz’s

inequality and Young’s inequality to obtain

2
(
−∂x1G̃, ∂x1Uω

)
+ 2

(
−∂x2G̃, ∂x2Uω

)
≤ C + C ‖∂x1Uω‖

2
L2 + C ‖∂x2Uω‖

2
L2 . (3.33)

Since M0 is a positive definite and symmetric matrix, we have

∂t [(M0∂x1Uω, ∂x1Uω) + (M0∂x2Uω, ∂x2Uω)]

≤ k (‖ Γ ‖L∞ +C) [(M0∂x1Uω, ∂x1Uω) + (M0∂x2Uω, ∂x2Uω)] + C

(3.34)
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for some k > 1. Because of the initial data(
M0

(
U~
ω

)
x1,0

,
(
U~
ω

)
x1,0

)
+
(
M0

(
U~
ω

)
x2,0

,
(
U~
ω

)
x2,0

)

≤ ‖M0‖L∞
(∥∥∥(U~

ω

)
x1,0

∥∥∥2

L2
+
∥∥∥(U~

ω

)
x2,0

∥∥∥2

L2

)
,

(3.35)

we deduce from Gronwall’s inequality and the strict positivity of M0 that

max
0 ≤ t ≤ T

(
‖∂x1Uω(t, ~)‖2L2 + ‖∂x2Uω(t, ~)‖2L2

)

≤ exp [k (‖ Γ ‖L∞ +C)T ] ·
[(∥∥∥(U~

ω

)
x1,0

∥∥∥2

L2
+
∥∥∥(U~

ω

)
x2,0

∥∥∥2

L2

)
+

CT

‖M0‖L∞

]
.

(3.36)

Stage 3. H2-norm. From equations (3.27a) and (3.28a), we use the method similar

to that in Stage 2 to obtain

M0(Wω)∂t
(
∂xi∂xjUω

)
+ M̃1(Wω)∂x1

(
∂xi∂xjUω

)
+M̃2(Wω)∂x2

(
∂xi∂xjUω

)
= L̃

(
∂xi∂xjUω

)
+ F2xixj ,

(3.37a)

where

F2xixj = −∂xi∂xjM̃1∂x1Uω − ∂xi∂xjM̃2∂x2Uω − ∂xiM̃1∂x1∂xjUω

−∂xiM̃2∂x2∂xjUω − ∂xjM̃1∂x1∂xiUω − ∂xjM̃2∂x2∂xiUω − ∂xi∂xjG̃,

(3.37b)

for i, j = 1, 2. Assume Uω ∈ C2([0, T ];C4(R2)). Because of the symmetry of M0, M̃1, and

M̃2, we have

∂t
(
M0∂xi∂xjUω, ∂xi∂xjUω

)
=
(
Γ∂xi∂xjUω, ∂xi∂xjUω

)
+2
(
L̃
(
∂xi∂xjUω

)
, ∂xi∂xjUω

)
+ 2

(
F2xixj , ∂xi∂xjUω

)
,

(3.38)

where Γ = ∂tM0 + ∂x1M̃1 + ∂x2M̃2. The first term on the right side of (3.38) can be

bounded by (
Γ∂xi∂xjUω, ∂xi∂xjUω

)
≤ ‖Γ‖L∞

∥∥∂xi∂xjUω∥∥2

L2 . (3.39)
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The antisymmetry of L̃ leads to

(
L̃
(
∂xi∂xjUω

)
, ∂xi∂xjUω

)
= 0, (3.40)

and the usual estimates on commutators lead to

2
(
− ∂xi∂xjM̃1∂x1Uω − ∂xi∂xjM̃2∂x2Uω − ∂xiM̃1∂x1∂xjUω

−∂xiM̃2∂x2∂xjUω − ∂xjM̃1∂x1∂xiUω − ∂xjM̃2∂x2∂xiUω, ∂xi∂xjUω
)

≤ C ‖∂x1Uω‖
2
L2 + C ‖∂x2Uω‖

2
L2 + C

∑
|α|=2

‖∂αxUω‖
2
L2 ,

(3.41)

where α is a multi-index of length |α|; that is, α = (α1, α2), |α| = α1 + α2. If ∂xi∂xjG ∈

L2(R2), meaning ∂xi∂xj

(
1

m
∇V (x)

)
∈ L2(R2), then we apply Cauchy-Schwarz’s inequal-

ity and Young’s inequality to obtain

2
(
−∂xi∂xjG̃, ∂xi∂xjUω

)
< C + C

∥∥∂xi∂xjUω∥∥2

L2 . (3.42)

Therefore,

∂t
∑
|α|=2

(M0∂
α
xUω, ∂

α
xUω)

≤ (‖Γ‖L∞ + C)
∑
|α|=2

‖∂αxUω‖
2
L2 +

(
C ‖∂x1Uω‖

2
L2 + C ‖∂x2Uω‖

2
L2 + C

)

≤ k (‖Γ‖L∞ + C)
∑
|α|=2

(M0∂
α
xUω, ∂

α
xUω) +

(
C ‖∂x1Uω‖

2
L2 + C ‖∂x2Uω‖

2
L2 + C

)
(3.43)

for some k > 1. It follows from Gronwall’s inequality and the strict positivity of M0 that

max
0 ≤ t ≤ T

∑
|α|=2

‖∂αxUω(t, ~)‖2L2 ≤ exp [k (‖Γ‖L∞ + C)T ]

·

∑
|α|=2

∥∥∂αxU~
ω,0

∥∥2

L2 +

(
C ‖∂x1Uω‖

2
L2 + C ‖∂x2Uω‖

2
L2 + C

)
T

‖M0‖L∞

 .
(3.44)
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Setting Uω(t, x, ~) = U(t, x, ~) − ω(0, 0,−x2, x1) and U~
ω,0(x) = U~

0 (x) − ω(0, 0,−x2, x1),

we can rewrite (3.44) as

max
0 ≤ t ≤ T

∑
|α|=2

‖∂αxU(t, ~)‖2L2 ≤ exp [k (‖Γ‖L∞ + C)T ]

·

∑
|α|=2

∥∥∂αxU~
0

∥∥2

L2 +

(
C ‖∂x1Uω‖

2
L2 + C ‖∂x2Uω‖

2
L2 + C

)
T

‖M0‖L∞

 .
(3.45)

to present a clear perspective.

As described in stage 3, the results of the higher energy estimate are obtained. Sum-

marizing the above estimates, we conclude that

max
0 ≤ t ≤ T

‖ Uω(t, ~) ‖2Hs≤ exp [k (‖Γ‖L∞ + C)T ]

[
‖U~

ω,0‖2Hs +
CT

‖M0‖L∞

]
, (3.46)

and we find that for sufficiently small T , we can estimate all ∂αxUω for |α| ≤ s, s > 3.

This shows that if
1

m
∇V (x) − ω2x ∈ Hs(R2) and U~

ω,0 ∈ Hs(R2), then the iteration

scheme defined by (3.17) is well-defined, and we also obtain a priori estimate on the space

derivatives of the type

‖ Up
ω(t, ~) ‖Hs≤ C, t ∈ [0, T ], (3.47)

which denotes

Up
ω ∈ L∞([0, T ];Hs(R2)). (3.48)

In addition, it follows that every component of Up
ω belongs to L∞([0, T ];Hs(R2)) and

then from (3.16) or (3.17) that for t ∈ [0, T ],

‖∂tap(t, ~)‖Hs−2 ≤ C, ‖∂tbp(t, ~)‖Hs−2 ≤ C,

‖∂tup1(t, ~)‖Hs−1 ≤ C, ‖∂tup2(t, ~)‖Hs−1 ≤ C.

(3.49)

The inclusion relation Hs−1(R2) ⊂ Hs−2(R2) leads to

‖∂tUp
ω(t, ~)‖Hs−2 ≤ C, t ∈ [0, T ], (3.50)

which denotes

∂tU
p
ω ∈ L∞([0, T ];Hs−2(R2)). (3.51)
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Remark 3.1. Assume U~ =
(
a~, b~, u~

1, u
~
2

)T
. It is convenient to rewrite U~

ω = U~ −

ω(0, 0,−x2, x1)
T and is helpful for the finer analysis. If

1

m
∇V (x) − ω2x ∈ H1(R2),

1

m
∇V (x) ∈ Hs(R2), U~

ω,0 ∈ H1(R2), and U~
0 ∈ Hs(R2), then we construct approximate

solutions Up
ω(t, ~) = Up(t, ~)− ω(0, 0,−x2, x1)

T , p = 0, 1, 2, · · · satisfying

Up
ω ∈ L∞([0, T ];H1(R2)), Up ∈ L∞([0, T ];Hs(R2)), ∂tU

p ∈ L∞([0, T ];Hs−2(R2)).

3.2.2. The Existence and Uniqueness Results.

Proposition 3.2. Let s > 3 and the potential V (x) satisfy

1

m
∇V (x)− ω2x ∈ Hs(R2).

Assume that the initial data U~
ω,0 =

(
a~

0, b
~
0, u

~
1,0 + ωx2, u

~
2,0 − ωx1

)T ∈ [Hs(R2)]
4

satisfies

the uniform bound

‖ U~
ω,0 ‖Hs< C1.

Then there is a time interval [0, T ] with T > 0, so that the IVP for (3.12) has a unique

classical solution

U~
ω =

(
a~, b~, u~

1 + ωx2, u
~
2 − ωx1

)T ∈ C1([0, T ];C2(R2)).

Furthermore,

U~
ω ∈ C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)),

and T depends on the bound C1, and in particular, not on ~. In addition, the solution U~
ω

satisfies the estimate

‖U~
ω(t, ·)‖Hs < C2

for all t ∈ [0, T ]. The constant C2 is also independent of ~.

Proof. Following the results obtained in Subsection 3.2.1, for any fixed ~, we have

constructed a sequence {Up
ω}∞p=0 belonging to

C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)), (3.52)

and satisfying (3.17) as well as the uniform estimate

max
0 ≤ t ≤ T

(‖ Up
ω(t, ~) ‖Hs + ‖ ∂tUp

ω(t, ~) ‖Hs−2) ≤ C. (3.53)
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We use the mean value theorem to show that for every p, for 0 < t1, t2 < T and ξ ∈ (t1, t2),

‖Up
ω(t2, ~)− Up

ω(t1, ~)‖Hs−2 = ‖∂tUp
ω(ξ, ~)(t2 − t1)‖Hs−2

= |t2 − t1| ‖∂tUp
ω(ξ, ~)‖Hs−2 ≤ max

0 ≤ t ≤ T
‖∂tUp

ω(t, ~)‖Hs−2 |t2 − t1|.
(3.54)

Thus, if Up
ω : [0, T ] → Hs(R2) is continuous and differentiable on [0, T ], and ∂tU

p
ω is

bounded for every t, then Up
ω is the Lipschitz continuous function on [0, T ] with values

in the norm topology of Hs−2(R2). This also explains that {Up
ω}
∞
p=0 is equicontinuous.

It follows from the Arzela-Ascoli theorem that there exists U~
ω ∈ L∞([0, T ];Hs(R2)) ∩

Lip([0, T ];Hs−2(R2)) such that

max
0 ≤ t ≤ T

∥∥Up
ω − U~

ω

∥∥
Hs−2 → 0, (3.55)

as p tends to ∞. Hence,

Up
ω → U~

ω in C([0, T ];Hs−2(R2)). (3.56)

Furthermore, we use the interpolation inequality to show that for 0 < θ < 1,∥∥Up
ω − U~

ω

∥∥
Hs−α ≤

∥∥Up
ω − U~

ω

∥∥θ
Hs

∥∥Up
ω − U~

ω

∥∥1−θ
Hs−2

≤
(
‖Up

ω‖Hs +
∥∥U~

ω

∥∥
Hs

)θ ∥∥Up
ω − U~

ω

∥∥1−θ
Hs−2 ≤ C

∥∥Up
ω − U~

ω

∥∥1−θ
Hs−2 → 0

(3.57)

as p tends to ∞ so that we have

Up
ω → U~

ω in C([0, T ];Hs−α(R2)) (3.58)

for an appropriate constant α with 0 < α = 2 − 2θ < 2. When we choose s such that

s − α − 2 >
2

2
= 1, the space Hs(R2) becomes an algebra, in which we can perform

multiplication and keep the product stay, to overcome the difficulty of the nonlinearity.

Indeed, it can be shown that

U~
ω ∈ C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)), (3.59)

and U~
ω is a solution of (3.12). The Sobolev embedding theorem tells us that

Hs−2(R2) ↪→ C2(R2) (3.60)
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if s ≥ 5. Thus, we have

C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)) ↪→ C1([0, T ];C2(R2)) (3.61)

and

U~
ω ∈ C1([0, T ];C2(R2)) (3.62)

which indicates that the constructed solution is classical.

In order to show that no extraction of subsequence is needed, we still prove the unique-

ness of the classical solution of IVP for (3.12) by doing a straightforward energy esti-

mate for the difference of two solutions. Let (U~
ω)1 and (U~

ω)2 be two solutions satisfying

(U~
ω)1(0, x) = U~

ω,0(x) and (U~
ω)2(0, x) = U~

ω,0(x). Let H~ = (U~
ω)1 − (U~

ω)2; we get

M0∂tH
~ + M̃1

[
(U~

ω)1

]
∂x1H

~ + M̃2

[
(U~

ω)1

]
∂x2H

~ = L̃(H~) + F, (3.63a)

where

F =
{
M̃1

[
(U~

ω)2

]
− M̃1

[
(U~

ω)1

]}
∂x1(U

~
ω)2 +

{
M̃2

[
(U~

ω)2

]
− M̃2

[
(U~

ω)1

]}
∂x2(U

~
ω)2.

(3.63b)

We do the same procedure as before and expect to bound the canonical energy E(t) =

(M0H
~, H~). We have the basic energy equality of Friedrich

∂t
(
M0H

~, H~) =
(
ΓH~, H~)+ 2

(
L̃(H~), H~

)
+ 2

(
F,H~) , (3.64)

where Γ = ∂tM0 +∂x2M̃1 +∂x2M̃2. On the right side of (3.64), the first term is bounded by

the assumption, and the second term vanishes due to the antisymmetry of L̃. Applying

Cauchy-Schwarz’s inequality leads to

2
(
F,H~) ≤ C‖H~‖2L2 . (3.65)

Therefore,

∂t
(
M0H

~, H~) ≤ (‖Γ‖L∞ + C) ‖H~‖2L2 ≤ k (‖Γ‖L∞ + C)
(
M0H

~, H~) , (3.66)

for some k > 1. By Gronwall’s inequality, it follows that for t ∈ [0, T ],(
M0H

~, H~) ≤ exp [k (‖Γ‖L∞ + C) t]
(
M0H

~
0 , H

~
0

)
= 0. (3.67)

Since this holds for all t ∈ [0, T ], H~ = 0; that is, (U~
ω)1 = (U~

ω)2. Thus, the classical

solution is unique.
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�

Remark 3.3. Under the assumptions of Remark 3.1, in fact, there exists U~ belonging

to C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)) such that Up tends to U~ as p tends to ∞.

However, U~
ω belongs to C([0, T ];H1(R2)).

We have proven the local existence and uniqueness of classical solutions of the disper-

sive perturbation of the quasilinear symmetric hyperbolic system. The result of Proposi-

tion 3.2 is pulled back to (1.1) which is equivalent to (3.12) for smooth solutions.

Theorem 3.4. Assume the hypotheses of Proposition 3.2. Then the initial value

problem of (1.1) and (3.2) has a unique classical solution in C1([0, T ];C2(R2)) of the form

ψ~(t, x) = A~(t, x) exp

(
i

~
S~(t, x)

)
on the time interval [0, T ]. Moreover, A~ and ∇S~ are bounded in L∞([0, T ];Hs(R2))

uniformly in ~, and
1

m
∇S~ − ωx⊥ is bounded in L∞([0, T ];H1(R2)) uniformly in ~.

Proof. The finer insight in Remark 3.1 and Remark 3.3 gives us more information

at a more detailed level. Since U~
0 ∈ Hs(R2) and U~

ω,0 ∈ H1(R2), we have (A~
0, S

~
0 ) ∈

Hs(R2) ×Hs+1(R2) and
1

m
∇S~

0 − ωx⊥ ∈ H1(R2). Because of the expression (3.1) of ψ~

in the initial value problem for the rotating nonlinear Schrödinger equation, ψ~ has the

same regularity as A~. Hence, we will observe the properties of A~ = a~ + ib~ and S~. It

follows from (3.59) that

A~ ∈ C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)). (3.68)

Further, the Sobolev embedding theorem implies that

C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)) ↪→ C1([0, T ];C2(R2)) (3.69)

if s ≥ 5. Since
1

m
∇S~ = u~ ∈ C([0, T ];Hs(R2))∩C1([0, T ];Hs−1(R2)), we have S~(t, ·) ∈

Hs+1(R2) and ∂tS
~(t, ·) ∈ Hs(R2); that is,

S~ ∈ C([0, T ];Hs+1(R2)) ∩ C1([0, T ];Hs(R2)). (3.70)
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Once again, the Sobolev embedding theorem implies that Hs(R2) ↪→ C2(R2) if s ≥ 3.

Hence, we obtain

C([0, T ];Hs+1(R2)) ∩ C1([0, T ];Hs(R2)) ↪→ C1([0, T ];C2(R2)). (3.71)

Moreover,
1

m
∇S~ − ωx⊥ = u~

ω ∈ C([0, T ];H1(R2)). (3.72)

The initial value problem of (1.1) and (3.2) for the rotating nonlinear Schrödinger equation

is equivalent to the dispersive quasilinear hyperbolic system (3.12) due to the existence

of classical solutions. Applying this equivalent relation, we complete it. �

3.2.3. The Properties of ρ~. When we expect that the Euler equation (2.12) and

(2.16) tends to the limiting Euler equation (1.7) as ~ tends to zero, ρ~ must be restricted

to ensure that there is not a singularity in the O(~2) dispersive term appearing in (2.16).

Before exploring the properties of ρ~, we obtain more information about the phase function

from the modified Madelung transformation. We employ the polar coordinates :

A~ = a~ + ib~ =
√
ρ~ exp

(
iθ~) =

√
ρ~
(
cos θ~ + i sin θ~) . (3.73)

We use the equality

a~∆b~ − b~∆a~ = ∇ ·
(
ρ~∇θ~) , (3.74)

and then from (3.9a)–(3.9d), we derive the system

∂tρ
~ +∇ ·

[
ρ~
(
u~
ω +

~
m
∇θ~

)]
= 0, (3.75a)

∂tθ
~ + u~

ω · ∇θ~ +
~

2m
|∇θ~|2 =

~
2m

∇
√
ρ~√
ρ~

, (3.75b)

∂tu
~
ω +

(
u~
ω · ∇

)
u~
ω +∇

(
g

m
ρ~ +

1

m
V

)
= ω2x− 2ω

(
u~
ω

)⊥
. (3.75c)

Equation (3.75a) has an extra term of order O(~) in comparison with the usual continuity

equation. Moreover, this system (3.75a)–(3.75c) is of order O(~), but not of order O(~2)

in comparison with both (2.12) and (2.14). Consider the limiting equation of (3.75b)

∂tθ + uω · ∇θ = 0 (3.76)

with initial data θ(0, x) = 0. It follows immediately that

θ(t, x) = 0 (3.77)
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along the characteristic differential equation
dx

dt
= uω(t, x) subject to the initial condition

x(0) = x0. We conclude that the limiting system of (3.75a)–(3.75c) are the same as the

limiting equations of (2.12) and (2.14) when ~ tends to zero.

Proposition 3.5. Assume the hypotheses of Proposition 3.2. If ρ~
0(x) = (a~

0)2+(b~
0)2 >

0, then ρ~(t, x) > 0 for all t ≥ 0; if ρ~
0 has a compact support, then ρ~(t, ·) does too for

any t ∈ [0, T ], and

R
{
ρ~(t, ·)

}
≤ R

{
ρ~

0

}
+ (1 + ~)CT

where R{u} ≡ sup{|x| : u(x) 6= 0}.

Proof. Let (τ, ξ) be an arbitrary fixed time-space point in [0, T ]× R2. Since

u~
ω(t, x) +

~
m
∇θ~(t, x) ∈ C1([0.T ];Hs−2(R2)) ∩ L∞([0.T ];Hs(R2)), (3.78)

the Existence-Uniqueness theorem for ordinary differential equations guarantees that the

problem

dx

dt
= u~

ω(t, x) +
~
m
∇θ~(t, x), x(τ) = ξ, (3.79)

has a unique and continuous solution x = Ψ(t) ∈ C1([0, T ]; R2). Moreover, equation

(3.75a) is equivalent to an ODE

d

dt
ρ~ (t,Ψ(t)) = ∂tρ

~ (t,Ψ(t)) +∇ρ~ (t,Ψ(t)) ·
(
u~
ω(t, x) +

~
m
∇θ~(t, x)

)

= −ρ~ (t,Ψ(t))∇ ·
(
u~
ω(t, x) +

~
m
∇θ~(t, x)

)
.

(3.80)

Integrating the above equality over a time interval [0, τ ], we obtain

ρ~(τ, ξ) = ρ~ (0,Ψ(0)) exp

{
−
∫ τ

0

∇ ·
(
u~
ω(t, x) +

~
m
∇θ~(t, x)

)
dt

}
. (3.81)
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Thus, ρ~(τ, ξ) ≥ 0 if ρ~(0,Ψ(0)) = ρ~
0(Ψ(0)) ≥ 0. Denote R{u} ≡ sup{|x| : u(x) 6= 0} for

u ∈ C(R2). When ρ~(τ, ξ) 6= 0, ρ~
0(Ψ(0)) 6= 0, so |Ψ(0)| ≤ R{ρ~

0}, and

|ξ| = |Ψ(τ)| =
∣∣∣∣Ψ(0) +

∫ τ

0

(
u~
ω(t, x) +

~
m
∇θ~(t, x)

)
dt

∣∣∣∣
≤ |Ψ(0)|+

∫ τ

0

∥∥u~
ω(t, x)

∥∥
L∞

+
~
m

∥∥∇θ~(t, x)
∥∥
L∞

dt

≤ R
{
ρ~

0

}
+ (1 + ~)CT.

(3.82)

Hence, we obtain

R
{
ρ~(t, ·)

}
≤ R

{
ρ~

0

}
+ (1 + ~)CT. (3.83)

�

3.3. Semiclassical Limit

Let Uω = (a, b, u1 + ωx2, u2 − ωx1)
T . The limiting system of (3.12) is the quasilinear

hyperbolic system

∂tUω +M1(Uω)∂x1Uω +M2(Uω)∂x2Uω +G = L2(Uω),

Uω(0, x) = Uω,0(x) = (a0(x), b0(x), u1,0(x) + ωx2, u2,0(x)− ωx1)
T ,

(3.84)

where

L2(Uω) =


0 0 0 0

0 0 0 0

0 0 0 2ω

0 0 −2ω 0




a

b

u1 + ωx2

u2 − ωx1

 , (3.85)

and (3.84) is equivalent to the compressible rotational Euler equation (1.7) as long as

solutions are smooth. We will show that it is possible to pass to the limit ~→ 0 in (3.12).

Proposition 3.6. Let U~
ω,0, Uω,0 ∈ Hs(R2), s > 3. Suppose that U~

ω,0(x) converges

to Uω,0(x) in Hs(R2) as ~ tends to zero. Let [0, T ] be the fixed interval determined in

Proposition 3.2. Then as ~ tends to zero, there exists Uω(t, x) ∈ L∞([0, T ];Hs(R2)) such

that for 0 < δ < 2,

U~
ω(t, x)→ Uω(t, x) in C([0, T ];Hs−δ(R2)).
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The function Uω(t, x) belongs to C([0, T ];Hs(R2))∩C1([0, T ];Hs−2(R2)) and is a classical

solution of (3.84) with initial data Uω(0, x) = Uω,0(x).

Proof. Since {U~
ω}~ is bounded in Hs(R2) for all t ∈ [0, T ], a weak compactness

argument shows that for any fixed time t ∈ [0, T ], there exist a subsequence of {U~
ω}~

(always denoted by {U~
ω}~ due to the uniqueness) and a function Uω ∈ Hs(R2) such that

U~
ω ⇀ Uω in Hs(R2) as ~→ 0. Similarly, ∂tU

~
ω ⇀ ∂tUω in Hs−2(R2) as ~→ 0. We use the

mean value theorem to show that for all ~, for 0 < t < T and ξ ∈ (t, t+ h),

‖U~
ω(t+ h)− U~

ω(t)‖Hs−2 = ‖∂tU~
ω(ξ)h‖Hs−2

≤ h max
0 ≤ t ≤ T

‖∂tU~
ω(t)‖Hs−2 → 0 as h→ 0,

(3.86)

which denotes the sequence {U~
ω}~ is equicontinuous. The Arzela-Ascoli theorem implies

that there exists Uω ∈ L∞([0, T ];Hs(R2)) ∩ Lip([0, T ];Hs−2(R2)) such that

max
0 ≤ t ≤ T

‖U~
ω(t)− Uω(t)‖Hs−2 → 0 (3.87)

as ~ tends to zero. Therefore,

∂tUω ∈ L∞([0, T ];Hs−2(R2)), (3.88)

and

Uω ∈ C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)). (3.89)

The Sobolev embedding theorem shows that

C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)) ↪→ C1([0, T ];C2(R2)) (3.90)

if s > 5. We deduce from the interpolation inequality that

U~
ω → Uω in C([0, T ];Hs−δ(R2)), (3.91)

where 0 < δ < 2. Therefore,

U~
ω converges strongly in C([0, T ];Hs−δ(R2)) to a function Uω. (3.92)

Furthermore, from the equation itself, we also have

U~
ω converges strongly in C1([0, T ];Hs−2−δ(R2)) to a function Uω. (3.93)
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Since U~
ω,0(x) converges strongly to Uω,0(x) in Hs(R2), this limiting system has the initial

data Uω(0, x) = Uω,0(x). In particular, we note that L(U~
ω) is uniformly bounded in

Hs−2(R2), so the perturbation term L(U~
ω) tends to L2(Uω) as ~ tends to zero. The

uniqueness proof of this system is like that in Subsection 3.2.2. Hence, the whole sequence

converges to Uω. �

Remark 3.7. The strong convergence of U~
ω,0 to Uω,0 implies that U~

0 converges strongly

to U0. For the same reason, the result of Proposition 3.6 reveals the fact that U~ converges

strongly to U .

The relation of equivalence between (3.84) and (1.7) leads us to have the following

convergent result, link T to the existence time of a smooth solution of (1.7), and ensure

the strong convergence of ψ~ to a classical solution of the compressible rotational Euler

equation (1.7).

Theorem 3.8. Assume that (ρ, µω) is a solution of the compressible rotational Euler

equation (1.7) for 0 ≤ t ≤ T and belongs to C([0, T ];Hs(R2)), s > 3, with initial condition

ρ0(x) = ρ(0, x) = |A0(x)|2 ,

µω,0(x) = µω(0, x) = |A0(x)|2
(

1

m
∇S0(x)− ωx⊥

)
.

Then there exists a critical value of ~, ~c depending on T , such that under the hypotheses

(1)
1

m
∇V (x)− ω2x ∈ Hs(R2),

(2) A~
0(x) converges strongly to A0(x) in Hs(R2) as ~ tends to zero,

(3) (ρ0, µω,0) ∈ L∞([0, T ];Hs(R2)),

(4) 0 < ~ < ~c,

the initial value problem of (1.1) and (3.2) has a unique classical solution ψ~ of the

form (3.1), where A~ and ∇S~ are bounded in L∞([0, T ];Hs(R2)) uniformly in ~, and
1

m
∇S~ − ωx⊥ is bounded in L∞([0, T ];H1(R2)) uniformly in ~, on [0, T ]. Moreover,

(ρ~, µ~
ω) converges strongly to the solution (ρ, µω) of (1.7) in C([0, T ];Hs−2(R2)) as ~

tends to zero.



3.3. SEMICLASSICAL LIMIT 35

Proof. Assume that there exists a solution (ρ, µω) in L∞([0, T ];Hs(R2)) of (1.7) on

a time interval [0, T ] with s > 3 for the initial data

ρ0(x) = |A0(x)|2 =
∣∣∣lim
~→0

A~
0(x)

∣∣∣2 ,
µω,0(x) = |A0(x)|2

(
1

m
∇S0(x)− ωx⊥

)
=
∣∣∣lim
~→0

A~
0(x)

∣∣∣2(lim
~→0

1

m
∇S~

0 (x)− ωx⊥
)
,

(3.94)

satisfying ‖ρ0(·)‖Hs < C, ‖µω,0(·)‖Hs < C. It makes sense since ‖U~
ω,0(·)‖Hs < C1, and

U~
ω,0(x) converges strongly to Uω,0(x) in Hs(R2) as ~ tends to zero.

The existence time T of solutions of (1.7) coincides with that in Proposition 3.2.

There will be no confliction. Assume that the limiting system (3.84) admits a solution on

a maximal time interval [0, T ∗]. Let us prove that T ∗ > T . If T ∗ ≤ T , then ρ and µω are

in L∞([0, T ∗];Hs(R2)), so uω ∈ L∞([0, T ∗];Hs(R2)). By using (3.9c) and (3.9d), we get

that a and b are in L∞([0, T ∗];Hs−1(R2)), which is impossible since T ∗ is set to be the

maximal time of existence. Hence, T ∗ > T .

Along the lines of the proof of Proposition 3.6, we consider the difference of (3.12) and

(3.84). Set H~ = U~
ω − Uω. Then

∂tH
~ +M1

(
H~ + Uω

)
∂x1H

~ +M2

(
H~ + Uω

)
∂x2H

~ = L
(
H~)+ F ~, (3.95a)

where

F ~ = (L − L2) (Uω)−
[
M1

(
H~ + Uω

)
−M1(Uω)

]
∂x1Uω

−
[
M2

(
H~ + Uω

)
−M2(Uω)

]
∂x2Uω.

(3.95b)

Since M0 is positive definite for all (H~ + Uω), (3.95a) becomes

M0∂tH
~ + M̃1

(
H~ + Uω

)
∂x1H

~ + M̃2

(
H~ + Uω

)
∂x2H

~ = L̃
(
H~)+M0F

~, (3.96)

where M̃1 = M0M1, M̃2 = M0M2, and L̃ = M0L. Here the matrices M̃1

(
H~ + Uω

)
and

M̃2

(
H~ + Uω

)
are symmetric. The energy associated with (3.96) is

E(t) =
(
M0H

~, H~) =

∫∫ (
H~)T M0H

~dx1dx2, (3.97)
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and the Friedrich energy equality is written as

d

dt
E(t) =

(
Γ~H~, H~)+ 2

(
L̃
(
H~)+M0F

~, H~
)
, (3.98)

where Γ~ = ∂tM0 + ∂x1M̃1 + ∂x2M̃2. Since L̃ is antisymmetric, we have

(L̃(H~), H~) = 0. (3.99)

Applying Cauchy-Schwarz’s inequality and Young’s inequality leads to((
L̃ − L̃2

)
(Uω), H~

)
≤ ~C + ~C

∥∥H~∥∥2

L2 , (3.100)

and for i = 1, 2, (
−
[
M̃i(H

~ + Uω)− M̃i(Uω)
]
∂xiUω, H

~
)
≤ C

∥∥H~∥∥2

L2 . (3.101)

Hence,
d

dt
E(t) ≤ (‖Γ‖L∞ + ~C + C)

∥∥H~
∥∥2

L2 + ~C

≤ k(‖Γ‖L∞ + ~C + C)
(
M0H

~, H~)+ ~C

(3.102)

for some k > 1. By applying Gronwall’s inequality and the strict positive of M0, we

deduce that for t ∈ [0, T ],∥∥H~
∥∥2

L2 ≤ exp[k(‖Γ‖L∞ + ~C + C)t]

[∥∥U~
ω,0(x)− Uω,0(x)

∥∥
L2 +

~Ct
‖M0‖L∞

]

= C(~)→ exp[k(‖Γ‖L∞ + C)t] · (0 + 0) = 0

(3.103)

as ~ tends to zero. We complete the proof. �

These results indicate that the regularity (3.59) of solutions of the quasilinear hyper-

bolic system (3.12) controls that of solutions of the quantum hydrodynamic equations of

the rotating nonlinear Schrödinger equation (1.1).



CHAPTER 4

WKB Expansion

We must be content with approximate solutions of the system (3.12) obtained by

perturbation expansion :

U~
ω = U (0)

ω + ~U (1) + ~2U (2) + · · ·+ ~NU (N) + · · · , (4.1)

where U
(0)
ω = U (0) − ω (0, 0,−x2, x1)

T . We write M1(U
~
ω) as the Taylor series expansion

around U
(0)
ω

M1(U
~
ω) = M1

(
U

(0)
ω + ~U (1) + ~2U (2) + · · ·+ ~NU (N) + · · ·

)

= M1(U
(0)
ω ) +DM1(U

(0)
ω )

(
~U (1) + ~2U (2) + · · ·

)

+
D2M1(U

(0)
ω )

2!

(
~U (1) + ~2U (2) + · · ·

)2
+
D3M1(U

(0)
ω )

3!

(
~U (1) + ~2U (2) + · · ·

)3

+ · · ·+ DNM1(U
(0)
ω )

N !

(
~U (1) + ~2U (2) + · · ·

)N
+ · · · .

(4.2)

Similarly, we do the same to M2(U
~
ω). We present the hierarchy by the order of ~ as

follows :

∂tU
(0)
ω +M1(U

(0)
ω )∂x1U

(0)
ω +M2(U

(0)
ω )∂x2U

(0)
ω +G = L2(U

(0)
ω ), (4.3a)

∂tU
(1) +M1(U

(0)
ω )∂x1U

(1) +M2(U
(0)
ω )∂x2U

(1)

+DM1(U
(0)
ω )U (1)∂x1U

(0)
ω +DM2(U

(0)
ω )U (1)∂x2U

(0)
ω = L1(U

(0)
ω ) + L2(U

(1)),

(4.3b)
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∂tU
(2) +M1(U

(0)
ω )∂x1U

(2) +M2(U
(0)
ω )∂x2U

(2)

+DM1(U
(0)
ω )

[
U (1)∂x1U

(1) + U (2)∂x1U
(0)
ω

]
+DM2(U

(0)
ω )

[
U (1)∂x2U

(1) + U (2)∂x2U
(0)
ω

]

+
D2M1(U

(0)
ω )

2!

[
U (1)

]2
∂x1U

(0)
ω +

D2M2(U
(0)
ω )

2!

[
U (1)

]2
∂x2U

(0)
ω = L1(U

(1)) + L2(U
(2)),

(4.3c)

...

We have the general formula

∂tU
(N) +

2∑
j=1

N∑
k = 0

0 ≤ ni ≤ k, ni ∈ N, i = 1, · · · , N

n1 + n2 + · · ·+ nN = k

n1 · 1 + n2 · 2 + · · ·+ nN ·N + nxj = N

0 < nxj ≤ N, nxj ∈ N

DkMj(U
(0)
ω )

k!

·
[
U (1)

]n1
[
U (2)

]n2 · · · · ·
[
U (N)

]nN ∂xjU (nxj )

+
2∑
j=1

N∑
k = 0

0 ≤ ni ≤ k, ni ∈ N, i = 1, · · · , N

n1 + n2 + · · ·+ nN = k

n1 · 1 + n2 · 2 + · · ·+ nN ·N = N

DkMj(U
(0)
ω )

k!

·
[
U (1)

]n1
[
U (2)

]n2 · · · · ·
[
U (N)

]nN ∂xjU (0)
ω

= L1(U
(N−1)) + L2(U

(N)), N = 2, 3, · · ·

(4.4)

where L = ~L1 + L2, L2 is as that in (3.85), and

L1 =



0 − 1

2m
∆ 0 0

1

2m
∆ 0 0 0

0 0 0 0

0 0 0 0


. (4.5)
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In the next discussion, we shall observe the nature of the solution represented by each

approximation.

Zeroth order approximation. (4.3a) is the limiting system of (3.12). We have that

U~
ω is bounded in C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−2(R2)), and U~

ω converges uniformly

in L∞([0.T ];Hs−2(R2)) to U
(0)
ω . This implies that both A~ and u~

ω are bounded in

C([0, T ];Hs(R2))∩C1([0, T ];Hs−2(R2)). By the Arzela-Ascoli theorem, there exists a sub-

sequence of
{

(A~, u~
ω)
}

~ such that (A~, u~
ω) converges uniformly in L∞([0, T ];Hs−2(R2))

to (A(0), u
(0)
ω ) which is a solution of

∂tA
(0) +

(
u(0)
ω · ∇

)
A(0) +

1

2
A(0)

(
∇ · u(0)

ω

)
= 0, (4.6a)

∂tu
(0)
ω +

(
u(0)
ω · ∇

)
u(0)
ω + 2ωu(0)

ω

⊥ − ω2x+
g

m
∇|A(0)|2 +

1

m
∇V = 0, (4.6b)

where u
(0)
ω

⊥
= (−(u

(0)
2 − ωx1), u

(0)
1 + ωx2), with initial data

A(0)(0, x) = lim
~→0

A~
0(x), u(0)

ω (0, x) =
1

m
∇S0(x)− ωx⊥. (4.7)

This system admits a unique solution. Therefore, all sequence (A~, u~
ω) → (A(0), u

(0)
ω ) in

C([0, T ];Hs−2(R2)). Moreover, it follows from the interpolation theory that (A~, u~
ω) →

(A(0), u
(0)
ω ) in C([0, T ];Hs−θ(R2)) for 0 < θ < 2.

First order approximation. Let

Ũ~
1 =

U~
ω − U

(0)
ω

~
. (4.8)

Then Ũ~
1 satisfies

∂tŨ~
1 +M1(U

~
ω)∂x1Ũ

~
1 +M2(U

~
ω)∂x2Ũ

~
1

+M1(Ũ~
1 )∂x1U

(0)
ω +M2(Ũ~

1 )∂x2U
(0)
ω = L1(U

(0)
ω ) + L(Ũ~

1 ).

(4.9)

We want to get the convergence of the sequence
{
Ũ~

1

}
~

to U (1) which satisfies (4.3b).

In particular, U~
ω converges uniformly in C([0, T ];Hs−2(R2)) to U

(0)
ω , which hints that

we will estimate the Hs−2-norm of Ũ~
1 . Since U

(0)
ω is bounded in C([0, T ];Hs(R2)) ∩
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C1([0, T ];Hs−2(R2)), if Ũ~
1 (0, x) is bounded in Hs−2(R2), then the energy estimate implies

that

Ũ~
1 is bounded in C([0, T ];Hs−2(R2)) ∩ C1([0, T ];Hs−4(R2)). (4.10)

The application of the Arzela-Ascoli theorem and the interpolation theory shows that for

0 < α < 2,

Ũ~
1 → U (1) in C([0, T ];Hs−2−α(R2)) (4.11)

by passing to a subsequence in ~. Taking the limit of (4.9) and noting that for i = 1, 2,

lim
~→0

Mi(Ũ~
1 )

Ũ~
1

= lim
~→0

Mi(U
~
ω)−Mi(U

(0)
ω )

~
U~
ω − U

(0)
ω

~

= DMi(U
(0)
ω ), (4.12)

we deduce that U (1) is the unique solution of the linear equation (4.3b) with initial con-

dition

U (1)(0, x) = lim
~→0

U~
ω(0, x)− U (0)

ω (0, x)

~
. (4.13)

The uniqueness makes us pass to the limit without the extraction of subsequence, so the

whole sequence converges to U (1).

Higher order approximation. Assume that we have already obtained an asymptotic

expansion up to order N

U~
ω = U (0)

ω + ~U (1) + · · ·+ ~NU (N) +O(~N), (4.14)

where the function U
(0)
ω belongs to C([0, T ];Hs(R2))∩C1([0, T ];Hs−2(R2)), and the func-

tion U (j) belongs to C([0, T ];Hs−2j(R2)) ∩ C1([0, T ];Hs−2j−2(R2)), j = 1, 2, · · · , N . Let

U~
N =

N∑
j=0

~jU (j) − ω (0, 0,−x2, x1) and Ũ~
N+1 =

U~
ω − U~

N

~N+1
. (4.15)

We write the equation for Ũ~
N+1

∂tŨ~
N+1 +M1(U

~
ω)∂x1Ũ

~
N+1 +M2(U

~
ω)∂x2Ũ

~
N+1

+M1(Ũ~
N+1)∂x1U

~
N +M2(Ũ~

N+1)∂x2U
~
N = L1(U

(N)) + L(Ũ~
N+1) +B~

N ,

(4.16)
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where

B~
N =

2∑
j=1

{
1

~N+1

[
−Mj(U

~
N)∂xjU

~
N +Mj(U

(0)
ω )∂xjU

~
N

]
+

N∑
k=1

~k

~N+1
Jj,k,N

}
,

Jj,k,N =
k∑

m = 1

ni ∈ N, i = 1 · · · k

n1 + n2 + · · ·+ nk = m

n1 · 1 + n2 · 2 + · · ·+ nk · k = k

DmMj(U
(0)
ω )

m!
[U (1)]n1 · · · [U (k)]nk∂xjU

~
N−k,

(4.17)

and B~
N is a function which depends on U~

N . Observing the solution U~
ω of (3.12) and

assuming O(~N) = 0, we have

∂tŨ~
N+1 +M1(U

~
ω)∂x1Ũ

~
N+1 +M2(U

~
ω)∂x2Ũ

~
N+1

+M1(Ũ~
N+1)∂x1U

~
N +M2(Ũ~

N+1)∂x2U
~
N = L1(U

(N)) + L(Ũ~
N+1).

(4.18)

Comparing (4.18) with (4.16), we conjecture that B~
N is small enough to ignore. It can

be shown that B~
N is bounded in L∞

(
[0, T ];Hs−2(N+1)(R2)

)
uniformly in ~ (see [8]). By

using again the energy estimate, we obtain

Ũ~
N+1 is bounded in C([0, T ];Hs−2(N+1)(R2)) ∩ C1([0, T ];Hs−2(N+1)−2(R2)) (4.19)

as soon as Ũ~
N+1(0, x) is bounded in Hs−2(N+1)(R2). Therefore, there exists a function

U (N+1) such that for 0 < α < 2,

Ũ~
N+1 → U (N+1) in C([0, T ];Hs−2(N+1)−α(R2)) (4.20)

without passing to a subsequence in ~ due to the uniqueness, and U (N+1) satisfies the

general formula (4.4) for N + 1 with initial data

U (N+1)(0, x) = lim
~→0

U~
ω(0, x)−

(
U

(0)
ω (0, x) + · · ·+ ~NU (N)(0, x)

)
~N+1

. (4.21)

This result is connected with ψ~ so that we have approximate solutions of the rotating

nonlinear Schrödinger equation (1.1).



42 4. WKB EXPANSION

Theorem 4.1 (WKB expansion). Suppose that the assumptions of Theorem 3.4

hold, and the initial amplitude A~
0(x) admits the following expansion :

A~
0(x) =

N∑
k=0

~kA(k)
0 (x) + ~NRin

N (x, ~),

where

lim
~→0

∥∥Rin
N (x, ~)

∥∥
Hσ = 0

for N ∈ N and σ > 2N + 2 +
2

2
, then the solution of the rotating nonlinear Schrödinger

equation can be represented as

ψ~(t, x) = A~(t, x) exp

(
i

~
S~(t, x)

)

=
N∑
k=0

~kA(k)(t, x) exp

(
i

~
S(t, x)

)
+ ~NRN(t, x, ~),

where

lim
~→0
‖RN(t, x, ~)‖C([0,T ];Hσ−2N−ε(R2)) = 0, ∀ε > 0.



CHAPTER 5

The Local Existence and Uniqueness

When we expound and prove the semiclassical limit, we must assure the existence of

the limiting system. In this chapter, we sketch the existence and uniqueness proof of solu-

tions of the compressible rotational Euler equation (1.7) by being based on the equivalent

quasilinear hyperbolic system (3.84). The proof follows the same method mentioned in

Proposition 3.2. We derive a short time existence theorem by constructing a sequence

of approximate solutions and using the compactness argument. The procedure is decom-

posed into seven steps.

Step 1. Conversion to the quasilinear symmetric hyperbolic system. Constructing a

symmetrizer M0 (3.15) which is symmetric and positive definite if g > 0 for all Uω, we

will transform (3.84) into the quasilinear symmetric hyperbolic system

M0(Uω)∂tUω + M̃1(Uω)∂x1Uω + M̃2(Uω)∂x2Uω + G̃ = L̃2(Uω),

Uω(0, x) = Uω,0(x),

(5.1)

where M̃1 = M0M1, M̃2 = M0M2, G̃ = M0G, and L̃2 = M0L2. Here M̃1 and M̃2 are

symmetric, and L̃2 is antisymmetric.

Step 2. Construction of approximate solutions U q
ω. Our strategy will be to obtain a

solution of (5.1) as a limit of solutions U q+1
ω (t, x) of the linear equation

M0(U
q
ω)∂tU

q+1
ω + M̃1(U

q
ω)∂x1U

q+1
ω + M̃2(U

q
ω)∂x2U

q+1
ω + G̃ = L̃2(U

q+1
ω ),

U q+1
ω (0, x) = Uω,0(x),

(5.2)

where q = 0, 1, 2, 3, · · · and U0
ω(t, x) = Uω,0(x) denotes the initial data.

Step 3. A priori estimate. Our task will be to show that approximate solutions U q
ω

43
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exist for t in an interval independent of q > 0 and have a limit solving (5.1) as q tends to

∞. To do this, we estimate the Hs-norm of solutions of (5.2). Let s > 2 +
2

2
. Assume

U q+1
ω ∈ C2([0, T ];Cs+1(R2)). Following the process in Subsection 3.2.1 and summarizing

the energy estimate associated with (5.2), we conculde that if
1

m
∇V (x)− ω2x ∈ Hs(R2)

and Uω,0 ∈ Hs(R2), then the iteration scheme defined by (5.2) is well-defined, and ap-

proximate solutions U q
ω satisfy a priori estimate on the space derivatives of the type

‖U q
ω(t)‖Hs ≤ C, t ∈ [0, T ], (5.3)

which denotes

U q
ω ∈ L∞([0, T ];Hs(R2)). (5.4)

In addition, it follows that every component, namely, aq, bq, (uq1 + ωx2), and (uq2 − ωx1),

belongs to L∞([0, T ];Hs(R2)) and then from (5.2) that for t ∈ [0, T ],

‖ ∂tU q
ω(t) ‖Hs−1≤ C, t ∈ [0, T ], (5.5)

which denotes

∂tU
q
ω ∈ L∞([0, T ];Hs−1(R2)). (5.6)

Note that if we write Uω = U − ω(0, 0,−x2, x1)
T , then the constructed approximate

solutions U q
ω = U q − ω(0, 0,−x2, x1)

T satisfy

U q
ω ∈ L∞([0, T ];H1(R2)), U q ∈ L∞([0, T ];Hs(R2)),

∂tU
q ∈ L∞([0, T ];Hs−1(R2)),

(5.7)

as long as
1

m
∇V (x) − ω2x ∈ H1(R2),

1

m
∇V (x) ∈ Hs(R2), Uω,0 ∈ H1(R2), and U0 ∈

Hs(R2).

Step 4. A compactness result. Show that the sequence {U q
ω}∞q=0 is a relatively com-

pact set in C([0, T ];Hs−1(R2)). We deduce from Step 3 that

{U q
ω}∞q=0 is bounded in L∞([0, T ];Hs(R2)), (5.8)

{∂tU q
ω}∞q=0 is bounded in L∞([0, T ];Hs−1(R2)). (5.9)
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It follows from the classical compactness argument that there exist a subsequence of

{U q
ω}∞q=0 and a function Uω ∈ L∞([0, T ];Hs(R2)) such that

U q
ω ⇀ Uω weakly ∗ in L∞([0, T ];Hs(R2)), (5.10)

∂tU
q
ω ⇀ ∂tUω weakly ∗ in L∞([0, T ];Hs−1(R2)). (5.11)

As discussed in Subsection 3.2.2, the same technique is displayed. We appeal to Rel-

lich’s lemma which states that Hs(R2) ↪→ Hs−1(R2) is a compact embedding and the

generalized Arzela-Ascoli theorem which states that {U q
ω}∞q=0 is a relatively compact set

in C([0, T ];Hs−1(R2)) if and only if

(1) {U q
ω(t)}∞q=0 is a relatively compact set in Hs−1(R2) for all t > 0,

(2) {U q
ω}∞q=0 is equicontinuous in C([0, T ];Hs−1(R2)).

In addition, the foregoing result also implies that {U q}∞q=0 is a relatively compact set in

C([0, T ];Hs−1(R2)). Moreover, by the interpolation theory, we have that for 0 < σ < 1,

U q
ω → Uω in C([0, T ];Hs−σ(R2)). (5.12)

The uniqueness of Uω shows that the whole sequence U q
ω converges to Uω.

Step 5. Passage to the limit for q → ∞. A priori estimate in Step 3 will allow to

pass to the limit in (5.2). If we choose s sufficiently large, then the strong convergence of

U q
ω in C([0, T ];Hs−σ(R2)) gives the convergent results :

M0(U
q
ω)∂tU

q+1
ω →M0(Uω)∂tUω, M̃1(U

q
ω)∂x1U

q+1
ω → M̃1(Uω)∂x1Uω,

M̃2(U
q
ω)∂x2U

q+1
ω → M̃2(Uω)∂x2Uω, L̃2(U

q+1
ω )→ L̃2(Uω).

(5.13)

Therefore, Uω belonging to C([0, T ];Hs(R2))∩C1([0, T ];Hs−1(R2)) is a solution of (3.84).

Step 6. A classical solution. The Sobolev embedding theorem implies that

Uω ∈ C1([0, T ]× R2) (5.14)

if s > 3.

Step 7. Uniqueness. We consider the difference of two solutions of (5.1) to perform the
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energy estimate. Let (Uω)1 and (Uω)2 be two solutions satisfying (Uω)1(0, x) = Uω,0(x)

and (Uω)2(0, x) = Uω,0(x). Let H = (Uω)1 − (Uω)2; we get the equation

M0∂tH + M̃1[(Uω)1]∂x1H + M̃2[(Uω)1]∂x2H = L̃2(H) + F, (5.15a)

where

F =
(
M̃1[(Uω)2]− M̃1[(Uω)1]

)
∂x1(Uω)2 +

(
M̃2[(Uω)2]− M̃2[(Uω)1]

)
∂x2(Uω)2. (5.15b)

The technique of the energy estimate associated with (5.15a) is the same as that in Propo-

sition 3.2. Thus, (Uω)1 = (Uω)2 for all t ∈ [0, T ]. The classical solution is unique.

We have established the following existence and uniqueness result.

Proposition 5.1. Let s > 3 and the potential V (x) satisfy

1

m
∇V (x)− ω2x ∈ Hs(R2).

Assume that the initial data Uω,0 = (a0, b0, u1,0 + ωx2, u2,0 − ωx1)
T ∈ [Hs(R2)]

4
satisfies

the uniform bound

‖ Uω,0 ‖Hs< C1.

Then there is a time interval [0, T ] with T > 0, so that the IVP for (3.84) has a unique

classical solution

Uω = (a, b, u1 + ωx2, u2 − ωx1)
T ∈ C1([0, T ]× R2).

Furthermore,

Uω ∈ C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−1(R2)),

and T depends on the bound C1.

Relying on the equivalent relation between the compressible rotational Euler equation

(1.7) and the quasilinear hyperbolic system (3.84), we complete the local existence and

uniqueness proof of the compressible rotational Euler equation (1.7).
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Theorem 5.2. Assume that (ρ, µω) is a solution of the compressible rotational Euler

equation (1.7) for 0 ≤ t ≤ T , s > 3, with initial condition

ρ0(x) = ρ(0, x) = |A0(x)|2 ,

µω,0(x) = µω(0, x) = |A0(x)|2
(

1

m
∇S0(x)− ωx⊥

)
.

Then under the hypotheses

(1)
1

m
∇V (x)− ω2x ∈ Hs(R2),

(2) (ρ0, µω,0) ∈ L∞([0, T ];Hs(R2)),

the compressible rotational Euler equation (1.7) has a unique classical solution

(ρ, µω) ∈ C1([0, T ]× R2)

on [0, T ]. Furthermore,

(ρ, µω) ∈ C([0, T ];Hs(R2)) ∩ C1([0, T ];Hs−1(R2)).





CHAPTER 6

Acoustic Wave

The expansion for ρ~ and u~
ω takes the form

ρ~ = 1 + ~ρ(1) + ~2ρ(2) + ~3ρ(3) + · · · ,

u~
ω = ~u(1) + ~2u(2) + ~3u(3) + · · · .

(6.1)

Substituting (6.1) into equations (2.12) and (2.14) and considering the O(~) terms, we

have

∂tρ
(1) +∇ · u(1) = 0, (6.2)

∂tu
(1) +

g

m
∇ρ(1) + 2ω(u(1))⊥ = ω2x− 1

m
∇V. (6.3)

We may abbreviate this system by using the matrix

A =

 0 ∇·
g

m
∇ 2ωJ

 , (6.4)

where

J =

0 −1

1 0

 . (6.5)

Suppose that X =
(
ρ(1), u(1)

)T
and X solves the initial problem for the system . Then

the system may be written as

∂tX(t, x) + AX(t, x) = G(x), X(0, x) = X0, (6.6)

where

G(x) =

 0

ω2x− 1

m
∇V

 . (6.7)

Taking the Fourier transform of both the system and the initial condition with respect

to the space variables, we reduce the problem to an ordinary differential equation in the

time variable

∂tX̂(t, ξ) + ÂX̂(t, ξ) = Ĝ(ξ), X̂(0, ξ) = X̂0, (6.8)

49
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where

Â =

 0 iξ·
g

m
iξ 4ωπδ(ξ)J

 , (6.9)

and

Ĝ(ξ) =

 0

ω2x̂(ξ)− 1

m
iξV̂

 . (6.10)

If ξ = (ξ1, ξ2), then x̂(ξ) in Ĝ(ξ) can be expressed as

x̂(ξ) =
(

2πiδ
′
(ξ1)2πδ(ξ2), 2πδ(ξ1)2πiδ

′
(ξ2)

)
= −i4π2δ(ξ1)δ(ξ2)

(
1

ξ1
,

1

ξ2

)
. (6.11)

The matrix Â has three distinct eigenvalues 0,±i
√

g

m
|ξ|2 + 16ω2π2δ(ξ). The space of

eigenfunctions associated to 0 coincides with the null-space of Â

Ker(Â) =

{
(ρ(1), u(1))

∣∣∣∣iξ · u(1) = 0,
g

m
iξρ(1) + 4ωπδ(ξ)Ju(1) = 0

}
. (6.12)

For each fixed ξ ∈ R2, the solution of (6.8) is given by

X̂(t, ξ) = e−Ât
(
X̂0 +

∫
R+

eÂsdsĜ(ξ)

)
. (6.13)

Taking the inverse Fourier transform in the ξ variables leads to

X(t, x) =
1

(2π)2

∫
R2

(
e−ÂtX̂0 +

∫
R+

e−Â(t−s)dsĜ(ξ)

)
eix·ξdξ, (6.14)

which is an explicit solution of ρ(1) and u(1).

6.1. Dispersion Limit

An alternative approach to the semiclassical limit is discussed here. Let us consider
|ψ~|2 − 1

~
which is served as the density fluctuation of the sound wave. In other words,

(ρ~, µ~) is near the constant state (1, 0). Multiplying (2.19) by
(
ψ~)∗ and (2.20) by ψ~

leads to the conservation law

∂t

(
|ψ~|2 − 1

~

)
= −∇ ·

{
1

m
Im
[(
ψ~)∗∇ψ~

]}
+ ω

(
x⊥ · ∇

)( |ψ~|2 − 1

~

)
. (6.15)
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To know the condition of V (x), equation (1.1) can be recast as

i~∂tψ~ = − ~2

2m

(
∇− imωx⊥

~

)2

ψ~ + ~g
(
|ψ~|2 − 1

~

)
ψ~

+

{
g +m

[
1

m
V (x)− 1

2
(ωx⊥)2

]}
ψ~,

(6.16)

whose Hamiltonian reads

E(ψ~) =

∫
R2

~2

2m

∣∣∣∣ (∇− imωx⊥

~

)
ψ~
∣∣∣∣2 +

g

2

(
|ψ~|2 − 1

~

)2

+

{
g +m

[
1

m
V (x)− 1

2
(ωx⊥)2

]}
|ψ~|2dx

=

∫
R2

~2

2m

∣∣∣∣ (∇− imωx⊥

~

)
ψ~
∣∣∣∣2 +

~2g

2


(
|ψ~|2 − 1

~

)
+

g +m

[
1

m
V (x)− 1

2
ω2|x|2

]
~g


2

+
1

2g

{
g2 −m2

[
1

m
V (x)− 1

2
ω2|x|2

]2
}
dx.

(6.17)

As long as
1

m
V (x) − 1

2
ω2|x|2 > 0, the energy E(ψ~) is positive definite, and the wave-

function ψ~ satisfies the energy inequality

E(t) = E(ψ~) < C. (6.18)

We substitute ∇ω for the operator ∇ − imωx⊥

~
and refer to Thierry Cazenave [19] for

defining a new space and having its properties.

Definition 6.1. The space H1
ω is defined as

H1
ω(R2) =

{
ϕ ∈ L2(R2)

∣∣∣∣ ∇ωϕ ∈ L2(R2)

}
,

equipped with the norm

‖ϕ‖2H1
ω

= ‖∇ωϕ‖2L2 + ‖ϕ‖2L2 .

Lemma 6.2 (Lemma 9.1.2, Thierry Cazenave [19]). The following properties hold :

(i) H1
ω ↪→ L2.
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(ii) L2 ↪→ (H1
ω)∗.

(iii) ‖|ϕ|‖H1 ≤ ‖ϕ‖H1
ω
.

The weak formulation of (6.16) is given by

i
(
ψ~(t2, ·)− ψ~(t1, ·), φ

)
=

~
2m

∫ t2

t1

(
∇ωψ

~,∇ωφ
)
dt

+

∫ t2

t1

(
g

(
|ψ~|2 − 1

~

)
ψ~, φ

)
dt+

∫ t2

t1

(
1

~

[
g +m

(
1

m
V − 1

2
ω2|x|2

)]
ψ~, φ

)
dt

(6.19)

for all φ ∈ C∞c (R2) ∩H1
ω(R2).

Let us now search for the convergence of ψ~. We use Lemma 6.2 to assist us in

proceeding with our work.

Lemma 6.3. Let T > 0. For all 0 < ~ � 1, the sequence
{
ψ~}

~ is a relatively

compact set in C([0, T ];L2(R2)); that is, there exists ψ ∈ C([0, T ];L2(R2)) such that

ψ~ → ψ strongly in C([0, T ];L2(R2)).

Proof. Assume that the initial data ψ~
0 satisfies |ψ~

0 | = 1 almost everywhere and

ψ~
0 → ψ0 strongly in H1

ω(R2) as ~ → 0; hence, |ψ0| = 1 almost everywhere. We deduce

from the energy inequality (6.18) that

{
∇ωψ

~}
~ is bounded in L∞(R+;L2(R2)), (6.20){

|ψ~|2 − 1

~

}
~

is bounded in L∞(R+;L2(R2)); (6.21)

therefore, {
ψ~}

~ is bounded in L∞(R+;H1
ω(R2)). (6.22)

It can be observed from (1.1) or (6.16) that

{
∂tψ

~}
~ is bounded in L∞(R+;H−1

ω (R2)). (6.23)

The classical compactness argument shows that there exists a function ψ satisfying

ψ ∈ L∞(R+;H1
ω(R2)), ∂tψ ∈ L∞(R+;H−1

ω (R2)), (6.24)
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such that

ψ~ ⇀ ψ weakly ∗ in L∞(R+;H1
ω(R2)), (6.25)

∂tψ
~ ⇀ ∂tψ weakly ∗ in L∞(R+;H−1

ω (R2)). (6.26)

The properties (i) and (ii) in Lemma 6.2 tell that we can apply the Lions-Aubin Lemma

to both (6.22) and (6.23) so that
{
ψ~}

~ is a relatively compact set in C([0, T ];L2(R2))

for T > 0. It is worth pointing out, in passing, that

|ψ~|2 → 1 a.e. and strongly in L2(R2) (6.27)

according to (6.21). This also implies that |ψ|2 = 1. �

Next, we discuss the convergence of
|ψ~|2 − 1

~
. According to (6.21),

|ψ~|2 − 1

~
con-

verges weakly ∗ to some function belonging to L∞(R+;L2(R2)).

Lemma 6.4.
|ψ~|2 − 1

~
⇀ −

∫
∇ ·
[

1

m
Im (ψ∗∇ψ)

]
dτ

in the sense of distributions.

Proof. Let ∂τ = ∂t − ω
(
x⊥ · ∇

)
; the conservation law (6.15) can be recast as

∂τ

(
|ψ~|2 − 1

~

)
= −∇ ·

{
1

m
Im
[(
ψ~)∗∇ψ~

]}
. (6.28)

Integrating (6.28) with respect to τ and using the initial condition |ψ~
0 | = 1, we have

|ψ~|2 − 1

~
= −

∫
∇ ·
{

1

m
Im
[(
ψ~)∗∇ψ~

]}
dτ (6.29)

along the characteristic
dt

1
=

dx

−ωx⊥
. The main step in proving Lemma 6.4 is in treating

the convergence of −
∫
∇·
[(
ψ~)∗∇ψ~

]
dτ in view of the weak topology. Using integration

by parts and Fubini theorem yields

−
∫ t2

t1

∫
R2

∫
∇ ·
[(
ψ~)∗∇ψ~

]
dτφ(x)dxdt =

∫ t2

t1

∫
R2

∫ (
ψ~)∗∇ψ~dτ∇φ(x)dxdt

=

∫ t2

t1

∫∫
R2

(
ψ~)∗∇ψ~∇φ(x)dxdτdt

(6.30)

for all test functions φ ∈ D(R2) ∩ H1
ω(R2). Provided that the phase is not singular,

both the property (iii) in Lemma 6.2 and (6.20) imply that ∇ψ~ ∈ L∞(R+;L2(R2)).
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Moreover, ∇ψ~ converges weakly ∗ to ∇ψ in L∞(R+;L2(R2)). The weak convergence of

∇ψ~ in L∞(R+;L2(R2)) and the strong convergence of ψ~ in C([0, T ];L2(R2)) show that(
ψ~)∗∇ψ~ converges weakly ∗ to ψ∗∇ψ in L∞([0, T ];L1(R2)), and∫

−∇ ·
[(
ψ~)∗∇ψ~

]
dτ → −

∫
∇ · (ψ∗∇ψ) dτ (6.31)

in D′([0, T ]× R2) for T > 0. This completes the proof of Lemma 6.4. �

Based on the above findings, we present the results of passage to the limit.

Theorem 6.5. Assume that ψ~
0 satisfies |ψ~

0 | = 1 almost everywhere and ψ~
0 → ψ0

strongly in H1
ω(R2) as ~ → 0. Let ψ~ be the weak solution of (6.16). Then ψ~ converges

to the weak limit ψ satisfying the wave map equation

∂ttψ −
g

m
∆ψ = −ψ

(
|∂tψ|2 −

g

m
|∇ψ|2

)
, |ψ| = 1 a.e..

Equivalently, ψ = eiθ with the phase function θ satisfies the wave equation

∂ttθ −
g

m
∆θ = 0.

Proof. The strong convergence of ψ~ in C([0, T ];L2(R2)) implies that

(
ψ~(t2, ·), φ

)
→ (ψ(t2, ·), φ) ,

(
ψ~(t1, ·), φ

)
→ (ψ(t1, ·), φ) . (6.32)

The uniform boundness of
{
∇ωψ

~}
~ in L∞(R+;L2(R2)) implies that

~
2m

∫ t2

t1

(
∇ωψ

~,∇ωφ
)
dt→ 0. (6.33)

We can recognize from both Lemma 6.3 and Lemma 6.4 that(
|ψ~|2 − 1

~

)
ψ~ ⇀ −

{∫
∇ ·
[

1

m
Im (ψ∗∇ψ)

]
dτ

}
ψ (6.34)

in D′([0, T ]× R2) for T > 0. Therefore,∫ t2

t1

(
g

(
|ψ~|2 − 1

~

)
ψ~, φ

)
dt→

∫ t2

t1

(
−g
{∫
∇ ·
[

1

m
Im (ψ∗∇ψ)

]
dτ

}
ψ, φ

)
dt.

(6.35)

Let Vω =
1

m
V − 1

2
ω2|x|2. From the energy inequality (6.18), there is further information

to suggest that the quantity
1

~
(g +mVω) is uniformly bounded. Hence,∫ t2

t1

(
1

~
(g +mVω)ψ~, φ

)
dt→

∫ t2

t1

(
1

~
(g +mVω)ψ, φ

)
dt. (6.36)
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In conclusion, the wave function ψ satisfies

i∂tψ = −g
{∫
∇ ·
[

1

m
Im (ψ∗∇ψ)

]
dτ

}
ψ +

1

~

[
g +m

(
1

m
V − 1

2
ω2|x|2

)]
ψ (6.37)

in the sense of distributions. A more clear expression of (6.37) could be showed. Differ-

entiating (6.37) with respect to t, we have the wave map equation

∂ttψ −
g

m
∆ψ = −ψ

(
|∂tψ|2 −

g

m
|∇ψ|2

)
, |ψ| = 1 a.e.. (6.38)

Using the fact that |ψ| = 1, we write ψ = eiθ and insert it into (6.37) or (6.38) to show

the linear wave equation

∂ttθ −
g

m
∆θ = 0. (6.39)

�

Remark 6.6. In (6.38), the terms inside the parentheses showing up in geometrical

optics is the eikonal equation.

The dispersion limit suggests that we treat the right side of (6.2)–(6.3) as a perturba-

tion, and we can study the linear wave equation instead of (6.2)–(6.3). Much remains to

be done, but we intend to continue pursuing this interesting line of inquiry.





Bibliography

[1] A. Aftalion and X. Blanc, Reduced energy functionals for a three dimensional fast rotating Bose

Einstein condensates. Ann. I.H.P. Non Linear Analysis, 25 (2008), 339–355.

[2] A. Aftalion, Vortices in Bose-Einstein Condensates, Progress in Nonlinear Differential Equations

and their Applications, Vol. 67 Birkhauser Boston, Inc., Boston, MA, (2006).

[3] I. Bloch, J. Dalibard, and W. Zwerger, Many-Body Physics with Ultracold Gases, Rev. Mod. Phys.

80 (2008), 885–964.

[4] B. Desjardins and C. K. Lin, On the Semiclassical Limit of the General Modified Nonlinear

Schrodinger equation, Journal of Mathematical Analysis and Applications, 260 (2001), 546–571.

[5] B. Desjardins, C. K. Lin and T. C. Tso, Semiclassical limit of the derivative nonlinear Schrödinger

equation, Math. Models Methods Appl. Sci., 10 (2000), 261–285.

[6] A. L. Fetter and A. A. Svidzinsky, Vortices in a trapped dilute Bose-Einstein condensate, Journal

of Physics: Condensed Matter, 13 (2001), R135–R194.

[7] A. L. Fetter and A. A. Svidzinsky, Stability of a Vortex in a Rotating Trapped Bose-Einstein Con-

densate, Lecture Notes in Physics, 571 (2001), 320–326.

[8] E. Grenier, Semiclassical limit of the nonlinear Schrödinger equation in small time, Proc. Amer.

Math. Soc., 126 (1998), 523–530.

[9] S. Kling and A. Pelster, Dynamical Properties of a Rotating Bose-Einstein Condensate, Special Issue

on ”Physics of Cold Trapped Atoms”, Laser Physics, 19 (2009), 1072–1078.

[10] C. K. Lin, On the Fluid-Dynamical Analogue of the General Nonlinear Schrödinger equation, South-

east Asia Bulletin of Mathematics, 22 (1998), 45–56.

[11] J. H. Lee and C. K. Lin, The behavior of solutions of NLS equation of derivative type in the

semiclassical limit, Chaos, Solitons and Fractals, 13 (2002), 1475–1492.

[12] H. L. Li and C. K. Lin, Semiclassical limit and well-posedness of Schrodinger-Poisson and quantum

hydrodynamics, Electronic Journal of Differential Equations, 2003 (2003), 1–17.

[13] C. K. Lin and Y. S. Wong, Zero-dispersion limit of the short wave-long wave interaction equations,

Journal of Differential Equations, 228 (2006), 87–110 .

[14] C. K. Lin and K. C. Wu, Singular limits of the Klein-Gordon equation, Arch. Rational Mech. Anal.,

197 (2010), 689–711.

[15] P. L. Lions, Mathematical Topics in Fluid Mechanics, Vol. 2, Compressible Models, Lecture Series

in Mathematics and Its Applications, Vol. 3, Clarendon Press, Oxford, (1996).

57



58 BIBLIOGRAPHY

[16] A. Majda, Compressible Fluid Flow and Systems of Conservation Laws in Several Space Variables,

Appl. Math. Sci., Vol. 53, Springer-Verlag, New York, (1984).

[17] C. J. Pethick and H. Smith, Bose-Einstein Condensation in Dilute Gases, Cambridge University

Press, Cambridge, (2002).

[18] L. Pitaevskii and S. Stringari, Bose-Einstein Condensation, Clarendon Press, Oxford, (2003).

[19] T. Cazenave, Semilinear Schrödinger Equation, Courant Lecture Notes in Mathematics, 10. New

York University. American Mathematical Society, Providence, RI, (2003).

[20] R. Temam, On the Euler equations of incompressible perfect fluids, J. Functional Analysis, 20

(1975), 32–43.


	1_封面&書頁面.pdf
	Semiclassical Limit of the Gross-Pitaevskii  Equation with Rotation
	Semiclassical Limit of the Gross-Pitaevskii  Equation with Rotation

	2_摘要&致謝詞
	3_Alberta_Master_thesis

