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ABSTRACT

In heterogeneous networks, the server transports the streaming to the clients that have
different requirement. It is a heavy-load that the server has to prepare the different streaming for
the same video. If we can cut a streaming into several parts, and the client users can receive the
parts according to their requirement. It-can reduce the load of server. The method is named SVC
(Scalable Video Coding).

In real network environment, packet loss or damage is unavoidable. When packet loss or
damage takes place, retransmission is one of the usual solutions. But, retransmission is not
allowed in some environment. Therefore, we have to try to use the packets that we already receive
to recovery the lost packets. The method can be done through “channel coding”, and the fountain
codes is one kind of the channel coding approaches.

In this paper, we are going to research on the integration of SVC and Rateless codes.
Meanwhile, unequal error protection scheme will be proposed to protect the important part of
SVC streaming. In addition, we will propose two prediction models. One of the prediction models
estimates the decoding failure probability of each message block in our proposed protection
method. Another prediction model estimates the amount of frames that can be displayed
successfully after SVC decoding. By using these two models, we finally can produce the
optimized streaming that has the highest PSNR.
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Chapter 1: Introduction

In heterogeneous networks, the client users can connect to Internet by using different
devices such as smart phone, tablet PC, or desk-top computer, and those devices can connect
to Internet by using different protocols such as xDSL, WiMAX, LTE, 3G,4G, P2P .. .etc, as
shown in the Fig. 1. The different devices mean that the server needs different video
resolution and size to satisfy the users’ requirement and the different protocols mean that the
server needs to transmit video at different speed. If there is a server that provides a video to
many clients, what should it do to satisfy the users’ requirement? In general, the server needs
to prepare different file according to the known requirement in advance. But, if there is a new

request not included in the prepared files, the client.user can’t display video before the server

4SIF

encodes the new file for the request.

PC
& Wi-Fi
J ” CIF
S
Video Server Tablet PC

3G

N e

Smart Phone

Fig. 1 Heterogeneous networks

In the above example, we can observe that the server needs to encode too many

streaming files in order to satisfy different requirement; The loading of server is very huge.



Therefore, for reducing server’s loading, the Scalability Video Coding (SVC) [1] is proposed.
SVC provides a new way to encode a video that the server only encodes one time, and then
there are many layers in the encoded data. Clients can only receive the data that they need, the

remain part of data don’t need to be received. By this way, it reduces server’s loading.

When the packet is transmitted, the packet may be lost or be damaged sometimes. In the
situation, resending data is one method to solve the problem. Nevertheless in some case like
the duty of outer space data transmit or delay sensitive situation, resending data is not allowed.
In this situation, somebody tries to recovery the data by using the received data. This method

is called “channel coding”.

The Reed Solomon codes (RS codes) [2] is a popular channel coding, but the RS codes
has the drawbacks that the encoding and decoding are very complex. For simple encoding and
decoding, the” Rateless codes (RS codes)” or “Fountain codes” [3][4][5] method is
proposed. As its name says, this'codes is like a fountain: the water is an uninterrupted flow. As
we provide some input to the codes, it can'generate virtually unlimited outputs. The
characteristic of LT codes is that encoding and decoding are very simple. In fact, it only uses
XOR. But it cuts both ways, the LT codes shifts the hard work to define the degree
distribution. The degree distribution plays an important role in LT codes, and it will affect the
decoding performance. In [3], M. Luby proposed a good degree distribution, “the robust
soliton distribution”. Henceforward the rateless codes becomes a popular research. The
methods that use similar idea are proposed such as raptor codes [4] ,Low Density Parity

Check(LDPC) codes [6][7], Tornado codes[8] and online codes [9] .

In traditional rateless codes, it provides the equal protection to each data. However, in

some case, the data is divided into different degree of importance, so we need to provide



“unequal error protection (UEP)” to protect different important data. In [10], UEP is
achieved by using the different window sizes. Because the amounts of covered data in
different windows are different, the data is covered different times. Thus, the more important
data is covered more times, and the data has the more recovery probability. In [11], the UEP is
achieved through the way check blocks (CBs) choose their neighbors with different
probability. The parameter kM is used to control the probability that the CBs choose different
important MBs .The more important message blocks (MBs) have the higher probability to be
chosen as the neighbor of the CBs, so it have more recovery probability. Recently, the
duplicated method is proposed in [12].This method also let the more important message
blocks (MBs) have the higher probability to choose the more important MBs, but unlike [11],
it duplicates the more important MBs more times, therefore the more important message

blocks (MBs) have the higher probability to be chosen as the neighbor of the CBs.

In this paper, we have three contributions. First, we proposed an improved sliding
window [13] method, SSW rateless code. This method lets the sliding window provide UEP.
Second, we proposed a prediction model that accurately predicts the decoding failure
probability of the MBs in each SVC layer. Third, unlike [14], it uses PSNR as the quality
standard, we propose a model that uses the decoding successful probability to predict the total
displayed frames. By selecting a best weight that causes the most frames to be displayed, our
proposed method provides the best protection and the highest PSNR. Finally, the experiment

results show that our method is useful, accurate and more effective than other methods.

This paper is organized as follows. In chapter 2, we describe the tool we will be using. In
chapter 3, we describe the related work. In chapter 4, we describe our proposed method. In
chapter 5, we will show the experiment results and compare with the other methods. And

chapter 6 is the conclusion.



Chapter 2: Background

In this chapter, we will introduce the tool that we use in later chapter and the related

method that proposed before.

Hm21LT Codes

LT codes [3] is the first practical capacity approaching fountain codes. It is proposed by
M.Luby. To begin with, LT codes cuts the input streaming into the same size messages blocks
(MBs). Then, check blocks (CBs) are produced according to the following steps:

+ 1.According to the predefined degree distribution, decide degree for each CB.
+ 2. After getting a degree, each CB selects the same amount of MBs as the neighbors
uniformly.

¢ 3. All the data of neighbors of CB are’ XORed

An example of the LT encoding process is shown in‘Fig. 2.1.

Fig. 2.1 LT codes encoding process

After encoding process, each CB has the degree and neighbor information. How is this



information transmitted to the decoder? In general, there are two ways .The first method is the
basic method that transmits all these information directly. The second method is that the
encoder and decoder use the same random number generator and the seed that the encoder
uses to produce CBs is packaged in the header of the packets. When the decoder receives the

seed, CBs can be produced in the same way as the encoder.

After the decoder receives the data from the encoder, decoder uses the belief propagation
algorithm to execute the decoding process. The following are the decoding process:
¢ 1. Searching for the degree =1 CB
¢ 2. The data of the CB is copied to the only one neighbor.
+ 3. The MB does the XOR with all the neighbors expect the step 1 CB and the degrees of
these CBs is decreased by 1.
¢ 4. Redo step 1~3 until there isno degree 1 CBs.
So far, we can observe that the LT codes only uses XOR operation to encode and decode,

therefore, the operation of the LT.codes is much uncomplicated.

Although the LT codes lets the operation to be simple, but it has to pay attention to
design the degree distribution. A good degree distribution has the following three features:
1. The less amount of CBs to decode successful.
2. The less amount of CBs of degree.
3. There retain at least one degree =1 CB at any time.
If we use a bad degree distribution, it will cause the number of degree too many or the
degree=1 CB is so few that the decoding successful probability of MBs is low. A bad degree
distribution example is shown in the Fig. 2.2. In this example, there is only one degree=1 CB.
After the decoding process, only one MB can be recovered, and the remaining two MBs can’t

be recovered forever. Moreover, too many degrees will cause lots recovery time of MB, but



too few degrees will cause the situation where some MBs are not covered. So it is an issue of

w»v
e

Fig. 2.2 Bad degree distribution example

tradeoff.

In [3], M. Luby proposed a good degree distribution. In the first, he defined
the Ideal Solition Distributionp («):

Assume k is the amount of MBs.

E,fori=1

Jforalli=2,...,k

p()=

ii—=1)

But the problem of the Ideal Solition distribution is that the degree=1 CB does not exist
frequently in the decoding process. Therefore, to overcome this problem M. Luby proposed
the Robust Solition Distribution p ( *):

Assume & as the allowable failure probability of each MB.

k
R=c-In (E) vk , for some suitable constantc > 0



(i) = < Rln (%)

Finally, after the normalization we can obtain the Robust Solition distribution p( * ):

k
p=> p®+1()
i=1

_ (@ +x®)

(i) B

JForalli=1, ...,k

Furthermore, LT codes have a cardinal characteristic. Where the more MBs are, the less
amount of CBs are required. For this reason, in the more amount MBs environment the LT

code can decode more effectively. The relation between MBs and CBs is shown in Fig. 2.3.
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Fig. 2.3 Overhead-number of MB graph



W 2.2 Sliding Window

In the section 2.1 description, we could know that the overhead is small when the
amount of the MBs is large. But in video streaming environment, we can’t decode the packets
until we receive all the packets, instead, we have to decode when we receive part of packets.
Therefore, as shown in the Fig. 2.4, the original data have to be cut into many sections. Then

each section is encoded respectively. However when the section is smaller, the LT codes

become inefficient.

¥
¥ ¥ ¥
BB R

Fig. 2.4 Data partition

To solve the problem, [13] proposed sliding window (SW) method. Firstly, it decides a
window size (same as the section size), and uses LT codes to encode all the data that are
covered by the window. Next, it slides the window s MBs size (remove s MBs in the window
and join s new MBs) and encode the window again. And it repeats the steps until the SW
encodes the last MB. In Fig. 2.5 we can observe the biggest difference between the SW and
LT codes is that the SW increases the amount of MBs virtually, hence SW solves the problem

that amount of MBs is not enough in certain video streaming environment.
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Fig. 2.5 Sliding Window encoding process

Then, we are going to analyze the sliding window. Assume there are w MBs and the
window size is k MBs. In every step the window slides's MBs. The average of times that each

MB is encoded by windows is calculated as the following:

In this sliding way, the amount of windows N is

The original data is expanded w’ long.

Next, we calculate the overhead of LT codes.

n
W=(1+€)



Where n is the amount of CBs and € is the overhead.
Now, we can observe that if we want to expend the original data longer, we need to select the
smaller s, and vice versa.

Then, we can get the overhead of each virtual MB.

n (1+eow s
W_k—_(l-l_E)E
EW

We can get the amount of CBs n,, that each window produces:
S
ny = (1+€)K*k= (1+es

Finally, we compare the overheads of one window between the LT codes and the SW:

n nk _(1+¢e)w
ny = (1 +€)s Vgrm=—m o ———

/k = o k=(1+¢k

s<k

We can get the conclusion that each window of SW produces less CBs than the LT codes.
Because the windows are overlapped in SW process, the CBs that are received in different
window before can help the CBs in this window to decode. Therefore SW let the window to
contact with other window. In the end, SW solves the problem that LT codes is ineffective in

the less amount of MBs environment.

10



m235VC

Recently, scalability video coding (SVC) is a popular coding method in streaming
method, users can arbitrarily choose the packets what they need. Therefore, the server only
encodes the video one time and transmits the encoded video to the client users that have
different requirements. The server doesn't need to encode the specific video file, so the

loading of server is low.

SVC in H.264 has three categories in traditional: temporal scalability, spatial scalability,

quality scalability. The examples of those three encoding categories are shown in the Fig 2.6.

30 fps

Temporal Scalability 15 fps
7.5 fps

Spatial Scalability

Quality Scalability

Fig. 2.6 Different types of SVC [15]

The three types of SVC will encode the original video file into multi-layer encoded files.
When we decode more layers of the video, the displayed video quality is much better. The
temporal scalability uses the frame rate to control the size of streaming, when there are more
temporal layers, the video is smoother. The spatial scalability uses the video size to control the

size of streaming. When we receive more layers, the video displays in bigger size. The quality

11



scalability uses the video quality to control the size of streaming. When we receive more
layers, the video is clearer. However, the three types of SVC are not independent of each other,
on the contrary, the types of SVC can be combined arbitrarily and decide the amount of layers

according to the applications.

Now, we know the types of SVC .Next, we show an example of temporal scalability

encodes in Fig. 2.7, and each rectangle stand for a frame in the figure.

Fig. 2.7 SVC 4 Layer encoding example

In here, we can observe that the higher layer frames need to wait the dependent lower
layer frames decoding. Before the dependent lower layer frames decode successfully, the
higher layer frames can’t decode any frames. Notwithstanding the packets of higher layer
frames are received completely, the higher layer frame still can’t be decoded as long as the
packets of lower layer frame are lost or damaged. This relationship of the frames is called the

dependence of frames. Due to the relationship, frames can be of different importance. That is,

12



the lower layer frames influence more frames, so the lower layer frames are more important;
the higher layer frame influence less frames decoding, so the lower layer frames are less
important. Due to the different importance of frames, we want to provide the UEP on the

sliding window in this paper.

Moreover, because the dependence of frames will cause the order of encode and display
discordant, some frames can’t be displayed even though the frames are decoded successfully.
The delay due to the encoding structure is called “structure delay”. To avoid the too long
structure delay, we will cut the original video into numbers of group of picture (GOP), and
each GOP is encoded by the same encoding structure. In some environment like in the real
time environment, it is an important factor to.consider the structure delay, so the suitable GOP

size is important.
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H 2.4 And-Or Tree Analysis

The And-Or tree analysis is an analysis method of rateless codes, it is proposed in
[9][16]. The analysis method is very important to analyze the decoding failure probability of

LT codes.

In order to analyze the decoding failure probability, we first cut the original data into
numbers of same size message blocks (MBs), these MBs transfer to OR-nodes (Because a
MB can be recovered as long as there exists one neighbor that can recover it). The check
blocks (CBs) transfer to AND-nodes (Because a CB can not recovery a MB as long as there is

only one neighbor that is not recovered yet)

When the AND-node and-OR-node is neighbor, the nodes connect with an edge. And
then we randomly choose one OR-node as the root of the tree; meanwhile, we randomly
choose one edge that connects 1o the root OR-node and delete it. Now we pull the node up and
produce an 2i height AND-OR tree GT;..The tree consists of OR-node at level 0,2,4,...,2i
and the tree consists of AND-node at level 1,3,5,...,2i-1. At level i leaf, the AND-node
randomly pass O or 1 to the level i OR-node. When the OR-node is at level i leaf, the OR-node
is certain that pass 1 to the level i+1 AND-node. In other cases, the level i AND-node will
pass 1 to the level i OR-node when all of children of the AND-node pass 1 to it. The level i
OR-node will pass 1 to the level i+1 AND-node when there exists one child pass 1 to the
OR-node. And the remaining cases, the AND-node and OR-node pass 0 to its parent. We do
this process from the leaf to the root, and we finally obtain the probability y; that the value of

root of the tree GT; is 0.
From description above, we can define the And-Or tree lemma:
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Assume the high of the tree is | and the root of the tree is 0 with the probability y;

y; = f(x) = (1(1 - B - X)),for

A B

a(x) = z o;x! and B(x) = 2 B.x!

i=0
where a j is the probability that an OR-node has i children and A is the maximal amount of
total children of an OR-node.Similarly, B i is the probability that an AND-node has i children

and B is the maximal amount of total children of an OR-node.

In chapter 4, we will use the And-Or tree lemma to estimate the decoding failure

probability of different layer MBs.
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Chapter 3: Related Works

In this chapter, we describe the relative UEP methods that proposed before.

B 3.1 Expanding Window Fountain

In [10], this paper proposed an UEP method “Expanding Window Fountain (EWF)”.
Assume there are k MBs, these MBs partition into N different important classes and each
class has nj MBs ( ng+ni+ny+ns+....+nn.1= K ). In these classes, the class is more important

when class index is less, so the ng is the most important class and the ny.; is the least

important class. Then, there are N windows and the j th window have k; = ) —oNyx MBs.
When generating the check blocks(CBs)-, each-CB randomly chooses the window according
to the window selection distribution—T'(x) = X, I'ix!, where T is the probability that i

th window is chosen. Then, each window has its own degree distribution Q¥ x) =

Zi 0 Qi(j)xi , where QU (x) isproduced by the the robust solition distribution when k = k;.
The following is the encoding process:

¢ 1. Choosing one window j accordingto I (x).

¢ 2. According to the Q » (x), one degree is decided for each CB.

¢ 3. After getting a degree, each CB selects the same amount of MBs as the neighbors
uniformly.

¢ 4. All the data of neighbors are XORed to produce the CB.
The decoding process is same as the LT codes.

The Fig. 3.1 is the EWF example.
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Fig. 3.1 Encoding process of EWF

Finally, the EWF realizes the:UEP according to the overlapped window , the MBs in ng is
covered the most times, so most CBs:have-the data . Therefore the MBs in ny has the most

protection.

For the video streaming applications, the original data needs to be cut into a number of
sections. Each section is smaller than the size of the original data and the windows of EWF
are smaller than or equal to the section. Because of the property of LT codes, the decoding
performance will suffer when the window length becomes smaller. Therefore, EWF is not

quite unsuitable for video streaming.

17



B 3.2 The UEP Method of “Rateless Codes
With Unequal Error Protection Property”

[11]

In [11], it proposed an UEP method for two layers MBs: more important bits(MIB) and
less important bits (LIB). It provides the UEP to ensure the MIB that has the higher decoding
successful probability than the LIB. The parameters ky and ki mean the protection levels for
the MIB and LIB. Assume the data amount is n, the amount of data in MIB is ny = an

(0 < a < 1)and the amount of data in LIB is n; = (1 — a)n . The method uses the

probability p, = and p; = £ ( ky

XL _ 1—(1—(1)kL
n n -

and 0 < k;, <1 ) to decide the

probability that each data in MIB or LIB iis chosen as the neighbor of CBs.

And it uses the degree distribution (1) that describe in Raptor codes [4]

Q(x) = 0.007969x + 0.493570x? + 0.166220%° + 0.072646x* + 0.082558x°
+0.056058x8 + 0.037229x° + 0.055590x*°

+0.025023x5% + 0.003135x5¢ 1)

The following is the encoding process:

¢ 1. According to the (1), decide the degree for each CB.

¢ 2. After getting a degree, each CB selects the same amount of MBs according to the
probability po and p;.

+ 3. All the data of neighbors of CB are XORed to produce a CB
The decoding process is the same as the LT codes.

This paper also proposed a prediction model that estimates the decoding failure probability of

MIB and LIB according to AND-OR tree analysis [9][16]. Assume the average CB degree is

p=yL, i = Q'(1) and there are yn CBs. The decoding failure probability of MIB and
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LIB are y;y and y;;, when the tree height is 21 .The prediction model is shown in (2)(3):

Vim = e~ kmpuyB(1—(1-a)kLyi—1 . —0KMY1-1,m) 2)

yiL = e~ kmpuyB(1—(1-a)kLyi—1 . —0KMY1-1,m) (3)

BC) = 28{;

YoM = YoL =1 (4)

This method will be compared-with-our proposed method in section 5.3.

But, as shown in Fig. 3.2, the .accuracy of the prediction model is not quite well. The

prediction error is between 15% and 45%. Where the prediction error is defined as

(Javerage(Simulation probability)—Estimation probability |)

average (ZiMzo ) * 100%.

average(Simulation probability)
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Fig. 3.2 The deviation of [11] with overhead: 0.04~0.2 and the step

size=0.02,n=2000 ,kM=1~3 and total section=11

W 3.3 The UEP-Method of “Unequal Error
Protection Using Fountain Codes with
Applicationste Video. Communication” iz

In [12], this paper proposed a method that uses duplication idea. Assume the MBs are
partitioned into N different important classes. Each class has nj MBs and the total MBs is
n=np+ni+...+ny.1. In the beginning, the idea is like the sliding window [13], it tries to
virtually expand the window size and solve the problem that the performance of LT codes is
not good when the input MBs are not enough. Hence, this method uses the expanding factor
EF to duplicate the original data EF times, so the amount of original MBs replace n by EF*n.
Then ,when the amount of MBs is become larger ,the degree distribution change according to
k = EF * n in the robust solition distribution. Besides, when the CBs choose one index of
MBs j, and the index j is replaced by j mod n. Next, in order to provide the UEP, this method
use the repeat factor RF;, i=0,..,N-1 to duplicate the class i MBs by RF; times. So, there are

no*RFo+...+nn1*RFn.. MBs and using different repeat factor to control the probability that
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MBs of different class are chose as the neighbor of CB. Therefore, when the CB chooses one

index of MBs |, and it have to replace the | according to (5).

jmodn, if0<j<RF;*ny,—1
[G—RFy *ng)modny] +n, ifRF;*nyg <j<RF;*ny+RF; *n; —1

l= N-2
Kj — Z RF; * ni> mod ny_;
0

N-2 N-1
+no+"'+nN—2ifZRFi*ni SjSZRFi*ni—l
0 0

()

The example of encoding process is shown in Fig. 3.3:

Virtual
Source Block

Original ‘ ‘
Source Block \

Fig. 3.3 Example of encoding process of [12] with np=2, n;=1,

RFo=2, RF;=1 and EF=2

Since the work in [12] does not provide the corresponding prediction model, we don’t

know how to decide the best EF and RF;.
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Chapter 4: Proposed Method

In this chapter, we will introduce our proposed method first. By using the method, we
will protect different important data at different protection level in section 4.2. And then, we
will use the And-Or tree analysis to analyze our proposed method. We propose a model that
can estimate the status of MBs after the sliding window decoding process. Finally we propose
a prediction model that predicts the amount of frames that can be displayed when we use our

proposed method on SVC streaming.

B 4.1Proposed Synchronized Sliding
Window Rateless Codes

In traditional sliding window, there are some obstructs when it tries to provide UEP. The
first problem is that there are windows changes when the window slides each time. For
example in Fig. 4.1, the MBs in first window consist of layer 0 MBs and layer 1 MBs in
section 0.But after the window slides s MBs, the second window consists of part of encoded
layer 0 MBs in section 0, encoded layer 1 MBs in section 0, and part of layer 0 MBs in
section 1. In one window, some MBs have been encoded and some have not. It is very
difficult to protect and analyze in this situation. The second problem is how long does the
window slide in each time. In section 2.2, we know that the distance of one sliding influence

the encoding times of each MB. To decide s is also an issue.
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Section 0 Section 1

Fig. 4.1 The content of each window in sliding window

Therefore, we modify the traditional sliding window in order to not only avoid the above
problems but also let the sliding window simpler when it is used in UEP.
Firstly, we classify the data as N level accordingto their importance, and the most important
data is classified as the L, data with the weight @, the second important data is classified as
the L, data with the weight w,. ., and the least important is classified as the Ly.; data with
the weight w y.1. Then, as what Fig. 4.2 shows, we cut the MBs into each section according

to the order Lo,L4,..., Ln.1,and the amount of different level MBs can be different.

Original Data

Ly L, L, Ly-1
Wo W, w, Wy.q
LO Ll L2 LN-l LO L]. Ll LN-l
Wo Wy W, Wyq Wy Wy W, ver Wy q
Section Section

Fig. 4.2 The data order of proposed method in each section
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In the following, we will describe the encoding process of SSW. The first step, the first
window encode the MBs of section 0, but the encoding process has some difference between
the traditional LT codes, that is, when one CB chooses their neighbors, we use the probability
pj j=0,...,N-1,to decide the probability that an layer j MB is chosen as the neighbors of the

CB.

After the first window produce CBs, we slides the window, but in our proposed method,
instead of sliding in fixed step, we slide the window by the amount of Ly MBs at the first time,
we slide the window by the amount of L; MBs at the second time, and so on. After the N time
sliding, the window slides the window by the amount of Ly MBs again. Therefore, the sliding

is an N-cycle. The example of the N-cycle sliding.of 4 layer data is shown in Fig. 4.3.

Windew 3
{— Window 2

| Window 1 l

" Window O \

Window 3
Window 2

Window 1

Window O

Fig. 4.3 Example of N-Cycle sliding of SSW on 4 layer input data and the content of each
window
We can observe that there does not exist the data that some have been encoded and
some have not in any layer .By using the way of sliding, the content of the window is more
simple and become easier to protect and analyze.

Finally, the decoding process is same as the general LT codes.
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H 4.2 Prediction Model

In this section, we will do the And-Or tree analysis [9][16] for SSW. First, we transmit
the message block(MBs) into the OR-node, and we transmit the check block(CBs) into the
AND-node. In each window, it contains k OR-nodes. And each window will produce yy+k
AND-nodes. Then, we set the weight m; for Layer j OR-node . Similar to the way of And-Or
tree analysis described in section 2.4, we build the And-Or tree GT;;. GT;; mean that the
height of the And-Or tree is 2i and the root is a layer j OR-node. Our goal is to obtain the

probability p;; that the root of the tree is 0 after the And-Or tree analysis.

¢ 4.2.1 The probability that a level i AND-node will pass

the 0 to the level iOR-node

Firstly, we are going to calculate the probability g;that a level i AND-node will pass 0 to
the level i OR-node. We define the amount of the edges that connect a level i AND-node and
level i-1 OR-nodes that is d;. Fig.4.4.is the example of the connection of an AND-node . We
can obtain the g; when we know the amount of degrees that connect to each layer OR-node in

level i, as show in (6):

Window n

Fig. 4.4 The way of connection of a AND-node in AND-OR tree
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y=1- ((1 ~Pie10) (1= picga) (1 - pi—l'N—l)dN_l) ©

The amount of degrees that an level i AND-node connect to layer j OR-node in level i-1 is d;,
j=0,...,N-1. In the latter part of (6), it represents the situation that a level i AND-node will
pass 1 to the level i OR-node. This situation will happen only when all of the level i-1
OR-nodes pass 1 to the level i AND-node. And (6) removes the situation and obtains the
probability that a level i AND-node passes the 0 to the level i OR-node. By using the
predefined degree distribution Q(x) and Qg is the probability that the degree of a CB is d. In

(7), we can obtain the average degree of each CB p.

p= Y8, dQq O

In (8), We also calculate the prabability Ag that an edge connects to an degree d AND-node

d=Q
Aq = Td (8)

We can finally obtain the g;:

qi = g;} (Ad+1 * (Zdo+d1+“‘+dN—1=d(WDP(dO' Ay, o dN_l) ) llj))) ®

In first summation, it decides the different degree d of the AND-node (d has removed the edge
that connect to the level i OR-node) and then it multiplies the occurrence probability Agq1.
The second summation decides d;, and then it multiplies the occurrence probability that is
calculated by Wallenus’s distribution. Therefore, we can obtain each probability by (1) in

different degree distribution and obtain g; finally.
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Qo =1- (10)

The qq is the probability that the AND-OR tree leaf passes 0. Because the leafs have no children, so
the situation that the leaf AND-node passes 1 to the OR-node only occurs when the degree of leaf

AND-node is 1. Hence we obtain gg as long as we reduce the probability Q;.

¢ 4.2.2 The probability that a level i OR-node will pass 0

to a level i+1 AND-node

In order to obtain the probability p;; that a level i OR-node will pass 1 to a level i+1
AND-node, we have to calculate the probability p;that-an edge connects to a certain layer |
OR-node and as shown in Fig."4.5. In-layerj ,each OR-node set the weight ®;. Then, the
probability that each MB is chosen as the neighbor of one“CB is shown in (11), and the

probability is equal to p;.

oj

pj = (11)

Ng*wo+--+nN—_1*K*oN_1

Level i

Window n

Fig. 4.5 Pj
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We calculate the probability A gj that a layer j OR-node has d degrees:

)‘d,j = Z{m0+m1+---+mN_1=d [H)IEI;Ol (H:'nv:{k) pjmx(l - pj)urwk—mx] (12)

m;€eN for 0sjsN-1

In (12), the summation distributes the degree to each window, and it mean that the OR-node
get mj degrees from j th window (Each MB is covered by N windows). And because the
numbers of MBs in each layer are the same in each window, the probability p; is the same for

all N windows. Hence, the probability that an MB get my degrees from window X is

wk—my - . . f
(“rwk) py (1 - p;)"™ ™ . The case of edge connection of one OR-node is shown in Fig.

my
4.6. In the end, we consider all the N'windows that caver layer j MB as shown in Fig 4.7 and

all the degree in layer j are from the N-windows and we can obtain the A4; .

OR My,
Ll
Window N-1 .
| Level i
\ \ i
\A/\ND\? AND |
o/
OR OR OR OR
Ly [ e Lys Lyt

Fig. 4.6 Example of connection way of OR-node
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Fig. 4.7 The example of layer 3 MBs are covered by 4 windows when N=4

By using Aq4; , we can obtain the.probability Rq; that an edge which connects to a layer j

OR-node has degree d:

d*XdJ*nj

d*kdj

i~ (urwkpjnj)+---+(urwkp]-nj) - N(prwkpj) (13)

In (13), assume there are n; layer j MBs in‘one window. The denominator means that the sum
of the edges that connect to a layer j OR-node from all the N windows, and the numerator
means that the sum of the edges that belong to the lay j MBs with degree d. The probability

for a level i OR-node to pass 1 to a level i+1 AND-node is:

N(urwkp;j _
Pij = dil ’)Rd.i*Q? ! (14)

With the results in (9)~(13),the probability p;; in (14) can be obtained.
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B 4.2.3 Tosimplify p;;

)\.d‘]

N-1 Kk
Uy X -
S [ (PO ERCEat

mg+my+--+my_;=d Lx=0
{ mjeN Jfor 0<jsN-1

e——

when k is large and p; is small enough

-1 e_prwkpj (urwkpj)mx
m,!

mo+mq+-+my_q=d [X=O
{ m;eN for 0<jsN-1

—Nprwkpj (ur kp]) ]

e
m |
{mo+m1+~~+mN—1=d 0

mj€ell for 0<jsN-1

—Nprywk
= @ NHI'wKpj 4 (Mrwkp]) * Z mp+mq+-—-+my-1=d [H—m]
{ mjeN forosjsN-1 %

According to Binomial theorem
A

Nd
— e~ Nurwkpj , (ul‘wkpi)d * dr

d
— e—Nurwkpj * M
d!

Ry,
B d * A
~ N(urykp;)
_ d " e—Nerkp]- * M
Npry, kp; d!
-1

d
—Nurwkpj . M

=e (d-1)!
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Pi,;
Max_D=Nuryk

= Z Ry * qf

d=1

Max_D d-1
= Z e~ NHrwkpj 4 '(NH;WkI?lj)I * Cl(ij_1
o] (d—-1)!

Max_D

o Nurkp, Z (Nuzdkp,f)l'

Setd=d—-1
Max_D — d
b = o Nl z " (Nprykpj,)
i = @)!

According to Taylor series expansion

= eNurwkpj(=1+q;) (19)
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W 4.3 Selecting Best Weight

In order to own the best video quality, in general, the PSNR can be used to estimate the
difference between the original video and the processed video. But, if some frames are
damage or lost, those damaged or lost frames have to be concealed by the closest frame. In
this case, it is very difficult to estimate the PSNR because the closest frame can be anywhere
and the distance of the closest frame will affect the relevance of content. If the distance is
close, the content is similar and the PSNR is better. Oppositely, if the distance is far, the
content is not similar and the PSNR is low. Therefore, we observe that the PSNR is higher
when there are more frames is received. The different amount of frames example is shown in
the Fig. 4.8. In this example, the video 3 has the best video quality because the average
distance of the copy fame is shorter<than-video 1.and video 2. Even in the extreme case that
all the frames are received, more frame case also has the shortest distance, so it has the best

video quality.

Original
video

Video 1

Video 2

Video 3

Fig. 4.8 Displaying the different amount of frames video

By the above reason, we predict the amount of frames that can be displayed instead of the
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PSNR. In our goal, we estimate which weight can produce the most displayed frames. Firstly,
we observe the expected value in (20) and the dependence of SVC encoding structure of Fig.
4.9. The dependence of frames are shown in Fig. 4.10, and the edge connect with two frames

that have the dependence relations.

15 16
\ /

Fig. 4.9 The encoding Structure of SVC streaming

LO L1 L2 L3 L4

16 8

10

12

AR

14

Fig. 4.10 The Dependence of SVC frame
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Framegypect 04 =
P(Layer 0)
+ P(Layer 0) = P(Layer 1)
+2 « P(Layer 0) = P(Layer 1) * P(Layer 2)
+4 « P(Layer 0) * P(Layer 1) * P(Layer 2) = P(Layer 3)

+8 * P(Layer 0) * P(Layer 1) * P(Layer 2) * P(Layer 3) * P(Layer 4) (20)

We can obtain the simplified equation (21) from (20). Assume P(Layer i) is the probability
that all of the packets of a layer i frame are received successfully and it can be obtained from
the pi,; in(14). For example, if a layer j frame needs u packets to transmit, and the

P(Layer i)= P;;" .Assume the dep(Layervi) is the amount of dependent frames in the Layer i+1.

In section 5.2, we will verify if the model is feasible later.

Frame,ypece ;,j = P(Layer i) (1 + dep(Layer i) * Framegxpect i+1,7) (21)

At this time, we have the model to estimate the weight which can produce the best

quality video and we will use this model on SVC streaming environment in next chapter.
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Chapter 5: The Experiment Results

In this chapter, we will check if our proposed prediction model is accurate or not;
meanwhile, we will also find the suitable environment for the prediction model. Then, we will
verify the feasibility of the prediction model in section 4.3 about the amount of displayed
frames to select the best weight. After we verify the prediction model for selecting the best
weight, we not only use our proposed method with SVC streaming but also compare with the

other methods. Finally, we use the proposed method on variable bandwidth environment.

B 5.1 Accuracy Analysis.for SSW Rateless
Codes Model

In this section, we will observe whether the simulation estimation results near the
simulation results or not. In other words, we observe whether our prediction model can be

used to estimate our proposed method.

The following is our experiment environment for 2 layers SSW:
® Total layers of sliding window: 2
® Window size k: 1000, 2000,4000

® The amount of window: 5, 11, 21, 41,101
— Do .

® (= M :0.3

® . 0.05~0.95 (step size:0.05)

® Repeat time of each weight: 100

® £:0.04~0.2 (step size:0.02)
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The following is our experiment environment for 3 layers SSW:
® Total layers of sliding window: 3
® Window size k: 2000

® The amount of window: 31

n

® ao=-2:025, a=2:025 a,= 2:05

® w:0.25, wy: 0.05~0.7 (step size:0.05)
® Repeat time of each weight: 100

® £:0.02~0.2 (step size:0.03)

We use the degree distribution of Raptor codes [4] in the following experiments:
Q(x) = 0.007969x + 0.493570x2+0.166220x> +.0.072646x* + 0.082558x°

+0.056058x® + 0.037229x° +0.055590x*° + 0.025023x°* + 0.003135x°° (22)

To deal with first and last windows, the 2 layers SSW with 5 windows example is shown
in Fig. 5.1. In this example, window 0 and window 6 are included in the encoding process and
the sum of their MBs is equal to one window. The Fig. 5.2 is the 3 layers SSW with 8
windows example. In this example, window 0, 1, 9, and window 10 are included in the
encoding process. After adding these extra windows, we have to reduce CBs that each

window produces, so that the overhead keeps the same.
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Window 0  Window 2 Window 4 Window 6

( Window 1 Y Window 3 Y Window 5 \
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Window 175 | CBs j | CBs J
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ng*e, (1-a)*k *e,,
J—Iﬁ
CBs CBs
Window 0 Window 6 k *e,=a *k *g,+(1-a)*k*e,,
LO
l_'_J
a*k (1-a)*k

Fig. 5.1 The encoding way of experiment in each window for 2 layers SSW

[ Window 1 V Window 4 _Y Window 7 " Wind:}aw 10
Wind#w 0 Y Window 3 Y Window 6 Y Window 9

f Window 2 V Window 5 ‘ Window 8 \

ay*k*e, (ot ap)*k *e, (o4t az?*k ey, o, *k*e,,
CBs CBs | | CBs
L, m/ \m
[E— 0 S
o, *k (00t a))*k (o, + a,)*k o,*k
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Fig. 5.2 The encoding way of experiment in each window for 3 layers SSW

37



After setting the experiment environment, we observe the accuracy of the proposed
method in different amount of windows (5, 11, 21, 41, and 101).The 2 layers experiment
results are shown in Fig A.1-A.5 in appendix A and Fig. 5.3-5.4, and 3 layers SSW with 31

windows experiment results are shown in Fig A.7-A.9.

Where the prediction error is defined as

average(Simulation probability)—Estimation probabilit
average( 095 d g pr ity ation p yl)) «100%
o= average(Simulation probability)
30 = ; —&— 5 windows L0

—+&—11 windows LO
—E—21 windows LO

—=— 41 windows L0

—B— 101 windows LO

Prediction Error %

5 i i i L i i
004 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
4

—&—5 windows L1

—&— 11 windows L1
— =21 windows L1
—=— 41 windows L1
—H8— 101 windows L1 []

Prediction Error %

0 i 1 i 1 i 1
0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

Fig. 5.3 The deviation in different amount of windows with overhead: 0.04~0.2 k=2000

and the step size=0.02
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Fig. 5.4 The average prediction error versus total windows graph with k=2000

From these results, we can observethat prediction model is inaccurate in some scope of
weights when the overheads are less. Besides, the model.is accurate after the overhead
exceeds a threshold and the threshold becomes lower when the amount of windows increases.
It is possible that the influence of the first and last window become smaller when the amount

of windows becomes more.

Then, we observe that the influence of the window size on prediction. The experiment

results are shown in Fig. A.3, A.6 and A.7 in appendix A and Fig. 5.5:
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—=—window size=4000 L1 {

Prediction Errar %

Fig. 5.5 The deviation'in different window size

In Fig. 5.5 we can note that prediction model is‘inaccurate when the window size is small
in some scope of weights. Besides, the threshold of overhead of prediction model is smaller

when we use the bigger window size.

According to the above experiment results, we conclude the prediction model is accurate
when the amounts of the windows are more or the windows size is bigger.
Moreover, assume the bandwidth is 1000 kbps, packet size 1500 Bytes and the window size is
2000 packets. The actual video length and the window they require in are shown in Table I. It

shows that our proposed method is useful for music video, soap operator and movie.
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Video Length

Total Windows

Music Video 3mins - 6mins 15-31
Soap Operator 25mins - 60mins 127 - 307
Movie 90mins - 120mins 461 - 615

Table I Actual video length and the total required windows with window

size = 2000 and bandwidth = 1000 kbps

B 5.2 Confirm Relationship of PSNR and
Total Displayed Frames

In this section, we will explain why our prediction model in section 4.3 estimates the
displayed frames instead of PSNR: The following is the experiment environment:
® Packet loss rate: 0.01~0.1(step size=0.01)
® Packet size : 1500 Bytes
® Repeat times of each packet loss rate : 100
® 5 layer of temporal scalability
The decoder certainly received SPS(Sequence Parameter Set) ,PPS(Picture Parameter
Set) ,and Frame 0. The encoding structure of SVC streaming is shown the Fig. 5.6 and Table

Il is the details of SVC input file.
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Fig. 5.6 The encoding structure of SVC streaming

SOCCER_3 i bitrate The The GOP size
52x288 30 i (kbits/sec) average total frame of
orig_02.yuv packets.of i one GOP

one frame

TO 38201 | 1678
T1 506.57 6.28
T2 . 672667 . 430
T3 | 880.28 | 1281
T4 | 109370 . 169

Table Il The details of the SVC streaming

In this experiment, we will use different packet loss rates to decide whether each frame is
received or not. And a frame can be displayed only when all of the packets are received. We
measure the PSNR and the amount of the displayed frames in each packet loss rate. In Fig. 5.7,
we can observe that the PSNR is higher when the number of displayed frames increases.
Therefore, it is available to use the amount of frames to estimate which weight produce the

best quality video. In Fig. 5.8, the estimation result is close to the simulation result, so we will
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use this model in next section.

PSNR-Packet Loss Rate & Frames-Packet Loss Rate graph

300 T T T T T T T T T 40
i | —*— Frames
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200
8 o
I o
100

i ] i ] ] i ] i | 10
0 0.0 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 01
Packet Loss Rate

Fig. 5.7 the relationship between PSNR and displayed frames on different packet loss

rate

Frames-Packet Loss Rate graph
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Fig. 5.8 The graph of amount of displayed frames of estimation and simulation on

different packet loss rate
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B 5.3 SSW on SVC Streaming Environment

In this section, we will use the proposed sliding window method on the SVC streaming;
meanwhile, we will compare the result with the other methods. The following is experiment
environment:

We fill up 0 when the data length of encoded frame in SVC, so each frames in the same
temporal layer use the same amount of packets.
® SVC layer 0 ,and 1 belong to Sliding Window layer 0
® SVC layer 2, 3, and 4 belong to Sliding Window layer 1
® Window size k=2033,4066 MBs= 19,38 GOPs
® Wy 0.0~1.0 (step size:0.05)
® Total windows = 5,11
® ¢ =0~0.2 (step size 0.01)
® =0.3084
® Packet size : 1500 Bytes
® Repeat times of each point: 100
® The decoder certainly received SPS(Sequence Parameter Set) ,PPS(Picture Parameter

Set) ,and Frame 0.
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Table 111 is the details of SVC input file:

SOCCER_ i bit rate QP i The The Total GOP size
352x288 3 i (Kbits/sec) number : total frame : packets
0_orig_02.y of of one GOP : of each
uv packets layer
of one
frame
e e TR o - R T
T e T e - T e
T oy T S ; P e
S e Vi R ; = e
BT s TR - T — i
................................................................................................................... PR S
...................................................................................................... i

Table I11-The details of SVC streaming

The following are the three competitors:
1. The UEP method [11]:

This method is the same as the description in.section 3.1. It doesn’t use the overlapped
window and it provides UEP according to the kM. We will use the prediction formula (2)(3)
in section 3.1 with the prediction model described in section 4.3 to choose the kM that causes
the biggest PSNR. The kM is searched from 1 to 3.24. The encoding process is shown in Fig

5.9.

MB MB MB MB MB MB
Lo Lo LO Lo L1 L1

[
Window i Window i+ 1

Fig. 5.9 The encoding process of [11]
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2. General LT codes:
The general LT codes encodes each section without overlapped window and UEP. And it

uses the degree distribution (22). The encoding process is shown in Fig 5.10.

MB MB MB MB MB MB MB MB MB MB MB MB
Lo L0 Lo LO L1 L1 Lo Lo Lo Lo L1 L1

[ f
Window i Window i+1

Fig. 5.10 The encoding process of general LT codes
3. General LT codes with each layer MBs encoded respectively
The competitor 3 is the same as the competitor 2 without overlapped window and UEP. But
its layer 0 MBs and layer 1 MBs are encoded respectively, so the neighbor of CBs either layer
0 MBs or layer 1 MBs. And it also uses the degree distribution (22). The encoding process is

shown in Fig 5.11.

a*k¥(I+e) (1-0)*k *(1-+¢)

Window i Window i+1
Fig. 5.11 The encoding process of general LT codes with each layer MBs encode

respectively

46



The experiment results are shown in the Fig. 5.12 - Fig. 5.15. The decoding performance
of SSW is better than the other methods, especially in low overhead environment. It is
because the overlapped window connected the relation between each CB in different window.
When CBs have the relationship, all the received CBs before can help the decoding process in
later window. Furthermore, the estimation is inaccurate in the low overhead because the
overhead does not exceed the threshold. The method that layer 0 MBs and layer 1MBs
encoded respectively use the less Mbs to encode each layer MBs, so it has the worse
performance than the the method that encode each layer MBs together. The experiment results

show that our estimation is more accurate than the method [11].
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£

Fig. 5.12 Overhead versus displayed frames graph with window size=2033 and total

windows = 11
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Fig. 5.13 Overhead versus PSNR graph with window size=2033 and total windows = 11
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Fig. 5.14 Overhead versus displayed frames graph with window size=4066 and total

windows =5
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Fig. 5.15 Overhead versus PSNR graph with window size=4066 and total windows =5

W 5.4 SSW on-SVC Streaming with
Variable Bandwidth Environment

In this section, we will use our proposed method on SVC streaming with bandwidth
environment. We will verify the accuracy of the prediction model. The following is the
experiment environment:
® SVC layer 0 and 1 belong to Sliding Window layer 0
® SVC layer 2, 3,and 4 belong to Sliding Window layer 1
® Window size k=2033 MBs= 19 GOPs
® W, 0.0~1.0 (step size:0.05)
® Total windows = 11
® o=0.3084
® Packet size : 1500 Bytes

® Repeat times of each point: 100
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The input SVC video is the same as Table I11 in section5.3. And we also use the competitor 1

in section 5.3 to compare with our proposed method.

The original bandwidth is shown in Fig. 5.16 and we will use the smallest maximum
available bandwidth in each time interval of window. The blue line in Fig. 5.16 is the
bandwidth that we use in the experiment. Because our method has the overlapped window so

each window only uses half of bandwidth.

% 10° Bandwidth

36

| R R SO S L .

w
n

s
p
m

w
=

w
w

Bandwidth { Bytes/sec )
w
W
m

3.25 cofbe P SRR A s rig oS Fossenssonenose o
g o —=&— Original Bandwidth
—#— min. Bandwidth  |[...- E

3.2

- : .1 W B 1 TS . !

3.1
0 50 60 70

time(sec.)

Fig. 5.16 The original bandwidth and the available bandwidth in the experiment
The experiment results are shown in Fig.5.17 and Fig. 5.18. The results show that our

prediction model is useful when the bandwidth is variable and the competitor is not well

because the overhead is not enough.
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Fig. 5.17 The amount of Displayed Frames versus time interval graph
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Fig. 5.18 The average PSNR versus time interval graph
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B 5.5 Performance of the Proposed Model
with Robust Soliton Distribution

In this section, we will observe the performance of SSW with the robust soliton

distribution.

The following is our experiment environment:
® Total layers of sliding window: 2
® Window size k: 2000
® The amount of window: 21
® Wy 0.05~0.95 (step size:0.05)
® Repeat time of each weight:100
® 0=03
® ¢:0.04,0.08

® :0.01 & & :0.05 (for robust soliton distribution)

Same as the section 5.1, we also use the two extra windows to deal with the first and the
last windows. After setting the experiment environment, we observe the accuracy of the
proposed prediction model. The experiment results are shown in Fig 5.19 and Fig 5.20. In Fig
5.19 and Fig 5.20, because the figure can’t be shown when the decoding failure probability is

0, so we set the decoding failure probability as 1E-10 when it is 0.
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Fig. 5.19 Estimation results and simulations results of SSW with robust soliton

distribution, k=2000, total windows=31, a=0.3 and ¢=0.04

windows=21 k=2000 £=0.08 «=0.3 c=0.01 8=0.05

Decoding Failure Probability
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Fig. 5.20 Estimation results and simulations results SSW with robust soliton distribution,

k=2000, total windows=31, a=0.3, ¢=0.08
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Chapter 6: Conclusion

In this paper, we proposed a new sliding window method, Synchronized Sliding Window
(SSW) Rateless Coding for layered data or scalable video data, which can provide the UEP on
SVC streaming environment. In SSW, we change the way of sliding in sliding window to
simplify the component of each window and the analysis process. To realize the UEP, we set
weights for each layer MBs. According to the weights, the CBs choose their neighbors in the
way that the MBs can be protected at different levels. Then, we analyze our proposed method
by AND-OR tree analysis and we successfully proposed a prediction model. When we have
this model, we can estimate the decoding failure probability of the MBs of each layer and
decide the weights for any environment:or requirement. By using the prediction model shown
above, we proposed the other prediction model that estimates the amount of displayed frames,
and we do the experiments that show the prediction model.is feasible. Finally, we use the

model to provide the best video quality in SVC streaming.

The experiment results show that our prediction model is excellent in terms of estimation
accuracy. On SVC streaming environment, the experiment results show that our proposed
method use the least overhead and provide the best quality in the meanwhile. In the variable
bandwidth environment, our prediction approach also works well when compared with other

methods in the literature.
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Appendix A

The experiment results of each overhead in section 5.1 are shown in the Fig. A.1 - Fig. A.9:
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Fig. A.1 Estimation results and simulations results in section 5.1 with k=2000, total windows=5,

a =0.3, (2)s=0.04, (b) £=0.06, (c)¢=0.08, (d)e=0.10, (e)¢=0.12, (f¢=0.14, (q)e=0.16, (h)¢=0.18 ,

and (i)e=0.20
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Fig. A.2 Estimation results and simulations results in section 5.1 with k=2000, total
windows=11, a=0.3, (a)¢=0.04, (b)e=0.06, (c)¢=0.08, (d)¢=0.10, (e)e=0.12, (f)e=0.14, (g)¢=0.16,

(h)e=0.18 , and (i)¢=0.20
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Fig. A.3 Estimation results and ‘simulations.results in section 5.1 with k=2000, total

windows=21, a=0.3, (a)e=0.04, (b)e=0.06, (c)e=0.08, (d)¢=0.10, (e)¢=0.12, (f)e=0.14, (g)¢=0.16,

(h)e=0.18 , and (i)¢=0.20
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Fig. A.4 Estimation results and ‘simulations.results in section 5.1 with k=2000, total

windows=41, a=0.3, (a)¢=0.04, (b)e=0.06, (c)e=0.08, (d)¢=0.10, (e)¢=0.12, (f)e=0.14, (9)¢=0.16,

(h)e=0.18 , and (i)¢=0.20
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Fig. A.5 Estimation results and simulations results in section 5.1 with k=2000, total
windows=101, ¢=0.3, (a)¢=0.04, (b)e=0.06, (c)¢=0.08, (d)¢=0.10, (e)e=0.12, (f)¢=0.14, (g)=0.16,

(h)e=0.18 , and (i)¢=0.20
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Fig. A.6 Estimation results and ‘simulations.results in section 5.1 with k=1000, total

windows=21, a=0.3, (a)e=0.04, (b)e=0.06, (c)e=0.08, (d)¢=0.10, (e)¢=0.12, (f)e=0.14, (g)¢=0.16,

(h)e=0.18 , and (i)¢=0.20
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Fig. A.7 Estimation results and ‘simulations.results in section 5.1 with k=4000, total

windows=21, a=0.3, (a)e=0.04, (b)e=0.06, (c)e=0.08, (d)e=0.10, (e)e=0.12, (f)¢=0.14, (g)¢=0.16,

(h)e=0.18 , and (i)e=0.2
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Fig. A.8 Estimation results and simulations results of 3 layers SSW with k=2000, total
windows=31,w0=0.25, ap=0.25, a1=0.25, 0,=0.5 (a)e=0.02, (b)e=0.05, (c)e=0.08, (d)e=0.11,
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Fig. A.9 The deviation of 3 layers SSW with k=2000, total windows=31,w;=0.25, 00=0.25,

0(1:0.25, 0(2:0.5
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