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National Chiao Tung University

Abstract

To make the most of a heterogeneous network in which multiple radio systems co-
exist, an user equipment (UE) should have the capability to select the most efficient
system where the efficiency is measured by the throughput/power ratio. Such a capa-
bility requires that UEs are equipped with built-in multiple transceivers so that it can
adapts to the environment and choose, for example, Wi-Fi or Bluetooth, to connect to
the network instead of a regular macro-cellular system, resulting in power/bandwidth
saving for both the UE and network. A device with such multiple radio capability can
also be used as a relay between a macro system and a small cell to offload the network
traffic.

A serious interference problem arises when applications similar to the latter scenario
are called for unless the assigned bands for these radios are sufficiently separated. When
both transceivers in the same device are active, the transmitting radio signal will in-
terfere the other radio’s receiver. It is the purpose of this thesis to find solutions for
mitigating this in-device coexistence interference(IDCI). We focus on IDCI between LTE
and Wi-Fi systems. This particular issue has been intensively discussed in 3GPP spec-
ification 36.816 [1] from which three major candidates solutions have emerged, namely,
Power control solution, Frequency Division Multiplexing (FDM) solution, and Time Di-

vision Multiplexing (TDM) solution. An optimal one would bear the flavors of all three



approaches, i.e., one invokes the FDM solution to select the available bands as far apart
as possible, and the TDM solution to avoid simultaneous activation while control the
transmit power to a tolerable range. Unfortunately, such a solution is often not real-
izable as it may not compatible with the existing LTE standard and modifications are
needed.

As a result, the Discontinue Reception (DRX) based TDM solution is much more
practical as DRX had been standardized by LTE. DRX is originally designed for energy-
saving purpose that allows only a fractional wake-up interval within each predetermined
period. However, such a periodic on-off clock can be used to serve two radios in disjoint
time intervals.

Since the DRX based solution divides the time resources into two parts for the LTE
and Wi-Fi transceivers, it will degrade the throughput of both systems. Hence we do
not want to activate such an IDCI solution too early to avoid degradation of throughput
as much as possible. On the other hand, if we invoke the IDCI solution too late, the
coexistence interference will reduce SINR and cause packet loss. In this study, we try
to optimize the activation time for the DRX based solution, sending a trigger signal to
eNB at the right time. We also find the optimal deactivation time. Based on measured
SINR over a proper time period, we decide whether or not to trigger the IDC solution
and report the associated DRX parameters to the serving eNB.

For determining when to trigger the DRX based solution, we need to measure the
signal quality such as Signal to Interference plus Noise Ratio (SINR). Hence, how to
measure SINR accurately in the physical layer is another issue we want to discuss. We
use the regression model based approach of [3] to jointly estimate the channel gain and
the correspondent SINR. It is shown that this approach outperforms the conventional
least square (LS) based channel estimator.

Our simulations indicate that the LTE DL throughput performance of the proposed

solution is better than the other two alternatives: the first one triggers the DRX based
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solution whenever WiFi is on while the second one does not employ any IDCI solu-
tion. Our method not only satisfies the LTE and WiFi throughput constraints but also
maximizes the LTE DL throughput.

The WiFi and LTE throughput performance is estimated by both computer simu-
lation and analysis. The analytical results enable us to assess the effects of the DRX
parameters on the throughput performance. We derive the probability density function
(pdf) of the packet transmission time and evaluate the mean throughput and the associ-
ated variance. As WiFi can use only the off-duration of the DRX clock, it can adjust the
packet size according the timing information. In that case, the average throughput is
approximately equal to the fraction of the off-duration. The theoretical derivations are
verified by simulations. For the LTE throughput analysis, we adopt the fairness-aware
F'D-PF scheduling scheme. The simulation results are consistent with the anticipation
that the throughput improves with the increase availability of the LTE time resource.
We establish guidelines for the system to select appropriate DRX parameters to meet

both LTE and WiFi’s throughput requirements.
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Chapter 1

Introduction

1.1 The coexistence interference problem

The LTE-A (Long Term Evolution-Advanced) mobile standard supported by 3GPP
(3rd Generation Partnership Project) shall provide downlink data rates greater than or
equal to 1 Gbps and 100 Mbps for low and high mobilities, respectively. LTE downlink
shall adapt the Orthogonal Frequency Division Multiple Access (OFDMA) technology
while Single Carrier Orthogonal Frequency Division Multiple Access (SC-OFDMA) is
the uplink air interface technology. Both technologies provide many attractive features
that include robustness against frequency selective fading, high spectral efficiency, great
flexibility in radio resource allocation and scheduling.

Due to the increasing popularity and proliferation of the Wireless Local Area Net-
works (WLANSs), it has become a desired feature that a mobile phone can access to both
cellular and WLAN systems. One prefers to make a phone call through cellular system,
access the Internet through WiFi, and connect a portable handset (earphone) through
Bluetooth. In some applications, one would like to access these heterogenous systems
simultaneously which unfortunately causes inter-radio interference. This is because the
operation band of the so-called industrial, scientific, and medical (ISM) band and band

40 of LTE are close to one another, the coexistence of two types of radio transceivers



will result in adjacent channel interference. We refer to the interference issue associated

with this scenario as In-device coexistence interference (IDCI) problem.
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Figure 1.1: Coexistence interference within the same UE.

Fig. 1.1 shows an example in which many radio transceivers are embedded in the
same UE chip. The transmit power from a radio transmitter is often much higher than
the power received by another radio while both are located in the same chip. Because of
insufficient frequency separation and isolation between the transmit and receive units,
the transmit signal causes serious interference. The current filter technology can not
provide enough rejection and it is difficult to solve interference problem by RF design.
Alternative methods by baseband design should therefore be considered. The above in-
device coexistence interference (IDCI) problem in power, time, and frequency domains
is illustrated in Fig. 1.2. An ISM band transmitter sends signal to AP, and the LTE
receiver receives signal from eNB at the same time. Typically, the spurious emission by
the ISM transmitter is much higher than the received LTE signal strength.

Fig. 1.3 plots the 3GPP frequency bands around 2.4GHz ISM band. Three ra-
dio technologies discussed in 3GPP 36.816 [1] result in coexistence with LTE, namely,
WiFi, Bluetooth, and GNSS. We discuss these three operating scenarios in the following

section.

1.2 Operation Scenarios for IDCI
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Figure 1.3: 3GPP frequency bands around the ISM band.

1.2.1 IDCI caused

When an IDC user transmit

by coexistence of LTE and WiFi

s a WilFi waveform and receive data from the LTE network to

provide real time traffic service, WiFi uplink data to AP will interfere with LTE receiving

data from eNB, and LTE uplink data will also interfere with the WiFi receiving data

from AP because LTE band 40 operates at TDD mode, and it will uplink and downlink

data at the same frequency

band. WiFi has 14 channels in ISM band, and each channel

bandwidth is 22MHz. Channel 1 starts with 2401MHz, and channel 14 ends at 2495MHz.

Each channel separates from adjacent channel by 5MHz. There is an exception in channel

number 14 where separation is 12MHz. Channel number 14 is defined beyond ISM band,



and it is only used in Janpan. The transmitter of WiFi will affect receiver of LTE band 40
and vice-versa. Since LTE band 7 is a FDD band, it will affect WiFi receiver. However,

WiFi doesn’t affect LTE receiver at LTE band 7 downlink.

@)

eNB

LTE Rx

STA-1 STA-2 STA-k

Figure 1.4: LTE + WiFi portable router.

1.2.1.1 LTE + WiFi portable router

Fig. 1.4 can express this scenario. In this figure, it shows the situation for LTE
downlink data from eNB to IDC-UE and for WiFi of IDC-UE downlink data to many
stations, and the transmission of WiFi will interfere LTE receiver. UE uses LTE which
is considered as a backhaul link to access the Internet to download data from network,
and the UE shares the data by WiFi to other local WiFi stations which connect with
it. Therefore, the UE becomes a portable AP which has full control on frequency chan-
nel and transmitting power. The UE can move WiFi signal away from LTE band by
itself. If this is not sufficient to solve IDCI problem, UE can inform eNB and require
an IDCI solution. If we use TDM solution to solve the IDCI problem, it will allocate
scheduled period and unscheduled period for LTE. During DL from eNB to UE, the

worst case is that if a packet arrives at the eNB at the beginning of the LTE unsched-



uled period, the resulting delay is the sum of the LTE unscheduled period (waiting for
LTE scheduling) and the LTE scheduling period (waiting for WiFi scheduling). It is
the delay which begins with eNB receiving packet from Internet and ends with WiFi
starting to transmit this packet to the station. The situation is similar to the UL. The
scheduling /unscheduled periods can be made as small as 1 ms to minimize delay, but it is
unusable because it doesn’t consider the impact on retransmissions and other timelines
on both LTE and WiFi, and it also can’t satisfy WiFi transmission time which may
excess lms. Therefore, the scheduling/unscheduled periods should be balanced between
the timeline requirements and the needs of the specific Quality of service (QoS). The

scheduling periods and unscheduled periods should use the following guidelines:

1. Scheduling periods and unscheduled periods should be typically not more than
[20-60] ms.

2. The scheduling and unscheduled periods should be large enough to conform rea-

sonable operation of the LTE and WiFi timelines.

3. Since LTE has typically lower data rate than the WiFi link, the LTE scheduling
periods should be longer than the unscheduled periods in order to achieve roughly

the same throughput on both links.

The coexistence interference case 1-3 of section 1.2 may happen in this scenario.

1.2.1.2 LTE + WiFi offload

Fig. 1.5 can express this scenario. It shows the situation for WiFi uplink data to
AP and for LTE downlink data from eNB to UE, and the transmission of WiFi will
interfere with LTE receiver. LTE UE can offload traffic from LTE to WiFi, and the
WiFi transceiver of the UE operates as a terminal (not AP) in infrastructure mode.
For example, UE performs video conference. The video stream can be divided into

image packets and VoIP packets. And it uses WiFi radio to transmit image packets for
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Figure 1.5: LTE + WiFi offload.

offloading load of LTE and uses LTE radio to transmit VoIP packets for guaranteeing
Qos (delay). Because WiF1i radio is not AP, it is difficult for the WiFi radio to change
the configured frequency channel. In addition, the WiFi radio has to keep listening
to the beacon signal transmitted from WiFi AP for maintaining connection. In this
scenario, if we use time domain solution, the requirements for the scheduling period and
the unscheduled periods will be analyzed as following three observations:

First observation is that UE in WiFi client mode must receive WiFi beacon. In order
to receive beacons properly, the LTE unscheduled period needs to align with the WiFi
beacons. Besides, in order to provide for beacon reception, the scheduling period of LTE
should be no longer than 100ms.

Second observation is that the packet from network can choose one link (WiFi for
offload packets, and LTE for non-offload packets) to transmit to UE. For offload packets,
the largest delay will be scheduling periods, and vice versa. Comparing to WiFi portable

router, the WiFi offload has larger scheduling periods and unscheduled periods with the



same delay requirements.
Third observation is that the traffic volume of the non-offloaded and offloaded traffic
should be matched by the ratio of the scheduling and unscheduled periods.
Synthesizing the above observations, we conclude that the scheduling periods and the
unscheduled periods shall find a balance between the QoS (delay) requirements and the
requirements of the acknowledgement /timeline of LTE and WiFi (HARQ timer, beacon

duration, and so on). In summary, the following guidelines are useful.

1. The scheduling and unscheduled periods should typically not be more than [40-100]

ms.

2. The scheduling and unscheduled periods should be large enough to conform rea-

sonable operation of the LTE and WiFi timelines.

3. WiFi beacons are important messages, LTE unscheduled period should align with

them.

4. The ratio of the scheduling and unscheduled periods should be aligned to the ratio

of the volume of non-offloaded and offloaded traffic.

The coexistence interference case 1-3 of section 1.2 may happen in this scenario.

1.2.2 IDCI Arisen from Coexistence of LTE and Bluetooth

When an IDC user uses LTE for VoIP service and Bluetooth earphones as a part of a
hands-free mobile phone, inter-radio interfere results. Bluetooth has 79 channels which
are separated by 1 MHz and are in ISM band. The first channel starts with 2402 MHz ,
and the last channel ends at 2480 MHz. Similar to WiFi case, the LTE band 40 will be
disturbed by BT and vice versa. The FDD LTE band 7 will affect BT receiver, but BT
won’t affect FDD LTE band 7 receiver.



1.2.3 LTE coexisting with GNSS

Examples of Global Navigation Satellite System (GNSS) include GPS, Modernized GPS,
Galileo, GLONASS, Space Based Augmentation Systems (SBAS), and Quasi Zenith
Satellite System (QZSS). The LTE UL band 7/13/14 will interfere some operating bands
of GNSS system. The problematic cases between LTE and GNSS include:

1. Because LTE band 13/14 is uplink and the operation of frequency band is in 777-
787 MHz/788-798 MHz respectively. It will cause interference to L1/E1 frequency
of GNSS at 1575.42 MHz because of second harmonics which are produced by LTE
band 13/14.

2. The frequency band of Galileo operates at 2.5 GHz for GNSS, which will be affected
by LTE band 7 which operates in 2500-2570 MHz;

3. IRNSS (Indian Regional Navigation Satellite System) are transmitted on L5 (1164-
1215 MHz) and S (2483.5-2500 MHz) bands. The S bands will be affected by LTE
band 7 which operates in 2500-2570 MHz;

1.2.4 Summary of in-device coexistence interference scenarios

Based on the above analysis, the problematic coexistence scenarios will be reorganized
by following four cases:

- Case 1: LTE Band 40 radio Tx causing interference to ISM radio Rx;

- Case 2: ISM radio Tx causing interference to LTE Band 40 radio Rx;

- Case 3: LTE Band 7 radio Tx causing interference to ISM radio Rx;

- Case 4: LTE Band 7/13/14 radio Tx causing interference to GNSS radio Rx.

We will identify the different usage scenarios to observe coexistence interference sit-
uation, and it will contribute to different solutions for collocated behavior of LTE and

other technologies radio.



1.3 Coexistence interference avoidance
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Figure 1.6: Uncoordinated mode.

1.3.1 Coexistence operation modes

(1) Uncoordinated mode:

In Fig. 1.6, it illustrates that the LTE radio operates independently of the ISM radio
and there is no cooperation between the two radios and the LTE radio does not inform
the E-UTRAN about coexistence interference problem. In this mode, if coexistence
interference occurs, the only solution is using better filter to diminish the interference
from another radio. In this case, UE must cost more money to make an accurate filter
design; even so, the improvement is still restricted.

(2) Coordinated within UE only: Fig. 1.7 illustrates the scenario that an LTE
radio is cooperating with an ISM radio without informing the E-UTRAN about the
possible coexistence interference problem. In this situation, if coexistence interference
occurs, the UE can use LTE denial (limit LTE transmission) or WiFi denial (limit WiFi
transmission) to let one radio transmitter not collide with another radio receiver in time
domain. In some cases, UE must receive important control information from WiFi AP

(beacon) or LTE eNB (synchronous signal), so it is important for UE to use LTE or WiFi
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Figure 1.7: Coordinated within UE only.

denial sometimes. Since the E-UTRAN is not informed of the LTE denial message, E-
UTRAN will transmit data even if the UE is in the LTE denial. The eNB may use lower
modulation coding scheme because the transmission is failed by LTE denial, which will

cause performance loss.

assistant information

Terminal

@ = -

Figure 1.8: Coordinated with network level.

(3) Coordinated with network level:

Fig. 1.8 illustrates the case when an LTE radio is cooperating with an ISM radio while
informing the E-UTRAN about the coexistence interference problem. In this situation, if
coexistence interference occurs, the UE can request E-UTRAN for IDCI solution to solve
coexistence interference problem. The IDCI solution is one of the Power control(PC)

solution, the FDM solution, and the TDM solution which will be illustrated in next
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section. The WiFi radio can also use WiF'i denial to assist the process of TDM solution,

and WiFi only transmits in the unscheduling period.

1.3.2 Frequency Division Multiplexing (FDM)

The UE informs the E-UTRAN when transmission/reception of LTE signal or other
radio signal (e.g. WiFi) would be impaired because LTE doesn’t use certain carriers
or frequency resources. The UE will indicate which frequencies are unusable due to
in-device coexistence and which frequencies are usable to eNB so that eNB can select

appropriate frequency bands for FDM solution. We consider two candidate options.

Case 1: Move LTE signal away from ISM band

Power
A

Tx Power of
WiFi or BT signal

WiFior BT
» signal

Out of Band (OOB) emission
by WiFi or BT signal Rl CESE o1

Band Filter
4

Spurious emission by o
WiFi or BT signal A

Move LTE signal Frequency
away from ISM band

Figure 1.9: Potential solutions to move LTE signal away from ISM band.

This scenario is illustrated in Fig 1.9. The WiFi transmits data to AP, and LTE
receives data from eNB. However, the WiFi signal will leak out to LTE receiver since
existing filter restriction. By informing eNB about coexistence interference problem, if
the eNB chooses FDM solution to solve IDCI problem, it will move LTE signal away
from ISM band. In that way, it can reduce the LTE interference from WiFi signal.

Case 2: Move ISM radio signal away from LTE frequency band

The WiFi transmits data to AP and LTE receives data from eNB, the situation

11
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Figure 1.10: Move WiFi radio signal away from LTE frequency band.

can be shown in Fig 1.10. However, the WiF1i signal will leak out to LTE receiver since
existing filter restriction. By reducing WiFi or BT signal transmission range and making
it away from LTE signal, it can reduce the LTE interference from WikFi signal. The WiFi
station shall request AP for new operating frequency band. In order to help WiFi radio
complete these necessary procedures, LTE also needs to avoid coexistence interference

with WiFi radio during the initial stage (e.g. Using LTE denial).

1.3.3 Time Division Multiplexing (TDM)

As shown in Fig 1.11, though the LTE operating band is very close to the WiFi band,
there is no interfere since the two radios use orthogonal time resources, e.g., the WiFi
transmits signal between ty and t; while the LTE receives signal after ¢;.

DRX based solution for LTE and WiFi

DRX is a discontinuous reception mechanism. When this mechanism is active, it will
have a period for LTE to transmit and receive datum , known as the on-duration, and
it will also have another period for LTE to not do any action, known as the off-duration
(sleep period). In the off-duration, eNB will not allocate any resources to the UE, so

the UE can’t uplink data. Besides, eNB will also not downlink data to the UE. The UE

12



r 3
Tx PowerofWito | WiFi or BT signal
BT sienal ! signa
or signa ~ transmitted at 1,
=
Time
Out of Band (OOB) Band Filter
emission by WiFi Al
orBTsignal [~~~ —~~~—~---2%-~--- e
y oy
. I . e,
Spurious emissionby | _____ __ _~_ V ) e
WiFi or BT signal LTE signal
— received at 1
h ]
fo T A >
- Frequency

Prevent time overlap between WiFy/BT Tx and
LTE Rx to avoid interference

Power
WiFior BT Tx
LTE Rx
»
o I

Time

Figure 1.11: Time division multiplexing for coexistence interference avoidance.

will not transmit and receive during off-duration, so it can sleep to save battery power.

During the DRX operation, an LTE user can’t send and receive actions in sleep
mode. Therefore, in this period, we can use WiFi transmission and reception. Both
sides will not be affected by the other side interference. Since the DRX mechanism
already exists in current LTE system, using this mechanism to resolve the in-device
coexistence interference problem is a good method. It can reduce the opportunity to
modify LTE standards and make the operation become more simpler.

When the UE encounters the IDCI problem, it will inform eNB about this situation
and require IDC solution. The UE will also provide the eNB with a desired TDM pattern.
For example, the parameters related to the TDM pattern may consist of periodicity of
the TDM pattern and scheduling period (or unscheduled period). The UE can suggest

TDM pattern (e.g. Fig. 1.12). The configuration of scheduling/unscheduled period can
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be designed by usage of LTE and WiFi. For example, if WiFi traffic is more frequent
than LTE traffic, then the unscheduled period shall be longer than scheduling period.
However, this configuration shall also satisfy both radio QoS and throughput constraint.
If the unscheduled period is too long, the LTE delay requirement may not be satisfied,
and it will result in packet loss.

The final DRX configuration is controlled by eNB (see Fig. 1.13) which can be based
on the UE suggested TDM pattern and other possible criteria (e.g. traffic type). The
scheduling period corresponds to the active time of DRX operation, while unscheduled
period corresponds to the inactive time. The eNB should try to guarantee the un-
scheduled period by existing mechanisms, (e.g. appropriate UL/DL scheduling, DRX
Command MAC control element usage, and etc). It means that flexibility principles
from existing DRX mechanism will be applied (i.e. variable scheduling/unscheduled
period is possible) and that no impact on UE HARQ operation is assumed so far. Dur-
ing inactive time, UE is allowed to delay the initiation of dedicated scheduling request

and/or RACH procedure.

Pattern periodicity (120ms) |
| |

Y

|
|
|
|
l

Scheduling period (60ms) | Unscheduled period (GUms):

Figure 1.12: Example of UE suggested TDM pattern.

Introduction of DRX scheme

UE is active during the on-duration while listening to the physical downlink control
channel (PDCC) to learn if eNB has data to be transmitted to it. After the activation of
the on duration timer, the UE enters Inactive timer. During this timer, UE still listens
to the control channel, and the timer will down count with time. The inactive timer will

be reset once the eNB has data to transmit. If inactive timer counts to zero, and there
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Figure 1.13: Example of DRX configured by eNB to enable TDM.
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Figure 1.14: DRX scheme.

is no data buffer in eNB, then UE will enter power saving mode to save power. During
this mode, UE can only listen to downlink control message, and it can’t transmit or
receive data during this period. Therefore, UE can transmit WiFi signal in this period.
In addition to DRX solution pattern, WiFi of UE must use WiFi denial in DRX active
time to avoid interfering with LTE. Combining DRX scheme and WiF'i denial, WiFi and

LTE will not interfere with each other.

1.3.4 Power control (PC)

When there is interference from WiFi uplink, UE can reduce the transmit WiFi power to
mitigate the interference to LTE, but it will induce the degradation of WikFi SINR. The
WiFi power which UE can adjust must conform with WiFi throughput constraint. To
diminish LTE coexistence interference to ISM or GNSS downlink reception, the UE can
report the need for power reduction to the eNB. The UE can adjust the power control

parameters locally and report the power change value by existing mechanism. How the
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report is transmitted (e.g. via RRC or MAC) and what information (e.g. interference
type, power reduction value, and etc) should be transmitted to eNB are still not clear
for 3GPP. The eNB can adjust the UE transmission power by existing mechanism, e.g.
PDCCH or RRC signalling upon eNB receives the report from UE.

This method has two cases:

Casel: LTE power control

In this scenario LTE can reduce transmission power to mitigate interference with
WiFi.

Power

A

Reduce LTE Tx power

Tx Power of
LTE Signal

Out of Band
(OOB) emission
by LTE signal

Spurious emission
by LTE signal

WiFi/BT
Rx signal

. ! - - - = —| -
. Antenna Isolation —» _1Ip

.
”~

Frequency

Figure 1.15: LTE power control for coexistence interference mitigation.

Case2: ISM power control
In this scenario WiFi can reduce transmission power to mitigate interference with

LTE.

1.3.5 Summary for coexistence interference problem solution

Power control
WiFi uplink power reduction will result in WiFi SINR degradation and also lower

WiFi UL throughput. If the coexistence interference problem is serious, the WiFi power
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Figure 1.16: ISM power control for coexistence interference mitigation.

may need to be reduced by 20dB or even 60dB. Thus, it makes the WiFi throughput
very low or even to be zero, and the power control solution becomes unsuitable. It is
useful only if IDCI is relatively small.

FDM solution

FDM solution is done by shifting the operating frequency band to degrade inter-
ference from one another. However, this method can only degrade interference, it
can’t mitigate interference absolutely. When the IDC user is near the cell edge, the
remaining interference still can’t be endured by this user, so FDM solution is still not
enough to solve IDCI problem sometimes. From another point of view, the operator (e.g.
Chunghwa Telecom) may not be able to deploy the overlay coverage over multiple fre-
quencies everywhere due to the consideration of deployment cost and coverage planning
complexity. UE may not be able to find out an appropriate operating frequency band
to use FDM solution because the whole LTE frequency band on operator are interfered
by WiFi. It is useful only if IDCI is not relatively large.

TDM solution

By segmenting the time resource for different radio usage, when one radio is on
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during a specific period, the other radio should remain silent. This method can totally
avoid interference as orthogonal time resources are used. Since the time resources are
segmented for different radio usage, the time resources available to the LTE or WiFi
radio are reduced. Both LTE and WiFi suffer from throughput loss as the available time
slots are limited by the DRX active mode and DRX power saving mode, respectively. We
are interested in finding a proper DRX trigger epoch to maximize the total throughput
while meeting the individual radio throughput constraints.

The rest of this thesis is organized as follows. In Chapter II, we describe the operat-
ing scenarios in which IDCI exists, present the related system model and assumptions.
We also show several simulation results to exemplify the serious IDCI problems. In
Chapters III and IV, we provide simulation results of SNR estimation and investigate
the effectiveness of the DRX-based TDM solution by finding the optimal trigger parame-
ters. In Chapters V, we analyze the WiFi and LTE throughput performance via Markov
modeling. We investigate the theoretical WiFi throughputs with DRX and without
DRX mechanism. Finally, we apply the fairness-aware FD-PF scheduling scheme [15] to
simulate the throughput behaviors and study the impacts of the DRX parameters and

UE-eNB distance. Our major results are then summarized in Chapters V1.
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Chapter 2

System Model, Assumptions and
Problem Formulation

2.1 Scenario and assumptions

A so-called LTE+WiFi offload scenario is considered in the ensuing investigation.
We assume that the OFDMA based LTE system operates on LTE band 40 and in
TDD mode. The WiFi system complies with the 802.11g standard-an OFDM system
operating on the ISM band close to LTE band 40.

How these two networks interact is illustrated in Fig.2.1 where we consider the case
where there is only one macrocell base station (BS) and one access point (AP). The
LTE system uplinks and downlinks data streams in different (time) subframes (of 1 ms
duration) while the WiFi link is active at the same time. By measuring the signal-to-
interference-plus-noise ratio (SINR), we shall determine if a DRX-based IDCI solution
should be activated.

The following system parameters are needed in subsequent discourse.

1. User mobility:
The user mobility affects the channel’s fading rate which is often classified into fast

fading (> 120km/hr) or slow fading (3km/hr, 30km/hr). If the IDCI user moves
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fast, the threshold for IDCI decision .

2. LTE and WiFi traffic type:

The traffic types include Http, poisson, FTP, VoIP, or full buffer.

3. LTE and WiFi average SINR:
LTE average SINR is related to the distance between eNB and UE, and it will
affect LTE average throughput. WiFi average SINR is related to the distance

between AP and UE, and it will affect WiFi transmission rate.

4. Different WiF1i stations:

The number of WiFi stations will affect throughput

5. LTE and WiFi operating frequency band:
The interference will be different based on operating frequency band at LTE and
WiFi.

6. LTE and WiFi throughput constraint:
The DRX parameters must be chosen to ensure that the LTE/WiFi throughput

requirements be satisfied.

2.1.1 A LTE and WiFi coexistence model: Operation and In-
terference

We assume that other WiFi users always have data to transmit and that they always
use RT'S/CTS mechanism.

We will introduce the procedure of Fig.2.1 and Fig.2.2 as follows. At first, the network
will have some data stream to be transmitted to UE. If eNB receives the data stream
from network, it will buffer the data stream and start to schedule downlink resources
for UE by previous CQI report on DRX active mode, or it will not transmit data when

UE operates on power saving mode until the next on-duration timer is activated. UE
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will decode PDCCH in the downlink subframe to know the position of resource for UE.
If UE has WiFi denial, then the LTE downlink subframe will not be interfered by WikFi.
However, if UE doesn’t use WiFi denial, then LTE SINR may be interfered by WikFi.
WiFi uplink signal will be RTS (request to send) and uplink data, they comply with
RTS/CTS CSMA-CA scheme. When channel is idle, UE will count down the backoff
timer after DIFS time interval(34us) and transmit RTS signal when the backoff timer
becomes zero. And if backoff timer of other users also becomes zero, AP will receive
RTS signals from different users at the same time. This situation will cause collision, so
the AP will not transmit CTS signal, and channel becomes idle. If users don’t receive
CTS, they will extend backoff timer and reselect the random number from the new
backoff timer. The IDC user will measure SINR in every subframe and compute the
throughput by SINR mapped to modulation coding scheme for each subframe. At last,
UE will average the throughput during measured period and decide whether to trigger
IDC solution or not.

Referring to Figs. 2.1 and 2.2, we define the following acronyms:

1. RTS+SIFS+CTS+SIFS+Uplink data+SIFS+ACK: It means that WiFi UE will
send RTS to AP when backoff timer is equal to zero, and AP will send CTS after
SIF'S when AP receives RTS. UE will send uplink data after SIF'S when UE receives
CTS, and AP will send ACK after SIFS when AP receives uplink data. The period
of RTS and Uplink data will interfere with LTE radio.

2. Uplink data+SIFS+ACK: If there is no RTS/CTS scheme, UE will send uplink
data directly. Moreover, AP will send ACK after SIFS when AP receives uplink

data. Only the period of Uplink data will interfere with LTE radio.

3. RTS: If WiFi UE sends RTS to AP, and meanwhile there are other users sending
RTS to AP, it will result in collision. Only the period of RTS will interfere with

LTE radio.
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10.

Uplink data: If WiFi UE sends data to AP, and meanwhile there are other users
sending RTS to AP, it will result in collision. Only the period of Uplink data will

interfere with LTE radio.

WiFi Uplink time: If WiFi is transmitting data, it will be one of the cases which
are mentioned above( 1, 2, 3 and 4). And red parts of these cases represent the

period of WiFi uplink time.

. TDM solution: For LTE+WiFi case, the TDM solution will be DRX based solution

with WiFi denial. Therefore, if the TDM solution is activated, eNB will turn on

DRX solution and UE will use WiFi denial to avoid interfering with LTE.

FDM solution: eNB will shift LTE central frequency away from ISM band. How-
ever, this solution can’t be used for some cases. For example, if eNB only has
frequency band which is close to ISM band, the interference will be serious even
if the resource blocks are allocated away from ISM band. For another example,
because FDM solution can’t avoid interference completely, WiFi interference will

still cause serious effect for UE which is located at cell edge.

Power control solution: If LTE is interfered by WiFi, WiFi will decrease transmis-
sion power for diminishing the interference to LTE and vice versa. If WiFi lowers
its uplink power for PC solution, WiFi may also decrease the link performance
between AP and UE, which will result in increasing the WiFi transmission time.
It is only used in the case that interference is light because of the limit of maximum

power reduction.

For DRX in the power saving mode, it has inactivity timer which can extend LTE
transmission time. During this inactivity timer, if UE receives the paging signal

from PDCCH, UE will reset this inactivity timer and receive the data.

Interference time to LTE during this DL subframe: We can observe (5) to get
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11.

12.

13.

14.

the period of WiFi uplink time during the DL subframe at present. We need to

calculate the period of WiFi interference per subframe to know the WiFi activity

property.

If the IDC user collides with other users, AP will receive RTS or Uplink data
from IDC user and other signal from other users. AP will detect whether collision
occurs. If so, it will not transmit CTS or ACK to the IDC user. If the IDC user
doesn’t receive response from AP after DIFS(DCF inter frame spacing), IDC user

will double its backoff timer and contend with other users again.

We can use LTE and WiFi traffic to decide the DRX active ratio. Ex. DRX active
ratio=active time/DRX cycle=LTE traffic/( LTE+WiFi traffic)

When user operates for on-duration timer or Inactivity timer of DRX scheme, it
can still receive DL, data from eNB, and eNB will allocate the DL resource around

the central frequency by previous CQI in downlink subframe.

We can calculate SINR by interference time from (10). If interference time is long,

the LTE DL subframe will be interfered by WiFi with large probability.

2.2 Problem formulation

2.2.1 A typical IDCI avoidance procedure

Referring to Fig 2.3, we describe an IDCl-avoidance procedure in the following.

1.

First, UE will discover the in-device coexistence problem, and it will try to solve
it by itself. If the interference becomes too serious for UE to handle this problem,

it will need assistance from eNB to deal with the IDCI problem.
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Figure 2.3: A typical IDCI avoidance procedure.

2. After UE wants to trigger IDCI solution and demands eNB for a IDCI solution,
UE will send trigger indication to eNB, and this trigger indication will include
some suggestible IDCI information to eNB (e.g. power control: the value of max-
imum power reduction; TDM solution: WiFi uplink activity ratio; FDM solution:

usable/unusable carrier frequencies)

3. After eNB receives the indication of IDCI, it will decide an appropriate solution
according to different situations (e.g., if usable frequencies are not existed or they
are overloding, then eNB will use TDM solution for UE). Finally, eNB configure

a specific solution for UE.

4. UE will receive IDC configuration demand and process the IDC solution given by
eNB. (e.g. For TDM solution: eNB will configure an appropriate DRX parameters.
For FDM solution: eNB will tell UE which frequency band should be used latter)

During the IDCI avoidance procedure, the UE must be denied until this IDC proce-

dure is ended. Otherwise, WiFi will interfere with LTE reception for IDC information
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and induce the IDCI procedure failed.

2.2.2 Motivation for IDCI solution trigger study

The in-device interference refers mainly to the adjacent channel interference between
WiFi and LTE band 40. If UE can not solve the IDCI problem by itself, it should
inform its serving eNB the related IDCI information so that the eNB can determine if
an IDCI solution should be activated, i.e., the purpose of IDCI information reporting is to
trigger an IDCI solution from the serving eNB. However, TDM solution has drawback
mentioned in Section 1.3 because the available transmission time is limited by DRX
active mode and DRX power saving mode for LTE and WiFi respectively. Both LTE
and WiFi suffer from performance loss. If we activate DRX too early (e.g. sending a
trigger message whenever the ISM radio is active), both LTE and WiFi throughput will
degrade as a result of DRX-induced transmission time reduction. On the other hand, if
we activate DRX too late, LTE DL signal will be severely interfered and cause significant

throughput loss. Hence finding an appropriate trigger time is a major design concern.
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Chapter 3

Simulation Based TDM
Solution—Operation Assumptions

3.1 WiFi operation assumptions

3.1.1 CSMA/CA with RTS/CTS transmission scheme

The IEEE 802.11g standard uses a CSMA/CA (Carrier Sense Multiple Access/Collision

Avoidance) protocol for network access and collision avoidance.
» The steps for 802.11 CSMA as follows:

Step 1: When a station has data to transmit, it will sense the channel. If the channel is
idle, the station is allowed to transmit data.
Step 2: When a station is operating at busy mode, the station should wait for

transmit until the channel becomes idle.
» The scheme for CA as follows:

To make sure the basic data frame unit will not be interrupted by other data frames, it
use different Inter-Frame Space (IFS) types (e.g. SIFS, PIFS and DIFS). If the IFS is

shorter, then the priority will be higher. SIFS is short inter-frame space, it is used for
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immediate acknowledge message. PIFS is PCF (Point Coordination Function) IFS, it is
used for stations wait the PIF'S to transmit data at contention free mode when channel
becomes idle, and it is also the WiFi beacon waiting time at DCF scheme. DIFS is
DCF (Distributed Coordination Function) IFS, it is used for stations wait the DIFS to
transmit data at contention free mode when channel becomes idle. The IF'S relationship
will be SIFS(16us) < PIFS(25us) < DIFS(34us).

To minimize the probability of collision when the number of users increases, the

[EEE 802.11 standard uses binary exponential backoff algorithm to solve this problem.

DIFS . .
Contention Window
PIFS
‘ SIFS
Busy I Backoff timer Data frame
Delay time \

ATime Slot

Figure 3.1: DCF with the CSMA /CA protocol.

As can be seen from Fig. 3.1, the contention window size for backoff timer will grow
twice every time when collision occurs until it reaches the maximum window size. UE
will transmit data after the backoff timer count down to zero and the contention window
will be reset to the minimal contention window size if the transmission was successful.

As shown in Fig. 3.2, it can be regarded as a data frame from Fig. 3.1. At this
scheme, a UE will transmit RTS (request to send) signal first to avoid contention ,and
the target AP will send CTS to the UE after it receives RTS successfully. Next, the UE
will transmit data frame and expect to receive the ACK from the AP to finish this data
frame transmission. If the packet size greater or equal to 2312 bytes, the RTS threshold,

then WiFi will use RT'S/CTS transmission scheme.

29



RTS Uplink data

CTS ACK

DIFS T~

SIFS
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Figure 3.4: TDD frame structure.

3.1.2 Relationship between the number of WiFi users and IDC
user

We assume that other WiFi users operate in saturation condition, it means that they
always have packet to transmit. We show that how other WiFi users will compete the
channel with the IDC WiF1i user using CSMA /CA scheme in Fig. 3.3. If the IDC user
senses channel to be busy before the backoff timer goes to zero, then it can’t transmit
WiFi data until the channel becomes idle again and the LTE will not be interfered by
WiFi during this period. On the other hand, if the IDC user contend the WiFi channel
successfully, then the IDC user’s WiFi will transmit data to WiFi AP and thus interferes

the LTE DL receiving data.

3.2 LTE frame structure and operation assumptions

Fig. 3.4 presents a TDD frame structure, and one radio frame is 10ms which is
composed of ten subframes with the length of 1ms. This scheme needs Guard period
when it switches from the downlink to the uplink due to random access synchronous.

As shown in Fig. 3.5, we show the TDD configuration type for 3GPP. Since the

downlink traffic usually has larger loading than the uplink one for a UE. The number of
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Figure 3.5: TDD configuration.

downlink subframe should be more than the number of uplink subframe. Here, we set
the TDD Uplink-downlink configuration to be 4, where the number of uplink subframe,
the number of downlink subframe ,and the number of switch subframe are 2, 7 and 1
respectively.

As can be seen from Fig. 3.6, the resource block can be composed by many downlink
resource grid. A grid is called a resource element, and it is a basic unit which distributes
over a resource block. Each grid bandwidth contains one subcarrier (15KHz), and its
length is one- symbol period (71.4us). Each subcarrier is orthogonal to each other (see
Fig. 3.7). A resource block has 12 subcarriers and 7 OFDM symbols, so it includes 84
resource elements. With the knowledge of how many resource blocks is assigned to the
UE by the eNB along with the SINR in this subframe, we can calculate the throughput
by MCS (Modulation Coding Scheme) level and CQI (Channel quality indicator) table

latter.

3.3 LTE downlink SINR

The power spectrum density of thermal noise is -174(dBm/Hz) and if we consider only
the inter-cell interference, the average power spectrum density for interference plus noise
level will be -164(dBm/Hz) in the cell edge for the rule of thumb. It this work, we assume

that an IDC user is located on the urban microcell scenario where the coverage region
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Figure 3.7: OFDM subcarrier spacing.
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of the base station is 500 meter. We also assume that the distance between the UE and
the eNB is 425 meter which is close to the cell edge. We adopt the pathloss model in
3GPP 25.883, follow the function pathloss(dB) = 34.53+38*logo(the distance between
the UE and the eNB). In this case the pathloss will be 134.41(dB). The eNB transmis-
sion power is set to be 46dBm and the system bandwidth is 20MHz. The bandwidth for
the data transmission will be 18 MHz which is smaller than the system bandwidth be-
cause it requires a guard band to prevent the adjacent channel interference. As a result,
the average power spectrum density is 46(dBm)-10*log;o(18MHz)= -26.553(dBm/Hz)
and the average SINR calculation considering three informations which are power spec-
trum density of signal, pathloss and power spectrum density of interference plus noise
level. Through the calculation, -26.553(dBm/Hz)-134.41(dB)-(-164(dBm/Hz)), the av-
erage SINR is thus to be 3(dB).

In order to investigate SINR performance under IDC interference, we assume that
the center frequency for LTE and WiFi are 2370MHz and 2412MHz,respectively. The
interference level is -107dBm/Hz. The denominator of SINR is composed of noise power,

inter-cell power and in-device interference power. The average power spectrum density

—164(dBm/Hz) —107(dBm/Hz)
+ 10

of interference will be 10*log;(10 10 10 ), which is approximate to
-107(dBm/Hz), the power spectrum density of tansmission signal, pathloss and the in-
terference is -26.553(dBm/Hz),-134.41(dB) and -107(dBm/Hz), respectively, the average
SINR with IDC interference is -53.96(dB) in this case. Hence, if the in-device interfer-
ence occurs then SINR will be degrade dramatically and the UE can’t get any correct

information from the eNB.

3.4 LTE downlink throughput

After a UE measures SINR, the UE will report CQI to the eNB and the eNB will
choose a modulation coding scheme according to the CQI reported from UE. SINR

will be calculated by the eNB using the above mentioned method and the eNB will
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Figure 3.8: SINR versus BLER with different MCS level.

use Fig. 3.8 to find out a proper MCS (modulation coding scheme) level and BLER.
In general cases, the block error rate will not be larger than 0.1, so if we want to
select a MCS level to maximize the transmission rate, then we should select maximum
MCS level with the constraint that BLER is smaller than 0.1. As can be seen from
Fig. 3.9, different MCS level will represent different efficiency, and the efficiency is
defined by how many bits can a resource element provided. The eNB will allocate
some resource blocks to the UE which uses the same MCS level. We assume that the
UE will take 10 RBs during a subframe interval, and thus the resource elements that
each UE can obtain is 10*12(subcarriers)*7(symbols). So, the transmission bits for
the UE will be 10*84*efficiency during a subframe. The efficiency will be different for
different subframes and we can obtain the average throughput by averaging over different

subframes.
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CQl index- | modulation-| code rate x 1024~ | efficiency~

0a out of ranges

10 QPSK- 780 0.1523+
20 QPSKe 120- 0.2344«
3a QPSK» 193 0.3770e
40 QPSK- 308~ 0.6016¢
5¢ QPSKe 449 0.8770¢
Ba QPSK» 602 1.1758¢
I 16QAM« 378~ 1.4766¢
8a 16QAM. 490e 1.9141¢
9s 16QAM» 616+ 2.4063¢
10 64QAM- 4660 2.7305¢
112 G64QAM- 567+ 3.3223¢
124 64QAM» 666+ 3.9023¢
130 G64QAM. 7724 45234«
140 G64QAM» 8730 5.1152¢
150 64QAM» 948+ 5.5547¢

Figure 3.9: 4 bit CQI table.
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Chapter 4

Appropriate Occasion To Trigger
TDM Solution

It is clear that [4] the decision to trigger an IDCI solution depends on the WiFi

interference level and the WiFi UL activity (see Fig. 4.1).

WIFI UL Activity
100 %
A
NOt OK Trigger for IDCI
A
WIFI denial
OK
Y

-

WIFI interference level

Figure 4.1: IDC indication for LTE DL.

4.1 The effect of WiFi/LTE parameters and WiFi/LTE
throughput
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1. WiFi interference level:

(a) WiFi/LTE transmission power

(b) WiFi/LTE operation frequency band
2. WiFi UL activity:

(a) Number of WiFi users
(b) WiF1i traffic type (Full buffer, FTP, http,...)
(c) WiFi UL transmission rate

(d) WiFi UL buffer
3. LTE DL activity:

(a) LTE traffic type (Full buffer, FTP, http,...)
(b) LTE DL transmission rate
(¢c) LTE TDD configuration

(d) LTE DL buffer
4. DRX parameter:
(a) LTE active time/DRX cycle = DRX activity ratio

How do these parameters affect performance(throughput) is the issue we

will discuss as follows:
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Figure 4.2: Number os WiFi users versus Normalized throughput ratio.

Parameter value
WiFi power from UE 20dBm
LTE power from eNB 46dBm
LTE center frequency 2370MHz
WiFi center frequency 2412MHz
WiFi interference power per Hz -107dBm/Hz
Number of RBs for IDC UE 10RBs
WiF'i transmission rate 6Mbps
Number of WiFi users 2
DRX parameter 80/128
(active time/DRX cycle)
LTE traffic type Full buffer
WiFi traffic type Full buffer
Distance between UE and eNB 420m
Average SINR no IDCI 3dB
Channel Model SCM (Spatial Channel model)
from 3GPP 25.996[5]

Table 4.1: Simulation assumption for LTE and WiFi parameters.

Number of WiFi user
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As shown in Fig. 4.2, these throughputs are normalized by the throughput without
interference. What we mean by no interference implies that both LTE and WiFi operate
independently without interfering to each other. The case “without DRX” means LTE
and WiFi interfere with each other and both ignore the IDC interference. The case
“with DRX” means that UE triggers an IDC solution as soon as WiFi is on and LTE
and WiFi will operate on DRX on-duration and off-duration, respectively. We assume
that LTE and WiFi are full buffered, i.e., they always have data to transmit. As shown
in Fig. 4.2, we find that if the number of WiFi users increases, then LTE DL throughput
will increase because the probability of WiFi contention will increase and the WiFi UL
ratio will thus decrease. As a result, triggering DRX is not guaranteed to be the best
policy with respect to the LTE DL throughput.

From Fig. 4.3, we conclude that WiFi UL activity is influenced by the number of
WiFi users, and it is inverse proportional. To explore the number of WiFi users, we
can use collision probability of RTS. Before WiFi transmits data, it needs to transmit
RTS(request to send) information to AP. In consequence, UE can calculate the collision
probability of RTS to analogize the number of WiFi users. In other words, inverse of
collision probability of RTS is equal to the number of WiFi users approximately. In Fig.
4.4, we assume that the number of WiFi users is two. Because there are always data in
WiFi UL buffer to be transmitted, WiFi UL ratio is still high in no DRX case even if
WiF'i transmission rate increases.

Fig. 4.5 shows that WiFi UL ratio degrade linearly when WiFi data increases. When
WiFi transmission rate increases, the transmission time for one packet will decrease.
Because the WiF'i contention window size will not change with the transmission rate,
it means that WiFi idle time increases when WiFi transmission rate increases. So, the
WiFi UL ratio will decrease when WiFi data increases.

In our simulation, we assume that WiFi receives ACK from the AP, with a possibility

colliding with LTE UL ACK which results in the reduced probability of the success WiFi
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Figure 4.5: WiF1i transmission rate versus WiFi UL ratio (Full buffer case)

uplink transmission. Therefore, for the WiFi UL ratio, the performance of the no-DRX
case is worse than that of the no-interference case. From the simulation results of Fig.
4.6, we assume that the number of WiFi users is two. Because there are always data in
WiFi UL buffer to be transmitted, WiFi UL ratio is still high at no DRX case.

Fig. 4.7 shows that when WiFi transmission rate is large enough, the WiFi activity
ratio will degrade fast because the WiFi buffer will be empty sometimes. Compared to
no interference and no DRX cases, since no DRX case needs higher data rate to empty
the WiFi buffer, WiFi UL ratio will be larger than no interference case.

The results presented in Figs. 4.6 and 4.8 tell us that when WiFi traffic becomes
lighter, WiFi throughput will saturate at 5.5 Mbps, which means that WiFi activity
ratio for these WiFi transmission rates will become smaller. LTE DL throughput ,no
DRX case will increase faster than LTE DL throughput, with DRX case ,because it has
more time resources can be used as successful transmission. The WiFi UL ratio with
DRX is close to WiFi UL ratio with no interference when WiFi transmission rate is large

enough because WiFi traffic is so light; see Fig. 4.9. In this case, even if WiFi only can
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transmit data at DRX sleep mode, it is enough to empty the WiFi UL buffer.

W iFi traffic type

The characteristic of different traffic types will affect IDC trigger decision. The traffic
load can be light or heavy, and the traffic type can be burst or constant. If WiFi traffic
is light, it doesn’t need to trigger IDC . Instead, we can use WiFi denial to wait until
LTE finishes receiving data. If WiFi traffic is heavy, WiFi UL buffer will have queued
data for a long time. It needs to consider whether to activate DRX solution to get a
better performance. If WiFi traffic is heavy and burst, the DRX cycle can be chosen to
match the burst data inter-arrival time.

WiFi UL buffer

UE can predict how much time it needs to take at least to empty the WiFi UL buffer
by the WiFi transmission rate and the number of WiFi users. It is also an important
information to decide whether to trigger IDC or not. It may be better not to trigger
IDC solution in the case for WiFi buffer remaining small volume data and traffic type
being burst traffic, even if WiFi interference power is very high. Because the WiFi buffer
is going to being cleared to empty, UE can predict that WiFi will not uplink data after
WiF1i uplink buffer is empty and LTE can receive data without WiFi interference.

LTE DL activity

If LTE downlink activity ratio is small, maybe we can just use WiFi denial to solve
IDC problem.

DRX parameter

In the simulation assumptions, we don’t consider DRX with inactivity timer because
if LTE always has data needed to be received, then the inactivity timer will extend and
thus WiFi has no chance to transmit with DRX power saving mode.

Assuming that the number of WiFi users is two, Fig. 4.10 plots the normalized
LTE/WiFi throughput performance. If we increase on-duration timer, LTE DL through-

put will increase, but WiFi UL throughput will decrease. If we increase DRX cycle with
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Figure 4.10: Different DRX parameter for normalized throughput

the same on-duration timer, then LTE DL throughput will decrease, but WikFi UL
throughput will increase. Compared to the throughput with no DRX, we can find ap-
propriate DRX parameters to match the throughput demand. In Fig. 4.11, the number
of WiF1i users is three. WiFi UL ratio will decrease when DRX active ratio increases.

Summarizing the above findings, we conclude that if one increases the WiFi trans-
mission rate and the number of WiFi users, then the WiFi UL ratio decreases while LTE
DL throughput increases. If one increases the DRX active ratio, the LTE DL throughput
increases but the WiFi UL throughput reduces. Obviously, there is a trade off between
the LTE and WiFi throughputs.

4.2 Proposed algorithm method

The proposed method is illustrated in Fig. 4.12 when two processing modes are
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Figure 4.11: WiFi transmission rate and WiFi UL ratio.

introduced. First, we consider that UE operates in no DRX mode and decide when to
trigger IDC solution. Second, we consider that UE has operated in DRX mode and
decide when to close the DRX mode. The details of our proposed scheme are described
as follows:

Initial: assume that UE operates in no DRX mode

Step 1: Set window size

Set an appropriate window size for measurement, ex. Radio link failure timer T310
is 50ms. We set 30ms as the window size.

Step 2: UE measures WiFi active time and LTE SINR during the window size It can
judge that whether the interference from WiFi is serious.

Step 3: Decide the DRX active ratio

To ensure that the LTE and WiFi will both achieve their respective throughput
constraints, the DRX active ratio p must be carefully chosen. If i is larger, the LTE DL

throughput will become larger, but WiFi UL throughput will become smaller. hence,
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Figure 4.12: Proposed algorithm procedure

the WiFi UL throughput constraint decide the upper bound of u, and the LTE DL
throughput constraint decide the lower bound of .

Example 1 WiFi has a constrains of minimum transmission rate of 0.5 Mbps with
the average transmission rate of 2 Mbps = 2 Mbpsx (1 — ) >0.5 Mbps, f1,,=0.75 is the
upper bound.

Ezxample 2 LTE’s minimum transmission rate = 0.2 Mbps, the average rate = 1
Mbps = 1 Mbpsxu >0.2 Mbps, fi15,=0.2 is the lower bound

After these constraints are satisfied, we choose the best DRX active ratio to maximize
the throughput with DRX. We can see another example in Fig. 4.13, to comply with
the LTE throughput constraint, the DRX parameter can only be chosen from 80/128,
100/160 and 100/128. To comply with the WiFi throughput constraint, the DRX param-
eter can only be chosen from 80/128 and 100/160. After we meet throughput constraint,
we want to find a optimum parameter to maximize LTE DL throughput such that

argmax total throughput (with DRX) = poptimal (4.1)
Plow <P pup
Thus, UE can report TDM solution indication which is included DRX parameter that

UE choose to eNB.

48



~—+— LTE DL throughput, OR¥ cycle=128(ms)

—#&— LTE DL throughput, DRX cycle=160{ms)

Number of WiFi User=2 —— LTE DL throughput, DRX cycle=256(ms)

—+—WiFi UL throughput, DRX eyele=128(ms)
Lr—WiFi UL throughput, DRX cycle=180(ms)

DRX parameter vs Nomalize throughput | —— yiF; UL throughput, DRX cycle=256(ms)

—+— LTE DL throughput, Mo intedference

e — =— - LTE DL throughput, No DRX

- +— WiFi UL throughput, Mo interference

+= - WiFi UL throughput, Mo DRX

=
bl

=
0

D 100/128

e
4

> 100/160

3
n

LTE throughput constrain

=
o

o
=

Mormalize throughput|ratio

2> | 100/160

WiFi throughput constrain o ~
02 1

01 B
3

1]
10 il 30 40 50 B0 70 a0 a0 100
on Duration Timer {ms)

Figure 4.13: Select appropriate parameters

Step 4: Set an active factor [ Since the measurement period is finite, the measure-
ment result of the throughput may be lower than the statiscal expectation of throughput.
It will result in triggering IDC solution too early and degrading the overall performance.
Here, we use an active factor 5 to avoid switching frequently.

Step 5: Decide whether to trigger the IDC solution or not when DRX scheme is not
active

(a)To trigger DRX: The IDC user will average the LTE DL throughput only in the
DL subframe which didn’t not be interfered by WiFi.

(b)Do not to trigger DRX: The IDC user will average the LTE DL throughput
throughout all the DL subframe no matter the interference from WiFi will happen.

To compute the expectation of the throughput for both with DRX case (a) and no
DRX case (b) while the window size is given, we need to know which LTE subframe is
interfered by WiFi. Classifying the LTE subframes into two groups, one suffers from

WiFi interference, and the other isn’t interfered by WiFi (see Fig. 4.14). By finding
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the average throughput for the group which aren’t interfered by WiFi, we can know
the throughput in on-duration timer after we activate DRX mode. Moreover, we can
get expectative throughput, if we activate DRX after considering DRX active ratio. So
the throughput after DRX activate is (a)-u. The average throughput for no DRX case
(b) is to average all subframe’s throughput no matter whether it is interfered by WiFi.
During the given measured period, if (a)-u >(b)-5, f > 1, then we should trigger IDCI

solution. (8 is an active factor to avoid switching frequently from step 4.

___ Window size=30ms _

- —

LTE [I}’I}’D t"|"|"[}’r}|n‘n‘n ______ DD
WA s o
SINR SINR-IDC SINR *

WiFi

Figure 4.14: Classify the LTE subframes to two groups for without and with WiFi
interference

Wik UL time

After trigger for IDC : If UE operates at TDM solution DRX mode.

Stepl: Measure WiFi UL ratio during power saving mode

WiFi will be denial until DRX power saving mode is starting.

Step 2: Set a deactivate ratio o, 0 < a <1

Because WiFi UL ratio may change with time, average WiFi UL ratio during limited
measured period may be smaller than average WiFi UL ratio during overall simulation
time, and it causes deactivating DRX scheme too soon. To avoid deactivate DRX scheme
too soon and result in interfere from WiF1i seriously, we set a deactivate ratio a.

Step 3: Deactivate DRX

We define the throughput for two situations as follow

(¢) The IDC user will average the LTE DL throughput only in the DL subframe in

On-duration.
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(d) LTE DL throughput constraint

The LTE DL throughput after turning off DRX mode is approach to be (¢)x(1 —

WiFi UL ratio) because the interference from WiFi. If we want to turn off the DRX

mode, we must ensure that LTE DL throughput will still meet LTE DL throughput

constrain, we set (c¢)x(1 —

Wi UL ratlo) > (d). The former is a expectative throughput

after UE deactivate DRX. « is a robust value from step 2.

=WiFi UL ratio< (1 —

(d)

())xa

If WiF1i UL ratio smaller than the threshold then it is time to deactivate DRX.
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Only DRX
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gain
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4.3 Simulation result and summary
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Figure 4.16: Number of WiFi user is time varying versus LTE DL throughput)

In Fig. 4.15, we assume that number of WiFi user is 4 in the first phase so that the

WiFi interference is not serious. However, in the second phase the number of WiFi user

is reduced to one and the WiFi UL ratio increase causes higher WiFi interference level

so it is better to trigger the IDC solution. In Fig. 4.16, the number of WiFi user is

still 4 in the first phase where the no-DRX solution has better throughput performance

than the one with DRX. In the second phase, the WiFi user number becomes 1 and the

throughput performance for no-DRX option deteriorates and becomes worse than the

one with DRX. In the third phase, the throughput performance for former option turns
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Figure 4.17: Compare with throughput and efficiency

better again. Our method can find out the appropriate time epoches to trigger IDC and
deactivate DRX to keep LTE throughput on high level.

From Fig. 4.17, we find that the efficiency, defined as the total transmission bits over
scheduling DL subframes, is a decreasing function of the power UE used.

Case 1. No interference: It is the case for LTE WiFi will not interfere to each other

Case 2. No DRX: It is the case for LTE and WiFi will interfere to each other and
UE doesn’t handle the coexistence interference.

Case 3. Only DRX: It is the case for UE to trigger IDC solution once the WiFi turn
on and it will keep operating on DRX mode.

Case 4. Proposed method: UE can use measurement to decide when to trigger or to
deactivate DRX scheme to keep the throughput at high level.

Compared to LTE DL throughput, if we select an appropriate DRX parameter, then
LTE throughput will be better than no DRX case, our proposed method will be even
better than only DRX case.

Compared to WiFi UL throughput, our proposed method will be lower than no DRX

case because DRX scheme will limit WiFi UL time. Nevertheless our proposed method
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will outperform the only DRX case.
Compared to LTE DL throughput efficiency, only DRX case will have the same effi-
ciency as no interference case and the efficiency of our proposed method can outperform

no DRX case.

4.4 SNR and SINR estimations

In this section, we will introduce new SINR estimator to help us decide a more

accurate trigger occasion for trigger IDC.

4.4.1 Importance for SINR estimation

» Motivation

For above work, we assume that SINR is perfectly known. However, if we consider
SINR estimation error, it will affect IDC trigger decision. Therefore, we propose an
accurate SINR estimator which can degrade possibility of improper trigger for IDC. If
UE measures SINR inaccurately, it will report improper CQI and cause performance

loss.

» System operating model

As shown in Fig. 4.18, eNB transmits OFDM symbols including pilot and data to
the UE, and UE can use pilots for channel and SINR estimation. The SINR estimation
can be improved by decision feedbacks, i.e., after channel estimation, compensation and
data detection, we treat decoded data as pilots and re-estimate the SINR. Note that the

received frequency domain signal is given by

Y;J = H@j . X@j —I— V 0'2 . Ni,j —I— Ii,j (42)
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Figure 4.18: Procedure for SINR estimation.
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Figure 4.19: Pilot position on resource element.

1 =0,1,..., M — 1, which is the symbol index; 7 = 0,1, ..., N — 1, which is the subcarrier
index; X, ; is the received signal at i-th OFDM symbol and j-th subcarrier, X;; =
{P,;,D;;}, P; € {pilot set}, D;; € {dataset}; o* is the noise variance; N;; is a
Gaussian random variable with zero mean and unit variance; I; ; is the interference from
inter-cell or WikFi.

Let (i,7) be the pilot positions shown in Fig. 4.19 which include

(i, §) m=0,rp,3rs, .. (My—1)rs U () m=0,2rp,4rs, ... (Mo — 2)rf
I n= 0,0, 314, . (Ny — Dy I = 0,2r, 4y, (N — 2)1,

where M is the number of subcarriers and Ny is the number of symbols in the pilot set.
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Since WiFi interference pattern is a nonstationary random process, we begin the
SINR estimation issue by excluding the WiFi interference first. We will include the

WiFi interference later.

4.4.2 Channel estimation

As the fading channel is correlated in both frequency and time domains, we follow
the approach of [3] by using a regression model to describe the time-frequency channel
response. It has been shown that this approach outperforms conventional least square

plus interpolation based method for both channel and SINR estimations.
» Least square channel estimation + linear interpolation

To estimate channel on pilot set, the observation function will be

min Y Wi HE PP = B = = o (43
1,7 2¥)

i,j€{pilot set}
H ZLJS is least square channel estimation result at pilot with i-th subcarrier and j-th OFDM
symbol. After we get channel estimation result at pilot, we use linear interpolation to

get channel estimation of data.

F LS+ Lincar s, ntl LS LS -
g =H;; + o1 (Hih;— H;7),c=0,1,..,C — 1, frequency index (4.4)
LS+Linear s, ntl LS LS o
H =H;7 + Kl (Hi 7 —H;7),k=0,1,., K — 1, time index  (4.5)

We will interpolate frequency domain first and interpolate time domain later.
» Model based channel estimation:

By using two order regression model, the observation function will be
min Z Y, —I:_’i,j -Pm|2 :>Fm7n =am®+bmn+cn®+dm+en+ f

i,j€{pilot set}

¢! =labede f], A = [M* mn n® mn 1]" (4.6)
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ﬁ’m,n is a Model based channel estimation result. an can be expressed as two order
function with variables m-th subcarrier and n-th symbol index. ¢ is the coefficient which
needs to be estimated by pilots, and q,, ,, is the frequency-time domain indexes vector.
After we estimate the coefficient of ¢, we use the position vector q,, ,, to get channel value
of the data position (m,n). In the objective function (4.6), we do partial differential for
(4.6) with ¢.

min Z Y — ﬁ’” - X, ;|* = min Z Y;; — éHqiyj X547 (4.7)

i,j€{pilot set} i,j€{pilot set}

~H 2
N aZi,jE{pilot set} D;J —C Q- Xij] —0 (4.8)
C

We express numerator as follows

~H H * Hoa oy
’Y;,j —C q;;- AXz‘,j‘2 = |Y;,j|2 —C q;;- Xz',j : Y;,j —q;;C- Xi,j : Yi,j
+qieeq, ;| X 51 (4.9)
Taking derivative of (4.8) with respect to ¢, we obtain
H
9 Zi,je{pilot set} |Y;J —C q;;- Xi:j’2
oc
= Z iy Xij Yo+ q:,jéqu’,j | Xigl* =0
i,j€{pilot set}
T A *
= Z q,;49,,€ - ’Xi,j‘z = Z Q- Xij- Y, (4.10)
i,j€{pilot set} i,j€{pilot set}
¢ has close form which can be describe as
¢c=Pb, P= Qila Q= Z q’l;,jqz:j|Xi7j|27 b= Z qz',in,jY:j (4.11)
i,j€{pilot set} i,j€{pilot set}
Channel estimation of the data position will be
. . . FrLS
Hyp=Fnn=qah,& =qal, >  Pq,- X[ H (4.12)

1,7€{pilot set}
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Figure 4.20: observed region.

4.4.3 SNR estimation

Fig. 4.20 shows the pilots distribution over resource blocks with which we calculate
SINR for each block in observation window. We define true SINR in the observation

window as

_1 X2
MN Zi,je{observed region} |HZ,] XZJ|
2

. (4.13)

M is total number of symbols in observed region, N is total number of subcarriers in
observed region. ¢ is symbol index which covers from 0 to M — 1, j is subcarrier index
which covers from 0 to N — 1. X;,; € {P,;, D, ;} P ; is pilot set in observed region and
D, ; is data set in observed region.

We then estimate SINR at pilot positions as follows.

Zi,je{pilot set} |Hi7j ’ PZ'J|2
Zi,je{pilot set} |}/:i7j - Hl',j : Pi,j|2

(4.14)

A

H, ; is the channel estimation value at pilot position {,j}, Y;; is the receive signal on

1th symbol and jth subcarrier.
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The initial SINR estimate can be improved by decision feedbacks.

7oL X |2
Zi,je{observed region} |HZJ X%]‘
_H.o. X |2
Zi,je{observed region} |Y;7] HZ,J XZ7J|

Xi; ={P,;,Di,}, P, is the pilot set which already known and D, ; is the decision data

(4.15)

set after channel estimation interpolation.
After calculating for the same block size but different observed regions, we take

average of the SNRs in different windows and simulate the performance as follows.

4.4.4 Numerical examples

Parameter value
Simulation time 140ms
Total system bandwidth 20MHz(100RBs)
Block size for time period 2.5ms(5RBs)
Coherence time 3.8ms
Block size for frequency bandwidth | 180kHz(1RBs)
Coherence bandwidth 500kHz
LTE center frequency 2.39GHz
UE velocity 30km /hr

Table 4.2: Simulation assumption.

From the simulation result of Fig. 4.21, the channel gain is varying with different
symbol time on the same subcarrier. As shown in Fig. 4.22, we assume that the channel
gain is varying with different symbols and subcarriers. We notice that the variation of
LS+linear interpolation will be serious, but that model based channel estimation will
be smooth and much close to the real channel.

Fig. 4.23 shows SNR vs BER curves for different channel estimation methods. The
curve from model based channel estimation is always more close to curve of perfect
channel than LS estimation method. The advantage of model based method is obvious
when user operates at high SNR. The channel estimation error will dominate the bit

error rather than noise.
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35+ .
—+— Model Based
—=— Real Channel L
3r dee- LS .

channel gain
]
h
T

16+

|
1] 20 40 60 80 100 120

Figure 4.21: Channel gain for different symbols.

The model based channel estimation after data decision (Data Aided(DA)-ModelBased
method) will be the most accurate method to estimate SNR which is investigated in Fig.
4.24. Only using pilot to estimate SNR (Only Pilot (OP)-ModelBased) will induce over-
estimated SNR. Although the pilot position will provide better channel estimation result,
noise variance calculation will be underestimated because the number of samples is not
enough. The LS channel estimation (DA-LS) will be underestimate seriously when SNR
is high. When SNR is high, and the noise variance is low, the channel estimation error
will dominate the accuracy of SNR estimation. In that way, it will overestimate the
noise variance and make the SNR estimation result lower than the real SNR. When
interference becomes serious, and SNR is low, the estimation of SNR will be close to
0dB, but real SNR may be smaller than 0 dB. The accuracy of SNR estimation will be
limited by noise because the channel estimation error will contribute to both the signal

power and noise power measurement.
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Figure 4.22: Channel estimation over frequency and time domain.

Block size: Time(RBs}=5, Frequency(RBs)=1
LTE center frequency=2.39GHz, UE “elocity=30 km/hr
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Figure 4.23: SNR vs BER for different channel estimation method at UE velocity of
30km /hr.
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Block size: Time{RBs)=5, Frequency(RBs)=1

LTE center frequency=2.39GHz, UE Velocity=30 kmihr
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Figure 4.24: Compare different SNR estimation method with real SNR at UE velocity
of 30km/hr.
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Figure 4.25: Compare NMSE for different SNR estimation method at UE velocity of
30km /hr.
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Block size: Time(RBs)=5, Frequency(RBs)=1
LTE center frequency=2.39GHz, UE Velocity=80 kmihr
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Figure 4.26: Compare different SNR estimation method with real SNR at UE velocity
of 80km /hr.

Fig. 4.25 depicts the normalized mean square error performance for different SNR
estimation methods when UE velocity = 30km/hr. The MSE for DA-LS and OP-
ModelBased both will decrease when SNR is smaller than 5dB, and increase when SNR
is larger than 5dB. When SNR is high then the noise variance will be low, the channel
estimation error will dominate the accuracy of SNR estimation. Because channel esti-
mation in Model based method is more accurate than in LS method, the NMSE will be
much less in Model based method. The OP-ModelBased method always get higher SNR
result, so the NMSE will be larger than other two methods.

Fig. 4.26 indicates that the model based channel estimator is unreliable because the
channel varies fast, and two order regression model is not good enough to chase the
channel variation when the block size is 2.5ms in time and 180kHz in frequency. The

dopper shift will be D, = fCTU = 2'39“2,2;8100’2”;//’;“10/ 3 — 177Hz. The coherence time

will be 4X1DS = 1.412ms which is smaller than the block size in time. Hence, the SNR

estimation will be inaccurate specially on high SNR because of channel estimation error.
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Figure 4.27: Compare NMSE for different SNR estimation method at UE velocity of
80km/hr.

The mean square error performance for different SNR estimation methods when UE
velocity = 80 km/hr is plotted in Fig. 4.27. Most of the property is approach to Fig. 4.25,
but the NMSE increase fast than UE at slow speed because two order regression model
is not good enough to chase the channel variation. The OP-ModelBased method will
be more precise than other two methods when SNR is high because channel estimation
is accurate at pilot. And average SNR at pilot will close to real SNR in enough block
size at UE high speed because the small number of time slot will obtain enough statistic
property.

From Fig. 4.28, we find that the UE velocity is too fast for the model based channel
estimator to have decent performance. We can adjust the block size in time which is
2ms (4RBs) to be smaller. The SNR estimation accuracy will be better than DA-LS.
Fig. 4.29 shows that as the block size in time is small, DA-ModelBased method will
be able to track the channel variation, the NMSE will improve. But the NMSE of OP-
ModelBased method will become larger than in Fig. 4.27 because the number of time

slot is not enough to obtain real SNR statistic property.
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Block size: Time(RBs)=4, Frequency{RBs)=1
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Figure 4.28: Compare different SNR estimation method with real SNR at UE velocity
of 80km/hr and block size of time is 4(RBs).
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Figure 4.29: Compare NMSE for different SNR estimation method at UE velocity of
80km /hr and block size of time is 4(RBs).
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The above simulation results indicate that the accuracy of SNR estimation for the
regression model based approach of [3] is usually better than conventional least square

(LS) based channel estimator.
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Chapter 5

LTE/WiFi Throughput Analysis

An IDCI user will experience WiFi/LTE throughput degradation once the DRX mode
is activated to solve IDCI. In this chapter, we analyze WiFi/LTE throughput without
DRX and then discuss WiFi/LTE throughput when DRX scheme is on. Finally, we find
the DRX parameters to fit the LTE/WiFi throughput demand from user after DRX

scheme is on.

5.1 W.iFi throughput analysis

5.1.1 Introduction of WiFi protocal

For IEEE 802.11 network based structure, access point (AP) is the point coordinated
center and network synchronization is coordinated by AP. Each WiF1i user have a timing
synchronization function (TSF) counter which has a resolution of 1 us. Each WiFi user
has to align its clock with the AP’s TSF counter. The time point of TSF is positioned on
the timestamp of beacon from AP, which is transmitted with a period of 102.4 ms so that
WiF1i users can keep synchronous with the AP. When a WiFi user receives the beacon,
it takes the time point of TSF from the timestamp and calculate the offset to calibrate

the time point of AP. The offset represents the time needed for the beacon waveform to
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travel from AP to the WiFi user. The operation of synchronization is illustrated in Fig.

5.1

Transmit beacon

AP I » Network time
TSF

TSF + Offset

STA > STA time

<~—— Offset —>‘

Figure 5.1: Based structure for time sychronization.

In Fig. 5.2, we show the CSMA/CA scheme in which a WiFi user is allowed to
transmit whenever the channel become idle. A user must wait for a Inter Frame Space
(IFS) before transmitting. IFS can be classified into Short IFS (SIFS), PCF IFS (PIFS)
and DCF IFS (DIFS), respectively. The SIFS is the smallest time space and goes with
highest priority signals such as ACK, RTS and CTS. The PIFS is invoked when the user
operates on Point Coordinated Function (PCF) scheme, the contention-free scheme for
the AP to polls different WiFi users. PIFS is shorter than DIFS and beacon also uses this
inter frame space. The DIFS is used in conjunction with the Distributed Coordinated
Function (DCF) scheme. DCF is a contention scheme that allows an user to contend
when channel become idle.

Even with DIFS, a transmit packet may collide with other contending packets. To
reduce the collision probability WLAN uses a collision avoidance (CA) scheme which
requires an user to select a random backoff time described by a random binary expo-
nential distribution. The probability that multiple users select the same backoff time is
much smaller than simultaneous retransmissions. To further guarantee minimum colli-
sion, 802.11 adopts the RTS/CTS scheme which enforces an user to transmit Request
to send (RTS) to AP and inform other WiFi users about the occupied time in the form

of Network Allocation Vector (NAV). Other users will not sense the channel during this
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time interval. The position of NAV in a data frame is shown in the Fig. 5.3. When
AP successfully receives a RTS it sends a message called clear to send (CTS) to this
user and inform other WiFi users near AP about the time interval specified by NAV.
The user then start to transmit a packet after receiving CTS and no other transmission
is permitted until NAV is over. The AP will transmit ACK after it receives the data
packet successfully.

Free access when medium

is free longerthan DIFS . )
: DIFS Contention Window
=
DIFS _qP|Fs Next Frame

B Medi ﬂSIFS‘T /B/a?’k#)f/* Wind

usy Medium -Window / RTS Data STA

t 1 1 | =

o Slottime CTS .;Ck Dest

cw
Select Slot and I =
DeferAccess | pecrementBackoffas | NAV (RTS) /// /Nex[Frame Other

long as medium is idle.

NAV(CTS)

Defer Access Backoffafter Defer
=

Figure 5.2: Procedure of WiFi signal transmission.

NAV
Octets:
2 2 6 6 6 2 6 0-2312 4
Frame | | Duration || , | .9 . Sequence| | | Frame
Comm( D Addr1 | Addr2 | Addr3 Control Addr4 Body CRC
- 802.11 MAC Header — >

Figure 5.3: The position of NAV in a data frame.

5.1.2 Introduction of WiFi system throughput analysis

In [14], the author formulates the WiFi backoff model to a semi-Markov chain and derive
the system throughput using the model chain model. In the thesis, we will introduce
analysis from reference [14] first and discuss single user throughput in the WiFi network
for different number of users. After we formulate the formulation of single WiFi user
throughput, we will compare the math formulation result and real WiFi network model

throughput and the results will close to each other.
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0.Wo-2

Figure 5.4: Markov Chain model for the backoff window size.

The state transition diagram is shown as Fig. 5.4. Each state is bidimensional
process {s(t),b(t)}. b(t) is the stochastic process representing the backoff time counter
for a given WiFi user. A discrete and integer time scale is adopted: ¢t and t+1 correspond
to beginning of two consecutive slot times, and the backoff time counter of each station
decrements at the beginning of each slot time. s(t) is the stochastic process representing
the backoff stage (0, ..., m) of the WiFi user at time ¢. m is maximum backoff stage. Let
CWpnin = W which is the minimum contention window size, and the contention window
size will be W; = 2T, where i € (0,m) is backoff stage. The maximum contention
window size will be CW,,.. = 2™W. Regardless of the number of retransmissions
suffered, each packet collides with constant and independent probability p, and the
assumption will accurate as long as W and n get larger, n is number of WiFi user in the
WiFi network. p is conditional collision probability, it is probability of a collision seen

by a packet being transmitted on the channel after the backoff timer count to zero. Once
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independent is assumed, the p is supposed to be a constant value, and the bidimensional
process {s(t),b(t)} will be discrete Markov chain.

The one-step transition probability in Fig. 5.4 is

P{ikli,k+1} =1, ke (0 2) i€
P{0,k|i,0} = (1 —p)/ Wy, ke (0,Wy—1) i€ (0,m);

ol . (5.1)
P{i,kli — 1,0} =p/W;, ke (0 1) ie(
P{m, k|m,0} = p/W,, ke (0

First equation shows that backoff timer decrement when backoff timer still not goes
to zero. Second equation shows that a packet transmit successfully after backoff timer
goes to zero and the state goes to 0 stage. Third equation shows that a packet transmits
failed after backoff timer goes to zero and the state goes to next stage. Fourth equation
shows that a packet transmit failed after backoff timer goes to zero and it will still stay
in m stage because it has operated on maximum backoff stage.

Using transition probability equation and the property for summation of all state

probabilities is equal to one. We can calculate state probability respectively

W, —k

i = W bioi€ (0,m), ke (0,W; —1) (5.2)
m W;—1 m—1
X bo, i 2p)m 1
L= > b= Q@) + )+ ] (5:3)
i=0 k=0 i=0 p p

2(1—2p)(1 - p)
(1 =2p)(W +1) +pW (1 - (2p)™)

boo = (5.4)

Let 7 be the probability that a WiFi user transmits in a randomly chosen time slot.
The transmission occurs once the backoff timer counter is equal to zero, so the 7 can be

expressed as

_ - ~ bop 2(1 — 2p)
T = ;bz,o S l-p (1=2p)(W+1)+pW(1l—(2p)™) (5.5)

At steady state, each remaining WiFi user transmits a packet with probability 7.

Let n be the total number of WiFi users, at least one of the n — 1 remaining WiFi users
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transmit in a time slot when a transmitted packet encounters a collision. This yields
p=1—(1—-7)"" (5.6)

The collision probability p and the transmission probability 7 can be calculated by
combining equation (5.5) and equation (5.6).

Let S be the normalized system throughput, defined as the fraction of time the
channel is used to successfully transmit payload bits. To get S, we need to analyze the
probability what will happen in a randomly chosen slot time. Let P, be the probability

that there is at least one WiFi user transmitting in considered slot time
P,=1—-(1-7)" (5.7)

(1 — 7)™ means the probability that all of WiFi users didn’t transmit at this time
slot, so P, is transmission probability in WiFi network. Let P, be the probability of

successful transmission conditional on transmission occurring on the channel.

B nt(l— 7)1 B nr(l—7)~ !
o= P, S 1l—-(1—7)n (58)

The normalized system throughput S can be express as

g E[payload information transmitted in a slot time] P,P, E[P]

Ellength of a slot time] (1 - P,)o+ PyPTs+ P,(1—Py)

where E[P] is average payload size. o is the duration of an empty slot time, Ty is the
average time the channel is sensed busy because of a successful transmission, and 7T, is
the average time the channel is sensed busy by each WiFi user during a collision. In
this thesis, we let all packets have the same fixed size, E[P|=P(Payload: 3000 bits), so

the T and T, are also constant as Fig. 5.5 and Fig. 5.6

5.1.3 W.iFi throughput analysis for single user

To compute WiFi throughput for single user, we will analyze transmission time for a

packet first. A payload size divides by expectation of transmission time for a packet
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ms 0.048 0.016 0.040 0.016 0.5680 0.016 0.040 0.034

PHY|MAC
T, : RTS | gips | €T | sips |'hdr | hdr PAYLOAD sies | ACK | pres

-l -

T success RTS/CTS

Figure 5.5: T}, duration for transmitting a packet successfully .

ms 0.048 0.034
T : RTS | prrs

T collision RTS/CTS

Figure 5.6: T,, duration for transmitting a packet fail.

can obtain the throughput for single user. We will compare math formulation and real
scenario simulation, the result will close to each other.

In Fig. 5.7, we show the route for states that the WiFi user will undergo during a
packet successful transmission. It assumes that this WiFi user get the random number
X at 0 stage first, and the collision occurs the random value of backoff timer will be
X, at 1 stage. The WiFi user keeps collision until 7 stage, and it will go back to 0 stage
when the user transmits packet successfully.

When the backoff timer counter is not equal to zero (see Fig. 5.8), the backoff timer
will keep count down, and the state transition time interval will be a random variable.
Because the backoff timer will be fixed when it senses the channel is busy, which means
the other WiF1i user is occupying the channel. So, the backoff timer will keep counting
down until the channel becomes idle. The random variable of transition time interval
will include Ts+ o, T.+ 0 and o which have probability Ps, P. and P, as equation (5.11).

The backoff timer counter will fixed until one of other WiFi users transmit success-
fully for case 1 in Fig. 5.9. Sometimes, the WiFi user transmits successfully and the

random number it choose from contention window is exact equal to zero and it will
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Figure 5.7: The route of a packet successful transmission on Markov Chain model for
the backoff window.

m slage

/W

transmit a packet successfully because the backoff timer counter from other WiFi users
will not count down because the channel becomes busy again for case 2 in Fig. 5.9. For
the case 3 in Fig. 5.9, there are more than one WiF1i users transmit signal to AP at the
same time, so the backoff timer counter will fixed until channel becomes idle again, it
needs to take T, to let channel becomes idle and counter down a clock takes time o .
For the case 4 in Fig. 5.9, it shows that no one occupy the WiFi channel because the

backoff timer counter of all WiFi users are still not equal to zero. The transition time

ke (0,W; —2), i€e(0,m)

Figure 5.8: State transition when the backoff timer counter is not equal to zero.
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We can use Flg 5.9 to explain the all situations of transition time interval

Busy ‘

PDF:

Busy

Case 1 \ .

Only one user occupy the channel

Case 3 L\ .

There are more than one users occupy the channel

If the WiFi user selects Backoff timer counter is equal to O

idle

Case2 P, (L) P ()2 Case 4
OO
2Ts+ 0 s o : Py
\\ /’
\ @ No one occupy the channel /
\\ //
P o(t = (Ts+ o)+ P () - 0(t — 215 + 0))|[+|Ps - () - 0t = (3T +0)) |+ -+ +|Po - 6(t — )|+ Pe - 6(t — (T2 + 7))
=3 P ()0t = (KT +0) + P - 0(t = (Te + 0)) + Py - (t — o)
Case 1 RTS SIES SIFS Data SIFS SIS Backoff
CTS AC g
Ts
Backoff timer counter is zero
Case 2 RS g s b SIFS s |0 siEs s b SIFS DIFS J Beckolt
CTS AC CTS AC o
Ts Ts
Case 3 RTS DIES l Backoff
4
Tc o
Case 4 Backoff

a

5

Figure 5.9: Random variable of transition time interval




interval will be one time slot of backoff timer counter.
We can calculate the average time E[Tgqckoff| for state transition when the backoff
timer counter is not equal to zero as follows
ElTbactors] = PATet o)+ Pro 4 PT, 4 Pt (T, + 0) + (0P (3T, +0) 4+
w
i 1)2T5 (5.10)

14
= PcTc+ Pc+Pa+Ps(ﬁ) U+(

P,=(n—1)-7-(1—7)""2 is successful probability for one time

W
P,(———)? is all the possibilities of success
wW—-1
P,=(1—7)""' isidle probability (5.11)
W
P,=1— Py )2 — P, s collision probability

W -1

L

77 1s the probability that WiFi user choose zero to initial backoff timer counter from the

contention window. After a packet transmits successfully once with probability P, the
WiFi user will select for zero continuously with probability (%)k_l, and the transition
time interval will take kT + 0. By summing up the expectation value, we can get
E[Tpackoss] the average time interval for state transition.

Next, we will analyze the probability density function (PDF) of transmission time
for a packet. From Fig. 5.7, we know that user will undergo many transition time
interval, and each of the transition interval when the counter isn’t equal to zero is a
random variable which we assume that they are i.i.d (identity and independent) to each
other. And the random variable of total transmission time for a packet will be derived
by summing up all of transition time interval. Because the PDF from summation of
many random variable will be a huge work to do convolution, we use laplace transform
to calculate PDF and it replace convolution with multiple which reduce the complexity

of analysis.
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For E[TBackory], the time domain expression and its Laplace transform will be

- 1
> P, (W)H St — (kTs+0)+ P, - 0(t—(T.+0))+ P, -6(t — o)
k=1
- 1
= F(s) =Y P, (=) t.esthto) 4 p . o=sleto) L p . o=50 5.12
(s) ; (W) (5.12)

F(s) is Laplace transform from E[Tpgckofs] in time domain.
Here, we consider that the PDF Laplace transform for a packet transmission collide 7
times and access successfully, ®(A4, (4,0)), (¢,0) means ¢ stage and backoff timer counter

(I)(Av (ia 0)) = Z (I)(Av (i7 0)|(07 XO)) ’ P<O7 XO) (513)

P(0, Xy) is the probability that X, is chose, X is the value of backoff timer counter.
®(A, (4,0)](0, X)) is the PDF Laplace transform for a packet transmission from state
(0, Xo) to state (z,0) and access successfully.

The equation 5.13 can be express as follows
X

®(A, (4,0)|(7, X;)) means the Laplace transform for a packet transmit successfully from
state (i, X;) to (7,0), X; is the backoff timer counter value in i-th stage. ®((i, X;)|F, (i —
1,0)) means WiFi user transmission fail at ¢ — 1 stage and it selects new counter value
X; at i stage. ®(F, (i — 1,0)) means Laplace expression for transmission fail at ¢ — 1

stage and it will be related to expression of next stage as follows
O(F, (3,0)) = > ®(F,(5,0)[(, X,)) - P((3, X:)|F, (i = 1,0)) - D(F, (i = 1,0))  (5.15)
X
When the collision times surpass m, the Laplace transform can be expressed as
B(A, (i,0)) = Y (A, (m,0)i](m, X,)) - P((m, X;)|F, (m,0);1) - D(F, (m, 0);-1) (5.16)
X

The state (m,0); means user has occurred collision (¢ > m) times and operates at m

stage. To summarize the Laplace transform formulation, we can get
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ZX (Av( ) )|(0 XO)) (07X0> for
QD(A, <Z70)) = ZX (A’( )|( ) )) P<<Z Xz)|F> (i_ 1’0)) '(D(F> (i_ 1’0)) for
>, ®(A, (m, 0)i](m, X;)) - P((m, X,)|F, (m, 0);-1) - ®(F, (m,0);1) for

2 x, ®(F (1,0)[(0, Xo)) P(0, Xo) for
O(F, (1,0)) = § 2x, O (50)|(, X)) - P((4, Xi)|F, (1 = 1,0)) - ®(F, (i — 1,0)) for
ZXi (I)(Fa <m70) |( )) ((m’X )|F7( 70)2'—1) ’ CI)(F7 (maO)i—l) for

The expression for each item can be

Xo=0,1,--- W for i=0
X;=0,1,--- ,W-2—1 for i<m (5.19)
X, =0,1,---  W-2m—1 for i>m
P(0,Xo) = for 1=0
(5, X)|F, (i —1,0)) = 75z for i<m (5.20)

(
P((m, X;)|F, (m,0);-1) = g for i>m

YXoe=sTs for =0
— e sTs for +<m (5.21)
(1 —p)F(s)%ie™*= for i>m

O(F,(0,0)[(0,Xy)) = pF(s)X0esTe  for i=0
O(F, (i,0)|(i, X;)) = pF(s)Xie T for i <m (5.22)
O(F, (m,0);|(m, X;)) = pF(s)¥ie T for i>m

The equation 5.19 shows the range of backoff timer counter on different collision times.
The equation 5.20 provide the probability that the value selected by next stage. The
equation 5.21 and 5.22 are Laplace expression on different collision times. For eq 5.21,
F(s)%i is Laplace expression for state transition X; times. (1 — p) is the probability for
successful transmission. e~*T* is the time interval user will across successful transmission.

To get the Laplace formulation for transmitting a packet, we replace equation 5.18~5.22
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to 5.17 and we can obtain

Z‘D Xi)) - P((i, X3)|F, (i — 1,0)) - ©(F, (i — 1,0))
_Z(I) ))P((Z,XJ’F,(Z—LO))

3" O(F, (i — 1,0)|(i — 1, X)) - P((i — 1, Xi1)|F, (i — 2,0)) - &(F, (i —2,0))

= 3004, (,0)[65,X1)) - (@ XD, (1= 1,0)) (523)
X;
w-2i—1-1 W-1i-1 i—1
Xi_1=0 =0 k=1 k=1
The Laplace transform expression for collision ¢ times
W-1 = W2i-1 i(1
Z Z 5) Ko+ XutXs p(l—p) g s(1TetTs) for i <m (5.24)
z(z+1) — .
Wz-i—l 272
W-1 = W2i-1 i(1—p)
Z Z XO+X1+M+X’L ) p p m(m+1) 6_8(iTC+TS) fOI' Z >m (525)
ot Witl . (2m)(i—m) ™5

Let L(s) be the Laplace transform function for a packet transmission time which
includes all collision possibilities.
=2 2
“1W-1  W2i-1 i
p'(1—p) —s(iTe+Ts)

X X X;
Z F 0+X1++ W—z+1 T €
X;=0

1

3

vl L]
||MH

o
i
o

W2i—1 i(1-p)
Z F(S)X0+X1+...+Xi . ‘ p ' p —— e—s(iTc—i-Ts) (526)
Xm0 Wi+l . (2m)(z—m)272

i
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Let [(t) be the PDF of transmission time interval

m—1 W-1 W.2t—1
£71 [L(S)] = e Z Z CT)L(C0+---+XiCT)LioJr--%Xi*nCCSSSPCﬂcPgno

=0 Xo=0 X;=0 (ns+nc+ng)
=Xo+X1++X;

N ns Ny nsfzk;lnsg e 1\ "2 1 - sy,
Z Cpz Cngy e Oy P (P (PSW) {PS<W>

ns=nsy+

cotng, o

(1 —p)
{W Znsk' DIs+ (ne+d)T. + (Xo+ Xa+ -+ X))o

oo W-1 W.2i—1

DD D B (5.27)

it=m Xo= (ns+nc+ng)
=Xo+X1++X;

ns Ns—Tsy ns*zs;} Nsg e 1 Nsg 1 B Nsy,
Z Cnslcm? Cnék (PS) ! (PSW) {PS<W)]€ 1:|

ns=nsy +

gy e

. ( p) m(m+1) 0| t— (Znsk k+1)Ts+(nc+Z)Tc+(X0+X1+—{—Xl)g
Witl (2m)(z m)2 —

)

To get further statistic, we derive first order moment and second order moment from
Laplace transform to obtain mean and variance for a packet transmission time interval.
The first order moment will be as follows

3M) pi(1—p) - p'(1—p)
Js s 0= (Z ﬁ + Z . m)(i_m)zm(rg-v-l)

Witl. 272~ i (2

W2t -1

Z Z {(Xo+ Xy + -+ X)) F(s)Xor XXl [ p(s)] e70THT) (5.28)

+ F(s)XﬁXlJr X (1T, + T,)] e s 0Tt T)

s=0}

The items from (5.28) can be express as

!/

{(XO —|—X1 e Xi)F(S)XD+X1+.‘.+Xi71 [—F(S)] efs(iTchTs) +

F(S>XO+X1+---+X¢ [+(iTc + Ts)] e—s(z’Tc+Ts)}|S:0 — {[Z Xk] [E[TBackoffH + [iTc + Ts]}

w
W—-1

’

= F ()] lso = ElTpackogs] = [PCTC + {Pc LB Dy

Wiﬁﬂa+( >%4> F(s)|s—o =1
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W2' L We2it—1 W—l 4
1 o .
i Z X;_1=0 =0 [Zk:() Xk}

Mean = ; Wi+l . 2’(z+1) P'(1 = p)E[Tpackors]
X io: Z){/{(/lzlo—l %fi;lo_l e ~ [22:0 Xk] pz(l B p)E[TB i ]
2 Wi-i—l (Qm)(l m)2m(m+l) ackof f
m—1 2'-1 271 v
PDIAED DI SR - )T, + T
=0 WH_l 27
. 21 12&21 10 )Vz)_:lol

p'(1 = p)liT, + T.]

m(m+1)
2

i=m WZH - (2m)timm)2

m—1 i
W-1 W-2-1 W21 -
— § |: 5 + 5 ++T E[TBackOff]pZ(]-_p)
=0
-1 W-2—1 w.2m—-1 . w.2m—1 i
+ [ 5 +...+T+(Z—M)T:| E[TBackoff]p (1—]))

P (1 = p) E[TBackogy]

0 W .28 -1 Ww.2m—1
Z Z 9 T 2

L)+ s

1)”} p" - p™(1 = p)E[TBackosy]

m—1 {W<2z+1 _ ;) (l + 1)1 pi(l _ p)E[TBackoff] +

C ITWwEm ! Z 1) = (m=+1 W .2m —
by [Eemt ey V-2

_ 1 1—@2p)™ 1-p™\ plmp™'A-p)+00-p")] 1-p"1,

92 {W <2 1—2p 1—p > (1—p)? 1—p }(1 p)E[TBackoff]
WE™—1)— (m+1) (W-2m—1)p

J{ 2 " 2(1 —p)

:| me[TBackoff] + %TG + T (530)

The Laplace transform for first order and second order moment will be

L(s) = /0 T letat, a;@%s:o: /0 TR, agf)|8:o= /0 Ty (5.31)
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Since equation 5.30, the variance for transmission time interval can be

Variance = /OOO 12 1(t)dt — Uooot-za)dtr - {628[;(23)} oo — {ag(j)r oo (5.32)

The L(s) second order differentiation will be

(2L (1—p > i(1— W
I 85(2 } s=0 = (Z . l<z+1> +Z a m<m+1>) Z Z

: 0Wz+1 2 - sz+1 ( )(

( <Z X’“) )0 L[ (s)]| e W - () Bho X[ (T, + Ts)]es(mw)]

W—-1 W-2i—1

m—1 o 00 i 1_
(Z p 1 z(z+1) +Z . p( m(m+1)> Z Z (5.33)

Wit .2 = Wit (Qm)(

ZXk ZXk — 1 Zk OXk 2([F(S>]')2678(Z‘TC+T5) + (Z Xk)F(S)ZZ:O X5 —1 [F(S>]// e*S(l’Tc+Ts)
k=0

Z Xp)F(s) 20 X7 [F(s)] [ (T + Tole T4 4 F(s)Xhoo X4 [ (i, + T e 0T}

The [F(s)] |s—o can be express as

)] g = E B P ) e 4 B e 4 By o)
=0 Ds?

=P, (KT, +0)*( )kl—I—PT—i—O' + P,T,*
k=1

W
W -1

1+ 4
22T, -0 + P,T>—WY— + PT.? (5.34)

:(Ps—i-Pc—i—PU)UZ—i—PC-QTC-U—I—PS( :
137
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By substituting (5.34) and (5.29) for (5.33), (5.33) can be express as

G ED S L 1D ST 3
s=0 — i(i . m m
0s* i—o Witl.2 <+1) iom WitL. (2m)G=m) e Xo=0  X;=0

{(Z Xk)(z Xr—1) (E[TBackoff ZXk [PT 2 — LW) + PT.2+ P, T, }

+2- () X) [ElTpackoss]] (Te + To) + (iT. + T)*}

wW— W””
S (T, )

Wi+l . (Qm)(ifm)QimM;rl) P P)

. 2
w1 W2i-1 i
1
ol =0 X;=0 (Zk:OXk> R
= :: 'L('H»l) p +::
i=m

i—o W2+1 2=

m— 12 .. WT—l Z
(E[TBackoff + Z — ( k=0 >

+§:ZXO 0" W2Z 1<Zk oXk>
Wi+l (Qm)z m.9Q g =

P {2(iT, + T) E[TBackoss] + Vo} (1 — p)
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The Vary from (5.35) can be expressed as
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To compute variance, we combine (5.30),(5.37), (5.38), (5.39) and (5.40) and get
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5.1.4 Simulation result

In this thesis, we use CSMA/CA with RTS/CTS scheme to simulate WiFi throughput
for IDCI user. This IDCI user behaves like other WiFi users, it will get random variable
from contention window first, and then execute the backoff procedure. If anyone else
counter is equal to zero, all of WiFi users must fix backoff timer counter themselves until
channel become idle again. If the collision occurs, these WiFi users who transmit failed
will increase their contention window unless it has been maximum window size. When
the IDCI user transmits successfully, we will accumulate the packet size until the end
of total simulation time and we use total bits which IDCI user transmits successfully
divides by total simulation time to get WiFi average throughput from simulation and
compare simulation with mathematic. We also gather data from a packet transmission
interval by simulation and compare the statistic from simulation and from mathematic.

Let’s compare the mean between the theoretical result from (5.30) and the simulation

one:

Mac body size = 3000 bits, Taotal simulation time = 1500secs, CWmax=1D
9 T T T T T T T T

gk —+— Mathematical 3
—#— Simulation

Avearage time interval for one packet transmission

0 ! ! ! ! ! ! ! 1
1 2 3 4 a 5 7 g 9 10

Mumber of users

Figure 5.10: Mean of transmission time for a packet with different number of users,

CWinar=10.
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Mac body size = 3000 bits, Total simulation time = 1500secs, CWmax=9
9 T T T T T T T T

—+— Mathematical
—#— Sirnulation

Avearage time interval for one packet transmission

0 I I I 1 I I 1 I
1 2 3 4 5 B 7 g 9 10

Mumber of users

Figure 5.11: Mean of transmission time for a packet with different number of users,
CWinaz=9.

Mac body size = 3000 bits, Total sirmulation time = 1500secs, CWmax=8
9 T T T T T T T T

gl —+— Mathematical r
—— Simulation

Awearage time interval for one packet transmission

D | | | | | | | |

1 2 3 4 2 5 7 a8 9 10
Mumber of users

Figure 5.12: Mean of transmission time for a packet with different number of users,
CWinaz=8.
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In Fig. 5.10, 5.11 and 5.12, we show the mean comparison in different maximum
contention window size, W2¢Wmas  These figure describe that mean of transmission
time for a packet with different number of users, if we increase the number of users then
the mean will also increase. The more number of users will induces higher probability
of collision, so the time for a user to transmit a packet is also larger. We can discover
that theoretical results are close to simulation results.

Let’s compare the variance between the theoretical result from (5.41) and the simu-

lation one:

Mac body size = 3000 bits, Total simulation time = 1500secs, CWmax=1D
QDD T T T T T T T T

800 - —+— Mathermatical
—#— Simnulation

700

600 -

300

200 -

100

“ariance of tire interval for one packet transmission

Murnber of users

Figure 5.13: Variance of transmission time for a packet with different number of users,
CW naz=10.

In Fig. 5.13, 5.14 and 5.15, we show the mean comparison in different maximum

2CWmaz  These figure describe that variance of transmission

contention window size, W
time for a packet with different number of users, the variance will increase more obviously
than mean when the number of users is increasing especially in larger contention window
size. If the contention window size is large, the WiFi user transmission time for a

packet will also be large. Although the collision probability will descend when contention

window size is large, the value contribute to variance is still huge so the figure in higher
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Wac body size = 3000 bits, Total simulation time = 1500secs, CWmax=9
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Figure 5.14: Variance of transmission time for a packet with different number of users,
CWinaz=9.

Wlac body size = 3000 bits, Taotal simulation time = 15800secs, CWmaXZB

i
=
o

—+— Mathernatical
—+— Simulation

(X3}
(i)
=
T
*

(78]

=

o
T

250 F

2001

150}

100}

[4y]
o
T

Yarance of tirme intereal for one packet transmission

Mumber of users

Figure 5.15: Variance of transmission time for a packet with different number of users,

CWnaz=S8.
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CW ez has higher variance value. We can discover that theoretical results are close to
simulation results.

Let’s compare the throughput between the theoretical result and the simulation one:

Wac body size = 3000 bits, Total sirmulation time = 1500secs, C\-“v"max=1D
‘Il T T T T T T T T

5% —+— A packet sizeddverage of a packet period (mathematical) | o
! —+— Total receive data/Total time
3k —&— A packet size/Average of a packet period (Simulation) i

Wi throughput (Mbps)
=]

MNumber of users

Figure 5.16: WiFi throughput for derivation and simulation, CW,,,,=10.

In Fig. 5.16, 5.17 and 5.18, we show the WiFi throughput compare between theo-
retical results and the simulation results. The WiFi throughput will decrease when the
number of users increases because more of users will compete with the channel resource.
We compare with three cases, one is the mathematical derivation which is computed by
one packet size divide into average transmission time for a packet, and another is the
simulation way which accumulates packet size from all of transmission and then divide
into total simulation time, the last one is like mathematical derivation but its average
transmission time is computed by simulation. We can discover that theoretical results

are close to simulation results.
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Mac body size = 3000 bits, Total simulation time = 1500secs, CWmax=9

"-1 T T T T T T T T
5 o —— A packet size/Average of a packet petiod (mathematical) | |
T —+— Total receive data/Total time
—&— A packet sizefbverage of a packet period (Simulation)
3F

WWiFI throughput (Mbps)
R
T

Mummber of users

Figure 5.17: WiFi throughput for derivation and simulation, CW,,,.=9.

Wac body size = 3000 bits, Total simulation time = 1500secs, CWmax=B
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WAFT throughput (WMbps)
[gn]
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Figure 5.18: WiFi throughput for derivation and simulation, CW,,,,,.=8.
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5.2 WiFi throughput analysis with DRX

When DRX scheme is activated, the IDC user will deny WiFi transmission on
DRX On-duration and it can only be allowed to transmit WiFi signal on DRX Off-
duration. We assume that most of time IDC user will transmit packet with fixed packet
size(3000bits) to AP, but the transmitted packet size will become smaller when the start
time for WiFi transmission is close to next DRX On-duration because WiFi can’t trans-
mit data at DRX On-duration. We assume that WiFi will transmit a packet which is
exact in front of the next DRX On-duration if the IDC user contends channel successfully
and we use the remaining time for WiFi of IDC user to get maximum packet size it can
transmit during this period. We assume that if WiFi backoff timer counter is not equal
to zero when IDC user operates on DRX On-duration, WiFi will fix the backoff timer
until the situation becomes DRX Off-duration. This is because that IDC user needs to
distinguish the channel busy comes from LTE signal transmission or other WiFi user
transmission, it will increase complexity of process. The another reason is that if WiFi
keeps running backoff timer, it will increase probability of collision because the backoft
timer always go to zero when DRX On-duration is large enough, and WiFi will trans-
mit signal immediately once after the end of DRX On-duration no matter whether the

network is congestion or not, it is not appropriate to WiFi network performance.

On duration
¥

WiFi LTE WiFi LTE WiF

RX cycle

Figure 5.19: Switch between LTE and WiFi on DRX scheme.

Because the WiFi can only use on DRX Off-duration as shown in Fig. 5.19, the WiFi
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Mac body size = 3000 bits, DRxcyele = 1680ms, onDurationTimer = 20ms, CWmax=1D
4 T T T T T T T T
—#— WiFi throughput with DRX

35 —&— YWiFi throughput with DR¥ {mathmatical) Y
—2— Original WiFi throughput

WWiFi throughput(Mbps)

Murnber of users

Figure 5.20: WiFi throughput with DRX for derivation and simulation, 7,,=20ms.

throughput with DRX TRRX can be (5.42)

prx P[P Torx — Ton

TWiFi - Ttheoretical ’ T
WiFi DRX

(5.42)

where F[P] is constant packet size(3000bits), Tirseretical i transmission time interval of
a packet from theoretical derivation (5.30). Tprx is time interval of DRX cycle which
we set 160ms in below simulations and T,, is time interval of DRX On-duration. We
will simulate WiFi throughput for different 7, as follows

We show the simulation result for different DRX parameters from Fig. 5.20 to Fig.
5.24. The theoretical simulation result from (5.42) will close to real simulation result
for each DRX cases from Fig. 5.20 to Fig. 5.24. And we combine the figures from Fig.
5.20 to Fig. 5.24 together to obtain Fig. 5.25.

Fig. 5.25 compares theoretical WiFi throughput with real WiFi throughput for dif-
ferent DRX parameters. We can observe that the WiFi throughput will increase when

the DRX on duration decreases. The reason is that when the DRX on duration decreases
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Mac body size = 3000 bits, DRXcycle = 1680ms, onDurationTimer = 40ms, CWmax=1D

4 T T T T T T T T
—#— WiFi throughput with DRX
35 —=— YWiFi throughput with DRX (mathmatical) H
—— Original WiFi throughput
3

r
T

—_
i

WiFi throughput{dbps)
[gu]

1 2 3 4 5 5 7 8 9 10
Murmber of users

Figure 5.21: WiFi throughput with DRX for derivation and simulation, 7,,=40ms.

Mac body size = 3000 hits, DRXcycle = 160ms, onDurationTimer = B0ms, CWmax=1D

“1 T T T T T T T T
—#— WiFi throughput with DRX
35 —=— WiFi throughput with DRX (mathmatical) 4
—&— Original WiFi throughput

WiFi throughput(Mbps)

1 2 3 4 = 5 7 g
Murmber of users

10

Figure 5.22: WiFi throughput with DRX for derivation and simulation, 7,,=60ms.
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Wlac body size = 3000 bits, DR¥cycle = 160ms, onDurationTimer = 80ms, CWmax=1D
4 T T T T T T T T
——WiFi throughput with DRX

35 —— WiFi throughput with DR (mathmatical)
—— Original WiFi throughput

25+

WWiFi throughputifbps)
[u]

0 1 1 1 1 1 1 1
1 2 3 4 5 g 7 g

Mumber of users

Figure 5.23: WiFi throughput with DRX for derivation and simulation, 7,,=80ms.

Mac body size = 3000 bits, DRxcycle = 1680ms, onDurationTimer = 100ms, CWmax=1D
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Figure 5.24: WiFi throughput with DRX for derivation and simulation, 7,,=100ms.
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Figure 5.25: WiFi throughput with different DRX parameters.
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the time resource for WiFi will increase. We can discover that theoretical results are
close to simulation results. The ratio between remaining time and DRX cycle period
is also equal to the ratio between WiFi throughput with DRX and WiFi throughput
without DRX.

5.3 LTE throughput analysis

5.3.1 Introduction of scheduling scheme

There are many scheduling schemes for eNB to allocate resources to user based
on considering to maximize the total network throughput and to remain the minimal
requirement of each user. We adopt the scheduling scheme from [15], which called
frequency domain proportional fair (FD-PF). Because the based unit of the resource is
a resource block (RB) for each user in LTE system, FD-PF will decide one of these users
to use this RB to magnify system throughput as possible as it can do and remain the
Quality of Service (QoS) of each users. The average throughput 7} (¢) it used from [15] is
computed after all the allocation of RBs are finished in this subframe, and it may induce
all RBs in this subframe will allocate the IDC user once the DRX turn Off-duration to
On-duration because average throughput is small after the DRX Off-duration and the
allocated RBs can'’t refresh the average throughput immediately. So we will use T} ;(¢)
to refresh the average throughput once the RB is allocated to user k. T} ;(t) means

average throughput at j RB from time frame 1 to time frame ¢, it can be expressed as

Ti,(t) = (1-— tc.]\ifRB)TkJ(t —1)+ mRk7j(t) for kis seryed at time ¢ and j-th RB(5'43>
7 (1- tC.NRB)Tk,j (t—1) for otherwise

The Ry ;(t) is current provided throughput, it can be expressed as
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Figure 5.26: WiFi throughput with different DRX parameters.

Ry j(t) = k = arg, max (R—

to average throughput Ty (t.) by (5.45)

Ty(t.) = Ngp - Ty j(t.)

k is the user who get the j-RB at subframe ¢

Ty(t.) is final average throughput for each k user.
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(5.44)

and T} ;(t) is average throughput from 1 RB, 1 subframe to j RB, ¢ subframe in %
user. This scheduling scheme will allocate RB to the user which current throughput
is better than average throughput to maximize total system throughput when average
throughput of each users are similar and allocate RB to the user which average through-
put is lower than other users average throughput to equalize all users throughput when
current throughput of each users are similar. The resource can be expressed as Fig.
5.26, t. is total number of subframes, Ngp is total number of RBs in frequency domain.

When the time is in the end t., we derive from average throughput per RB, T} ;(t.)

(5.45)



and the scheduling procedure will be

for loop of subframe index from 1 to t., t
for loop of frequency index 1 to Ngp, j

for loop of user index 1 to Ny, 01

R, ;(t
k = arg, max <ﬁ((t)))
if n is equal to k
(1= )Tyt = 1)+ B (1)
te+ Nrp™ te+ Nrp
else
(1= )Tt - 1)
¢ Nrp” 7
end if

end for loop of user index
end for loop of frequency index

end for loop of subframe index

5.3.2 Scenario

(5.46)

We assume that the Base station (BS) is separated by 3 sectors, BS will beamform

We consider three cases in Fig. 5.27 as follows

the data into one sector and the LTE users will be uniform distribution in this sector.

We consider the scenario of Macro Urban, and the BS cover range will be 1200

800 and 1100 meters for case 1, case 2 and case 3.

meters. The number of users is 20. As can be seen from Fig. 5.27, the IDC user is red
square point, the blue star points are WiFi users distributed in the sector and one of

them is IDC user. and the distance between IDC user and BS is respective to be 200,

The probability of distance between LTE user located from BS shows in Fig. 5.28.
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Case (1): 200m Case (2); 800m Case (3); 1100m
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Figure 5.27: Cases for different distance between BS and IDC user.
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Figure 5.28: The probability density function with different distance when users appear.
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Figure 5.29: Compare LTE throughput with DRX and without DRX in different distance
of BS.

The percentage for users which distance are larger than 200 meters is 97.31, and larger
than 800 meters is 55.65 and larger than 200 meters is 16.01. The distance will affect the
SNR, if the LTE user is close to BS the SNR will be very well and the LTE throughput
will also be very well. This phenomenon will display on simulation as following section

5.3.3.

5.3.3 Simulation result for LTE throughput

We assume that the bandwidth of BS is 20MHz, it include 100 RBs, the number
of users Nyger i 20. One of users is IDC user which will active DRX scheme to avoid
interference from WiFi, and the BS will allocate RBs to IDC user only it operates on
On-duration of DRX. Other LTE users don’t be limited by DRX which means they can
always be scheduled by BS. We use the FD-PF scheduling scheme in section 5.3.1 to get
the result as follows

Fig. 5.29 compares IDC user throughput with system throughput in distance 200m,
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Figure 5.30: Compare LTE throughput with DRX and without DRX on DRX cycle
128ms.

800m and 1100m. It makes sense that it shows that the IDC user throughput will be
larger when its location is close to BS and vice versa. The system throughput also
consider the IDC user throughput so it will degrade slightly when IDC user distance
become more far.

We show the LTE throughput for different DRX parameters from Fig. 5.30 to Fig.
5.33, and DRX cycle is respective to be 128ms, 160ms, 256ms and 320ms. On duration is
10ms, 20ms, 30ms, 40ms, 50ms, 60ms, 80ms and 100ms for each figure. We can observe
that IDC user throughput will degrade when DRX is active, and IDC user throughput
with DRX will increase not linearly from On-duration because the scheduling scheme

that the BS will keep allocate RB to IDC user on the begin of On-duration but other
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Figure 5.31: Compare LTE throughput with DRX and without DRX on DRX cycle
160ms.

users average throughput 7, ;(¢) will degrade and soon after BS will allocate RBs to
other users following equation (5.44). Compare with different figures, the difference
between IDC user with DRX and IDC user without DRX will be larger when DRX
cycle is larger because it means the LTE usable time ratio from DRX is smaller.

We compare all different DRX parameters in one figure for different distance 200m,
800m and 1100m from Fig. 5.34 to Fig. 5.36. We can see the throughput will increase
when On-duration increases in different DRX cycles, the system throughput will almost
fixed in different DRX parameters. In Fig. 5.34, the IDC user throughput will be larger
than system throughput mostly even if DRX scheme is on because the IDC user is close

to BS. If we compare IDC user throughput with system throughput in Fig. 5.35 and
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Figure 5.33: Compare LTE throughput with DRX and without DRX on DRX cycle
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Cell cover range = 1200m, Distance between eMB and IDC user = 200m
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Figure 5.34: On duration vs. throughput for different DRX cycle on distance 200m.
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Figure 5.35: On duration vs. throughput for different DRX cycle on distance 800m.
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Cell cover range = 1200m, Distance between eMB and IDC user = 1100m
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Figure 5.36: On duration vs. throughput for different DRX cycle on distance 1100m.
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Cell cover range = 1200m, Distance between eNE and IDC user = 200m
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Figure 5.37: DRX ratio vs. throughput for different DRX cycle on distance 200m.

Fig. 5.36, the IDC user throughput will always be lower because distance become much
far.

In Fig. 5.37 to 5.39, we compare LTE throughput with DRX ratios with all different
DRX parameters for different distance 200m, 800m and 1100m. From these figures, we
can observe that IDC user throughput will be larger if DRX cycle is smaller in the same
DRX ratio. This is because that BS will allocate RBs to IDC user more urgently when
DRX operates at On-duration in larger DRX cycle no matter this RB for the IDC user
is good or not and it will degrade IDC user throughput. We can observe that they also
have the same tendency related to distance from BS as like as Fig. 5.34 to Fig. 5.36.
There is a situation that IDC user throughput will be closer each other for different
DRX cycle when the distance between IDC user and BS become larger, because the
scheduling scheme will allocate more RBs when IDC user close to BS, and it results in
the difference between different DRX cycle being larger.

As shown in Fig. 5.40, we show the average throughput effects throughout different
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Figure 5.38: DRX ratio vs. throughput for different DRX cycle on distance 800m.
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Figure 5.39: DRX ratio vs. throughput for different DRX cycle on distance 1100m.
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Figure 5.40: DRX ratio vs. throughput.

DRX ratio. The discontinue property of the curve comes from different throughput from
different DRX cycle in the same DRX ratio for example Fig. 5.37, some DRX ratio will
not appear on some DRX cycle pattern, and it results in the discontinue property of
the curve. The tendency of throughput will be larger if the DRX ratio become larger
because IDC user usable time ratio will also increase.

From simulation results, they conform the anticipation that the throughput gain
come with increasing On-duration and DRX ratio and decreasing eNB-IDC user distance.
In the scenario with large DRX cycle, eNB is likely to schedule RBs to IDC user urgently
even if the physical channel corresponding to these IDC user RBs is in bad condition,
thus its LTE throughput is inferior to the case with small cycle when fixing the same
DRX ratio. Following these figures, user can select appropriate DRX parameters to fit

its requirement.
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Chapter 6

Conclusion

The IDCI issue related to the co-existence of LTE-TDD and WiFi transceivers
is studied in this thesis. Methods for selecting appropriate reporting parameters of
TDM and FDM based IDCI solutions have been proposed. To comply with existing
LTE standard, the TDM solution has invoked the DRX mechanism. It is shown that
judicious choices for the DRX triggering time and related parameters is of paramount
importantance in optimizing the LTE and WiFi throughputs.

The best trigger condition depends on both WiFi uplink ratio and the corresponding
interference level. We investigate different LTE and WiFi system parameter settings and
study their effects on the respective throughput performance. We ind that increasing
the number of WiFi users reduces the traffic of the coexistent WiFi uplink user of
concern and results in lower WiFi interference level whence improves the LTE downlink
throughput. On the other hand, if we increase the DRX active ratio, the LTE downlink
throughput increases as well because the effective time for LTE to have collision-free
transmission becomes longer if the DRX-based solution is properly triggered. When the
WiF1i uplink transmission rate increases, its buffer is emptied shortly and its interference
reduces whence the LTE downlink throughput increases.

We propose a scheme which triggers and deactivates the DRX mode in proper epoches
so as to maximizes LTE downlink throughput while meeting the LTE and WiFi through-

put constraints. To find the optimal activate and deactivate times, the device has to be
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able to estimate the associated SINR accurately. SINR estimate is also needed for FDM
message reporting. We use a model-based method to jointly estimate the channel and
SINR using a proper observation block size. As our SINR estimate becomes unreliable
when the real SINR falls below 0 dB, an UE shall use the desensitization table to deter-
mine which frequency bands are usable, if the estimated SINR is less than or equal to
0 dB. The estimated usable and unusable bands whether they are determined by SINR
estimator or by table look-up, shall be reported to eNB for FDM solution.

We analyze the WiFi and LTE throughput with/without DRX-aided scheme to help
an IDC user selecting proper DRX parameters. The theoretical WiFi throughput value
as a function of the number of WiFi user, n, the contention window size, W, and the
maximum retry number of contention window, m. We derive the characteristic function
of the WiF1i packet transmission time and evaluate the corresponding mean and variance,
assuming a fixed packet size. By inverting the characteristic function, we obtain the pdf
of the packet transmission time with which the DRX-activated WiFi throughput is
computed. The WiFi throughput is maximized by adjusting the packet size given that
the WiFi transmitter knows perfectly the remaining available transmission time during
a particular off-duration. The resulting throughput is hence equal to the unconstrained
throughput times the off duty factor. The mean packet transmission time and the
associated variance predicted by our analysis are verified by computer simulations.

As for the LTE IDC user throughput, we find that, for a fixed DRX cycle, it is an
increasing function of the DRX on-duration and the DRX ratio but a decreasing function
of the distance between user and BS. However, the IDC user throughput is nonlinearly
related to the on-duration. The BS scheduling policy tends to allocate more RBs to an
IDC user but less to other non-IDC users at the begin of an on-duration. The fairness
requirement, however, will force the BS to gradually allocate more RBs to non-IDC users
according to their rate specifications. Our simulation also indicate that, with a fixed

DRX ratio, the IDC user throughput is a decreasing function of the DRX cycle and it
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is insensitive to the DRX cycle when the distance between IDC user and BS is large.
The last observation is due to the fact that the scheduler often allocate more RBs to an
IDC user when it is close to the BS. These throughput performance trends are useful
guidelines for us to select appropriate DRX parameters to satisfy the requirements of

an IDC user.
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