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Abstract

Data envelopment analysis (DEA) is_a-widely used technique to rank the
performance of businesses in performance evaluations. Clustering is widely utilized to

find clusters with similar features and analyze their common characteristics.

This thesis uses DEA to rank the performance of optronics companies based on
the evaluation criteria of business performance. Then, DB-SCAN clustering is applied
to cluster optronics companies into several performance groups. The common features
of each performance group is derived and analyzed. The proposed competence
analysis approach can help businesses understand their strengths and positions in the

industry.
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2.2.DEA(Data Envelopment Analysis 4l ¢ % 4 47:%)
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2.2.2.4 % 4 7 (Benchmarking)
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e T A 2157 0 7 BDMU &2 Y-Y, T G2 4p$ti= % Bldet B 2.1 #9537 o

# 1% 2-1 7 B DMU 2z 1 input/2 output data

DMU Input Output
X Y, Y,
0.8

m o QW
NI RN
D A~ DD W
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d _L 424 —?‘\#I»Lralg_%, b mu %E‘Iq s mﬂlf,%« é_';%_

A Fﬁjﬁff_"&["

C D E-> HppfsaFE s 1> dmAR4AR 5 F 2cF hl = o

B L% EH (A B)I &
2_ FEHE 22 5 5 o % (Efficiency Frontier) ¥| Jn k2. FE3E 0t B o

¥ H = (DMU)A hip$tscs &5 OA/OA*=0.8
A% H = (DMU) B thip»cd i@ 2 OB/OB*=2/3
de

Az Et54°08) >

B 2 &ik5(2°3)

Lbﬁ%jﬂ]ﬁ+& éiﬁj’k\gjéﬁfiAﬁBﬂL“éf?\

(&
1

&
\_
yc
73
il
ETRS
s
(5]
N}
£
S5
=F
Ey
El
S
3
=
XN
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2.2.4.5 1% & #4.4](Linear Normalization)

195 038 B B if 3 F (Pareto optimality)si® & > & ¥ i~ 3 5 H ek EpF o
TERFH B Pl R R L oh - S TER R E Y P iE - H

2R P Hocdk 7 M AL 1[3] -

1295 BCC #5¢ > -
£ Xijo YA

FIEHE(=1>2" .. .mE

$ A (=] 0 20 .82 BB ooriEis T - H - k(DMU,)2 e By pF » b

outputs & :ulr=1-2...9)p &2
inputs £ : vii=1 > 2> ..'m)2

Mg H K E RS o AR EL TR

ANFP S EEM > AT s

R E R T ERDEE Y w2 v A D E P %A DMU ok 9t
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2.2.5.3 » &2 & 1) 7] £ 7 (Inputs/outputs analysis)

AL 5 %—*ﬁ—%ﬁﬁéﬁfi%%—g— EYSFR LS LA ERE
Wit ip S Frn o iy o ﬁ»?ﬁ?ﬁéﬁﬁfﬁ{ﬂﬁ(inputs)—%?é_:'i(outputs)

FlF 2 ApHE R Y APHE R BSOS S H - 4ptR(1T7] -

0225228 i r o AN Ee AT R k0 BB A NEET

Fpt o - ERGAIIF o RBP PO Ee 0 ANEe YT AR TG

fApF AR h R BT RE T2 AR R R A N ek

(Output-based efficiency) > H ¥ b5 3] 30 Bz F * o

W E - e A 4 R E BeAlEN o Tk o S B AR EA )R

M(IEm AN AR R RIREEAR)F (P B A -
PLFLA & Charns % 4 (1978 #)[8] ¥ — L » 2 H - & I enfFa57 >
ek k(R AN B KE - F &

4%

F_k

% 78 A& 4\ (multiple input)¥? % 38 3% » (multiple output)ef-/wT™ » p| ¥

v N B E (weight) s A o

sek=F N2 s R LN iR L

e F Al E o T PRI ER Lo A4 § 5 A T (multiple output)

bl & kB n o @ iE* DEA th N o T OB chbe R S T Bk o

AR TS ERM P ALETARE TS ERAE N o



THARS A B RA AR F R ERAF L E I P R AR RLT

G2 APHHEE 0 BE W B T AL LA 4T o

BOEERS S R STRE T R e T R S L T
o2 fEE o R g §f " 17 (Regression) » T &~ f& % & a2 % > -

1

=

B R LK ET - mEH B 1L L FRAS R B TR
LRATRE DS FRLEF o

3 T L

O Sy H- AN mFARRITEERS SAURE KA e

®  HBE A2 BN AT e fhads B b Hek RE T 0% R &

A Bk 5 Mok A A R L2 R T 0§ B L]

[ ]
i

ﬁf ENSRE I N £ 55 0 g i

F_

4o o BHIRG - F A @agE Y Pt L oh i f input/output 4e 4 A 4T o
i* L Z R AT AN L BHEEE L iEE (weight) ] i fEiA - Ra o LI
TE AP - P LRl { 3 F 4 o Farrell(1957)[26] 5 4114 5
78 # ~ (multiple input)¥? % 58 & 31 (multiple output):® i 4p ¥»d h jx > M3 2
d Charnes - Cooper £ Rhodes = 4 3+ 1978 & 4r 14z % > fid SUERA| 7

¥R £ H = eh4 & % % (production frontier) » ¥ gt E L B LR H >

hotp e % [8] -

1 DEA #78 »c 5 thiE = 4 93 Bl & i3 8t K (Pareto optimality) g & + [3] »
a7y Bl it 5 B (Pareto optimality) & 4p & + 7 &7 3§ % 8 4 iR T H 4 B A oD
FIE > BEBRE 0 - AR H = (DMU) & 7 fFmT )zif‘":"ﬁ L gy e

14



wi)
e
N
[l

PAADGTR AP H AR R A @RS .

HaE A F % 0 weight 2134 DEA ¥ DMU £ 1 criterion 4p #3225

% ¥ 1> 7 | e DMUs/criteria 2.4 > p$f»cF = 2 b o
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2.2.6.3% » cF 2_ % + {* (Input maximization)
BCC 2 #5878 o™

Ex= Max [Sum(u,Xx) / Sum(v;Yix)]

£ [Sum(u,Yy) / Sum(viXj)l<=1 > j=1-2> ...n
Hord i 3 FA2iE 1.0

H ¢  constraint %

u- 0 vi>=0>

r=12...s>

i=1>2>..m

A hy R AR 2T

PR G - A e o w41 LINGO ¥ 1 B Rz

16



2.2.7.3 » »x ¥ 2_ it A.i* (Input normalization)

Flo ARG g SR AP RS SR FliAek @ V)
B Pl - BEocc2 (6 @ »ov)iv LB ikfE, FpT 4

AAL I ERRAFZEAE e r o F S Es > BT 2 H1558[3]

Max hy [Sum(u,Y )]
PHs s KT 255 E
N

S.t. [Sum(ViXik)] =]

[Sum(u, Y] - [Sum(viX;)] <=0 3=122+...n

2% ¥_constraint

u 0 vi>=0 >

r=1>2...s>

i=1>2>...m

) : DMU, 35 ~ 3% L ha=0I+/Ol,

17



2.2.8.& I3 F 2 + i (Output maximization)

225 g7 0 AV ipEE T ik B 2 Tﬁiﬁtfﬁc RN AT (3]
Min 1/gx=[Sum(viXix) / Sum(u,Y )]

Pies o REwF2L ] E
£ [Sum(viXj) / Sum(uyY )] >=1 »

j=1>2>_..n

Constraint =
u. 2 vi>=0 >

r=1>2...s°

5] : DMUg s » 225 5 ga=IaA/IAA°®

18



2.2.9.2 13 2 it A1 (Output normalization)
B 226738 ¥R RS2 AR L]0 AR R3]
Min 1/gx=[Sum(viXix)]
s.t. [Sum(u, Y «)]=1
ALl PR fAF2ZEAE
- Sum(u;Y)] + Sum(viXj) >=0-j=1>2> ...n
u - vp>=0>r=1-2...s2i=1>2> ...m
3K Z_constraint
AT gk s A DR

] : DMU, 635 » 22 % 5 ha=0Ix+/Ol4
2.2.10.DEA #-;' (DEA model)

v ehadr kg o2 g AF AR F8E R LR A normalization

R L TR A

19



3.3 B (clustering)

¥ F (clustering) &~ F8 1§ ¥ 4 5772 > 4= 4p 12 B 4 (objects) » #f = 7 o ci73¥
(groups) 9\ ML e o R H_ P data sets 4 I (partitioning) = # B
subsets(clusters) > # i subset ¥ fridata § — & K cdF b oo - TOFEYE

%f‘g ]f] I]\ °
2.3.1.F #1## X (Data Clustering)

TR # F (data clustering) £ — f& 3 F s hIE TR A 472 0 B * ;f:fv B i

R » & 3% data mining - pattern recognition > machine learning > image analysis % [18] °
2.3.2.3 & %~ #7(clustering analysis)

hF Foen g Bl 177 R ER L 4702 (clustering analysis) vt i i B -
e 1% FR 172 K4 TORE | T SNa AR 8 4 s 4 T]-*L{if” #p 1 en i3 %8 (DMUs)
Bt - e d PR T AR M o RS - 3 A P i R 3
- fr‘bﬁ‘» hE & [8] -

¥ H A 17 (clustering analysis) ¥~ fEBIEAL B - 37 314 0 BFE R % A 5 5702

S A A R ehp o 2 A1 RO E S B BT P RBEIL B R

hiBEMZY R ETAR- BREEN T ,fwi’rs 3 10 I chF 1 (homogeneity) »

!

f o H el (clusters)2 B 4rg ¥ L B o4k U B0 B kg 0 B B
RS T ES SRR R S SR R 1

#HF 4 17 (clustering analysis)$ & 5o 5702 7 2 e 30 @SS HE G A
B FIH SRR 2 AR AR A L A R AA R

R R G BT SRR PR S PRFEE e s D14 [19] -
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233 #HE L 17° piufbengrE

HEAS YT @ ¥ F & 4% A K H = (Decision Maker Units » DMUs »
"2 DMUs # 7 2 ) SBEgt T4 2 49 BT AL 5 245 o & % chpedp £ ol | ) o
# DMUs &% > o iﬁéﬁﬁﬁfﬂ 4 e Bl i&é,ﬁ—‘: e ] 3R E 0k e GE
e & e GlcE s i TR R B RN B DMUs k=0 de 2GR B

BT OURB S BB AR
A. FEHE;S i

BEHL iR ot Bt B2 BPERE S RIR O BOF B 00 S RS L e
4 (Buclidean Distance) : & * : %} N f DMUs> % i DMUs § M & &+ >

RIY X A N*M enFfl4p'd > ghenghangr & 9 4F e 5

(] e

m

diJ: Z (:Tf‘a Xy )2

=l

dok & B B e o PUASYY BB L RIERT T ML Rl B

e

PR o B E g 00 A REL S 1
B. #p i anfimg

Jp AR+ 47 3 46 DMUs 2 48 042 AR |+ F]a fdp b0 et 8§

P B P B AR L il A e B .

@ B DMUs 2. fF cifp 02447 * 7 i fie & % fic(matching coefficient) &

_n+b

m

21



JRY A i EBIEjEREG ARBITER

bamFifjrr? &g ahiian
m 2 e

—_—
=
"
—_—
—_

—

-]
o
-]

B EE P RRACT (1R R R R 0 KA L E R

im
T

-\

a=1- (jH1 D> ﬁiﬁ?;‘% 9
b=1,(E£,fr_+_B,ra%ng;; 0)

Al - fe & % #c(matching coefficient) & -
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234.%

RAITEE 2

P72 DMU B endp i S SRR T B RER R E
B B ABATR 5 ARG R AR 2 A RA AT

A.2LF# & 3% (non-hierarchical) e97% B 4 47

i

a.

dORESEA AR AR B AE Y 0 VA ST AR

i 4 B 42 @ /2 (sequential threshold):i¢ * A2 pF > § LB P - BH
o FITE - BRAEE 0 T Bt - P Bk FEHE G K - SRR MAEER
ML BABTA S ke REEERY - ATOERP e HY A

o

He PRBEAF S -He ot fes o

T {7 B 4 (8 ;2 (paralleled threshold) : p* & — F# wﬁéi&}’rﬂ RS N R R AN

LA A MAEE > R SR M B R B BT E R

_‘I

A kR T M AEE R WO A I 3RS (R R0 B

B i 4] 4 i (optimizing partitioning) @ ¢t ;2 £ K — ik (4oL 22 F N §E

| 524 (@ (criterion measure):E

Babol) s A#H AEWERF LB BT

Tl ER L

Y

T 324k (K-means method): p* 72 B} i = j2 ch— R & & * [15] 2 4 3%

A

(D#-&RBEEA L 5 K BHEE > R HE DMUs(DMU)F] & 32 ¢

(cluster centers) FFE 3 o

She

T2

(2)# #-%& DMUs » %3 K B#EE? > #Hed cpfhifaEep » £

L5 {7537 DMUs & & % 3% DMUs e 2 &€ < o

23



(3)E k=35 & DMUs F| & 3 2 & & cApEdg o

OIS TN FE

e
|
Y
~=
EX
She

Z &€ 374 feenDMUs 5 ok o

b4t Dataset 4 fF = &% B+ > 3 %2 (cluster)F & B 2k
X=(x1 > X2’ X3)
Y=(y1 > y2> y3)°

Bl ¥ ehE o (centroid)Z=(z, * z, ’ z3) °

He o,
zi=(x1+ y1)/2
Zr=(Xo+ y2)/2

z3=(x3+y3)/2

24



B.F# & 3¢ (hierarchical) =73 B A 47

PR 3 RO AT 0 B EE - BATOE e R - R R TR

A BHASHA S FLHRAFET 75— BRREE -

RRER AT o Rehs 3 L Tioppdp e iz o Bt h ALY -
g # s DMUs % 355edtbo i » #t DMUs 3 » A ¥ > H 45 DMUs f2
PARF S REPEAHNFLILET > U2 2 LF2L P ¢ DMUs el 0 4

>t v DMUs & & ¥ enped > QI §F » 2 J3 0 F 2 RIF 21 &9 o

® @
® ®9

Bl 2-2 Raw Data before hierarchical clustering

B 2-2 5 Z51 FF & ;8 ¥ R % e Raw Data »

B 230 201 S HROERS E % o

25



Traditional representation

Bl 2-3 Traditional representation of hierarchical clustering

JEB W e DMU » 33 8¢ & 58 a3 ¥ (Clustering) » i& % & & ¥ 2 (clusters)

AR AT
Stepl :
B4 7 {a}{b}{c}{d}{e}{f}= B clusters
2k ¢

sis 3T X b — cluster 4p 83 B 22 F > & & chpEdE d(DMU, » DMU,)

Bfe o 35 M Ap e P & d(DMUi > DMUj)niz s B 8> o & - BFE e

(cluster)

{a}{b > c}{d > e}{f}
Step2 -

FRis » R ik H #-clusters £ 2 & = { *+ #hclusters ©

26



He > g xA2 - B cluster R B F = 4 ¢

7 % clusters A &2 B » FFeniz i ghend & B4
max{d(z,y):rc A, yc B}
& B clusters A 22 B ¢® FF eniz & ghendk @iEdt
min{d(r,y):r €A, yc B}

& B clusters A 22 B ¥ [ enix & BLen-L 35jEdg

1
card(A)card(B) > dz,y)

" zeA yeB
23.5.01 % B 5 & # 03 R (Density-based clustering)

v density (% R ) 5 s # e clustering > 274 B9 B clusters A 2 B ¢ iz S

heng £ BEA S A H 0 BApiTenghond A cluster o B § 0T angd S [19] ¢
A. Discover clusters of arbitrary shape €32 §¢ 1 B B2 7 35 ¥ e -

B. Handle noise &JZ 3231 o

C. One scan — =< #7 °

D. Need density parameters as termination condition 7 & — #* % #ck T3 o

v ;*I&si - P density-based clustering i 42 :

27



A.

M

% % e & ¥ % (Directly density reachable):

Y E T A B S8 DEA Lzka 8t
- Eps: #75 BE4EEE p 9740 A8 % 32 (NEpe) 8 + £ JZ (radius)

- MinPts: $75 B 4E2Ep m% & P % X Eps if 2 chjp asghe > 4
% # & _D(clusters) 5% > Bk(points)#ic

NEps(P): {g belongs to D | dist(p > ¢) <= Eps}

dod o ¥ 4Eglp Pl A X dhcluster D b e- Bhq @ 3 o0 R AL TR

Rl p 4.8 2 &% A ¥ % (directly density-reachable)
(1) p 1 q 9P #8 T 3 Nipo(q) 4~ B p
(2) 2 ¥ Npps(q)eBEHc* »M ARIT F 38 > ¥7 F 2 23k MinPts
INEgps(g)l >= MinPts
Blde @ 11T Al p fog A o e B
MinPts=5 » Eps =1(cm)

Aj % 2 Cluster N # 7> g S B “TipM R hE A 225 1 24

B 2-4 Density-based clustering # = ]
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B.R % ¢ B ¥ % (Transit density reachable):

dod o HHAER QI Y - Bpa T o R TIER B qOp A RO
& ¥ % (transitive density-reachable) -

(D p 5l q2BF - # B PPy Py Pi=q Pmp £ ¢

iz - P3| P %’K % & e R ¥ % (directly density-reachable)

(2) B> Lot A gp 2 g> 3R &eOH AT 2 (transit reachable within

distance)
Ryp k&% R ¥ %2 (directly density-reachable) £ A7 4t

W EH TR gk R 25 50| B g T Sd BhrIldgp

IR ENBRETE o

Bl 2-5 Density-based clustering reachable # 7 [

29



C. #EB AR ¥ @ % (Density connected):

Yotk o $RMGEELq T T - gp a0 BRI TIEE  PIE qOp AR KR

& ¥ % (transitive density-reachable) -
(D) p3lq2fs-@e g P P . . P>P=q>P=p> #° >
iz - P3| P %’K H % & e R ¥ % (directly density-reachable) » @

2o P3| P gR et - ZAFES Eps

(2) Bl #A Bp 2 g 5 &% ARV 2 (transit reachable within

distance)

VEl2-6 A Bhp v iEd BoFliE o Bhg T Ed Bho PliE T A T

SREHERN 0 P F 0 Bhp 22 8L g § % R e i3 2 (density connected) e

Bl 2-6 Density-based clustering connected # 7+ ]
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2.3.6.DB-SCAN % %_# (Density-Based SCAN clustering )

DB-SCAN =7 38> | # 2.4.5 e0% & 9% 18 % (density-connected) & A #_»

FaEW > $73 A F - B8 distance (£ SCAN » Z.p1 40 [20]

A. DBSCAN-Density based spatial clustering

- k- #HE (cluster) P OHRBRE ¥ % 8L B X PP S Bk

(MinPts) e~ & £ (maximal set)

- PH A cluster doutliers & border.

Outlier
............. © (@)
Bokder T ° o
4 o .0

Core ) o,

% e
“9 e
@)

®

B 2-7 DB-SCAN clustering # - ]
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B. DBSCAN i &

- Arbitrary select a point p

- Retrieve all points density-reachable from pwrt Eps
and MinPts.

- If pis a core point’a cluster is formed!!

- If p is a border point > no points are
density-reachable from p and DBSCAN visits the next
point of the database with noise.

- Continue the process until all of the points have

been processed.

- Where distance....
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3hﬁgﬁﬁﬁ%%ﬁﬁbﬁ
3.1.DEA it 8k 22 "4 (DEA perspective)

DEA(Data Envelopment Analysis > 3 & %4 4772 )E i qp$»ad 5 A #
* A3 AR I #E 3] 50 % 38 45~ (multiple inputs) ~ % 5 & ) (multiple outputs) ;4
§H A (DMUs) » 1.7 #b0F scin- 2R S dciast2 2% 54~ « 544 4
(multiple inputs/outputs) = model % &I & if i I 48 o
R TXIpraFafrmnBhaodeh X &F e B b o HEY
G B A SR e 2 A N Ee A B AR F R £ E et
i

f84- X ¥ ~(DMU > Decision Making Unit) > K7 g & &
3.1.1.DEA :niggL(Strength of DEA)

DEA =273 &7 AR W FE B TR Y AS0 R ¢ B TR # 4 AF
FLEJE b R B o T hiR g
1. DEA &% &2 5383~ ~ 538 & DRt 38 o

2. AR A RFEE 2T

3. DEAR»aF gk - FEpih L FERHFRTHELEARF P R4
AEF2 RS 2L -

4. DEA $34 ¢ cfg € thd S R0 A N 0 &4 5 ARPE A BP0 T
i K2 KB T R e

5. DEA > 272 % B FRBEFTHE > AV RJTEAE R TR 2 H A

TR I b RE SR -



6. =i g ® SR RT W RR S g Lo 3k B G OB

L
5o

\\\?{r

4,'; o
3.12DEA U4 ;3 r 2 2 11380 % ¥R 5

BB AN A BB 0 BRI EA S B DMU 25 B D 1 de
P & 2 F g;rl ' —Esowru,jxgﬁi;”\ RN ,;Pl.uh},}ﬁﬁ?#ﬁﬁ.m%agi
A3 Mw 3 & 4 M40 output criteria ¢ B A K & 0 F £ 4T » (revenue) 0 fLT F AR

(profit0 » = ] o
3U3DEA " U 2> B A NF P IHPAFARLITER

FEFEINRDPB AN ANAPRFIRIABATAL P @285
DR o AT > AR R EHEE e B X 4 [ Saoutput criteria ¢ P AL A > F E T

» (revenue) > fiLa & 4 (profit) 7 L 5 K s 45
3.1.4.DEA i34k BL: ¥ 3¢ 72 (B BCE

DEA 2kt 304 Pareto = jx g fenvt s 4 o & (935 ] Pareto' 224§
f#’(non-dominance solution)s7#% 4 » % & 3 X33 ¢ information ¥f & 1 criteria #

;}iﬁ?l] ’

B4 o f[{!:’hg—?+_:_ T]}ﬁ:?-‘;: > - f[{!:’h@—?-+ﬁ T]}ﬁ:?-‘;r

1 PRED AR SRR AT R RERT T i R e
SRR SEAR R o F e Z e I

3.1.5.DEA sk BT 6 SR e FEMR 2 SR

Tob PEHTE ALY § FFAR e R SERLT o SR output 4 47

% F £ > B a0 5 (Production Frontier)ea 477 » 35 ¥ ap ehgd 18 % > H#H

34



¥R B - 4 47 output 97 5
M % 4 iLE output criteria AR 5 &_data warehouse ? fHF L kA 47 > BT *
clustering 1 3% » fFap 01— LA A w07 M AETE o

3.1.6.DEA ik Bhidx 2 % DMUs 0 514 15

DEA 4% ;=¥ = (DMUs) s Hcdt 3 £ 0 i 4
B3 41 DMU < output criteria * PRt F1D L JIFE M e i 245 2 L5 2
5 3P eh i xR R 9T A 0 s input criteria 0 #% 2 g%

PRSI
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3.2.Data Clustering 7% & (Data clustering perspevtive)
FTHRAOER VAT A B2 e kY £
- B AR UL T kA 2 DEA

¥ — I E 333 > 3 (outliers) eAdE o
3.2.1.Criteria 1% # (Criteria option)

Criteria =7 # > % 2.2.9 -4 multiple inputs/multiple outputs 77333 ¢ »

$# % ocriteria FREH A S E VAR N T B RS

P EEER IR FSER £ E # & normalization BF 0 2 4 3 & A A %
Lz 2R

XML Y o £ A Eé‘n%% 4 DMUSs #input criteria = clustering 4 47
K35 d B i gk~ o AFT TEE B2 DMUs 0 outputs T AL enlicE 2 2 o 1Y

PR ES Frar

€=+~ choutput criteria ¥ > EBPRLPH B EJli 4 A B e B

z i criteria : #f R K A 5 F E T (revenue) > fiwm F AR (profit) > £ I o

3.2.2.3¢% (> 3 & J2 (Outliers handling)

% DEA & 47 ¢ »DMUs # ¥ e10utliers /f < I J2 0 ¥ I j&_evaluation clusters

o

¢ oA ‘,f » ML §L A ¥ e DMUs 4 evaluation % % 2 4 + 3

@ Data clustering P42 7 > outliers ¢ 1% Brag 3 k> F iy &# =t clustering
2t 0 P “f outliers » £ & » T — ¥ fL e clustering » 4oyt i% — clustering > R ¥

REFAD N LE m s F o
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3235048 R

% {84 &L T 48 <h DEA sphere £ Tk & } 1 DMU ¢, & = f# output criteria

R (B P R R R AT 0 2432 8 R

Al EH R

B :Ap i E kot gl

BT A 2 FEHES GRR 0 T E S 2 R4 (Buclidean Distance) % 78 A i
2L(DMUs) 2 fF eni g B o 5 3 & o
3.2.1 82 322 &% § » 12 2.4.5 7 density-based ¥t DEA 7 DMUs % %

v A
SE B

PR o T AR Peii ends AU AR i e0BE A% A B+ fh cluster T F 4-%F output criteria

A5 0 4 7 #-outliers F - FfE D K o 2 VAGT R 0 L AP H Y o
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3.3.43 313 § & F 3 (Finding valuable information)

BRI HFELE KA ARG FIA DA A AL EFRIGRA

EEXF N FF R VRIS A kT AR 4 55 2 v i g
f\flﬁv%%‘n,?y}\@%nﬁ‘? 11;_ {L,—Jg’\ ?]FEA.:{"F'_Q ﬁ*m,#néi“ﬁ:

SN
B

—

=

1% 1§ oo

F Ao AP GRS P kL 4 5 31 A4 7 £ 2 DEA
i gl 4 4R 5 & 7 (benchmarking) £ 3.2 e 470 7 %’ﬁ“ d density-based clustering
7 N B NAE A E e H AT > do% O 2 3 A benchmark #7 ferAf L

BN PV BEEE O 2 (benchmark) #art fiz o N 2 AN 3 A

F]et 0 7 A& ¥ DEA model @Ak ik R > i P AT hp s

¥+ clustering & e3> W R fAARR 0k 0 @ AT 5 EAE o
3.3.1.DEA for i % & 17 (DEA for Benchmarking)

DEA %4} frontier @ 254e2® 4 47 % ¢ & 484" > 12 benchmarking == 3¢ > $¢
SR IINAL T W 2 A4 77 2 FlF 2 & 4 (total-factor productivity)
E A e BAFHTE AT S A 0 AN B4 17(EVA > economic value-added
analysis) > 7= WHTE 24 A 4 5 B VAT O F]F 0 35 AR 2 B JRIY 0 (FE R

BRIiEG 2 24 0 J8m 5 2P 4133 FF hip B£[27] -

DEA & {& i ¢ benchmarking 1 £ > w2 %7 & & 0 ¥ 4 g s (T 5

p o oend iR R ¥ A 47 03K (benchmarking assumption) > ¥ & F ix i@

'ik

E’_%‘« MER o 2 ,.“:E_f?%u 85 o i@ * DEA ¥ frontier s4 47 » ¥ 3|4 41 %

§ o cedp $14 Hc o £ $ DMU 25 -
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3.3.2.Clustering for ##% 4 4 7(Clustering for competence analysis)

eg o kg ganagle o B i N EoEL S T ;I&{pa ES TN
%

x\"\

EERFE AL

R E\‘{jr‘}"-‘—rt#-gﬁ:ffi éil%ﬁim#mﬁi 3,
ARAD N R > B BIFER T B A NI R B AR > 0B AR T B

MBS A D ILZEIEH & pTAE S o

B PREET 2P G e T AR
LT o AT B g APy 4 e R Pikaa s T IFLER

B P P FEL 1F o

Clustering 117 ;% » 7 % kK F A K {4 - o @ 5404 > 5
I E e EL & ik d > A density-based clustering 7 ;= ¢ > DB-SCAN = j#
F1#* 4% — B 2 scan €_F distance connected 7% 5% > 4£-4F DEA + & 82 [ en

BE %> A7 =27 5 4p T e e (clusters) e ek ¥ 02 % DB-SCAN 07 54 - DEA

£

A5 Y e % faclustering » ¥F BT o
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3.3.3. 2 di3c 2 it 41 (Output normalization)

%% 2.2.8 » ¥ output criteria # normalization °

Min 1/gx =[Sum(viXix)]

s.t. [Sum(u, Y «)]=1

ALl PR fAF2ZEAE

- Sum(u;Yyj)] + Sum(viXjj) >=0 - j=1 2>

u - vp>=0>r=1-2...s2i=1>2> ...m

2% ¥_constraint

SAL W e S

3.3.4. %3 ¥ & 'L (Assurance region * AR)

95 038 Bl B i 5 & (Pareto'optimality) @ & > & B = 3t B H s EpF
EHFHEG 2 FFRE v U A TEREL NP T H
2 B B FACE 1 o

DEA = 2 thk % 45853 2 DMU 3288548 &5 )

JI}’ F_t o5 Bl i iE 8 R (Pareto optimality) 2. £ 4 T =1

- DMU % % & % criteria 2335 % £ > 7 & 3

L gl e b

&

L o T L’WAT’

- i criteria T £ L H s
DMU 4 - & > T 3= 5 5 2aF > F]p - 2 DMUI % € 737 5 85 4™ 5 5
»r

o

Flpt o F & TG DMU; A A

e "ﬁ ek ¥ = *flj#kﬁ» s Bilde

P 2Ly L 27
j\_E/_g_lz:i ’ % -Ef“‘!::"’{;"‘?

SEL SEREE S E T S TLE

B RS A o F - A 8 e B

A ERLE TS E ET

40



% & DMU; ¥ p o 54 weight fF > #7i& 19 production frontier ¥d A en
7 % & (frontier facet) *rie & » £ DMU * N fr»cF B2 %% * 240 F >
LA fe ocriteria 2oV RAE T ZAPR o B RPABFE - R BF a7
FoAEE weight 4o 10 U] o T B iRl o o 2 UL LR
L DMU #-45 % Jp - & weighte ' FF> A A m g 8- g Te > 2 H 2

LA > o K o

#t DEA 7 Vit sl s DEA #7i# * chF 3 2 & 5 inputs/outputs 7L >
E e —‘5‘ ¢ fr2 A % F 3 (prior information » ¥ data sets) i »
evaluation A% » HE G 25 B 2 9% > 2 Ev K * DEA &#H % B2
(assurance region)(Thompson % > 1986)[29] - #* = ;# £ %} inputs/outputs 2_ ## &
(u; > v H + T 3 data sets §h a DEA 23 B B A2 0 ¥t weight 3% AP ¥

Fol 0 b § ook e DMU B SRIDEA 2 B 2 % {53 %

AR Y o 228 ¥ 331 0 CCR #7358 A& 4 s 5 & 2L 1 (output

normalization)® %

be » 12 T BB A (assurance region)Z_ {8 0 A 5N 4T

Min 1/gx =[Sum(viXix)]

s.t. [Sum(u,Y«)]=1

EARL L BHRG  RAF AR

- Sum(u;Y)] + Sum(viXj) >=0j=1>2> ..n

0<=u/u<=1->r=1:2...s

O0<=vi/vi<=1-i=1>2>...m

T gk e A AR
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FEERR N PR E T IR B e (frontier facet)ih 380 & 5 5 s 2
DMU #c - 5 B2 % 7> { » %3 A'B-C= BDMU-» & 11— & =X 44
2°5°@A " 4>G6-2) Eizz(Y,> YA I = B DMU #rE e

# 4% 5 SABCS 2 47374 » 4o 3.1 #77 [3]

A
Y, Bh kg w g
N
8 \T\ S-A-B-C-S°
\\\
S A\\\ \
B Frefve oA b

v

o 54 Y4
Bl 3-1 Bafss Wl SrEge 2 so g g Bl f#

H? SA"AB 'BC ' CS’r f2 #5255 00-057-2>-000d 35 -

T HFm 2D Al 4 u1Y1j+u2Y2j=1 » H AR L gfuy FIE o Aok 4 2 1< u/up<S

(\x
A
P

| > Rlscd i % 5 TBCT 240478 TBZ &£ F 5-1'CT' 25 5-5 B
$1C EFFEE AR B LT o2 ATRBEL LD RK

SABCS’2TF 2 ®%#¥#H~ 5 TBCT' =T * 2 ® & o

BT R B a4 T o @ A criteria e weight { % ¥ DMU & B o clustering

S CEA RN CELE
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3.3.5. & & et 4.1t (Co-ordinate normalization)

F¢ 3.3.1 #7 3.3.2 sHnormalization constraint > 4t » LINGO code ¥ » T+ {# 4}

“r & IDEA A5 % % » ¢ 5 % 1 DMU thiscore 82(X > Y » Z)= SAfE o

B HY R R EFEFEFDREEO 10 0) ¢ A
G oehe e b EEL e Ed Y ehiE o R R % a0 T g g

D5 DMUs H 202G chfp ¥ % o

» 1 % clustering { % % > 4 X=0.05- PI3H B N R AL Y-Z hT G oo

g % 12 clustering > ;2 ¥ DMU £ E o
4o B{E %> ¥ % gphere 1 & > 5 % 5 DMU % DEA ¢ %5 0= 8k
XY 27k o

3.3.6.5 '$ outliers(Eliminate outliers after clustering)

Outliers ¥+ DEA 1% % 28842 % > DEA $fontliers sni®;% §_> 3 3% outliers
7 M ehcriteria R B84 *F K F1 L weight < 3 0> F]pt 0 H#-2 3% criteria 5 weight

WPl ol 0 R P e

AR$te7> & = clustering 2 {5 > 4% § A 2 8@ » A houtliers » 3 F LAp$t§

éi-ﬁy’—‘ﬁ R A E %:9:;’%’—?{ v T2 P "’f » ¥+ T (7 DMU +4r 14 clustering > i€

2§ &&= clustering uBAEY > A N E &S > FF outlier(s) o B
% 5] 0 % & outlier(s) 7 “,f » i {7 T - =0 { e clustering » 12 i ¥13% cluster #

B o
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3.3.7.%¢F output criteria 4 7

DEA(Data Envelopment Analysis » 3 & % A4 472 )0 2 ﬁhI}u EH
(DMUSs) ey e iei®n » &2 44 % =5 = (DMUs) &0 output criteria a4
#7 > J1* data clustering <97 ;2 > ¥ % ;2H i+ (DMUs) s 5 0 I 303k - & 47

F — cluster p ecriteria » e 12T L o

3.3.8.Summary:DEA+DB-SCAN clustering

Zd DEA eh& {84 3 %ﬁ:",?f’ﬁ’!ﬁi 4 £ 3.1 dik 47 *é ! DEA
B BE & R 5 4 47 (benchmarking) > f%_3.2 sh4 47 > %”ﬁf d density-based clustering
3 N B A E s H# MeETE > 4ok 2 7 3 & benchmark #7 A fAE L

HEPN 5 PIF EEE 2 7 (benchmark) ek g > 45 0 & Lo A 4 o

¥ ¢} DB-SCAN ¢ clustering 1 & %<& =t clustering 2_ {5 » | u,% outliers » j& >

A -

F1* DEA ship ¥ s 78 2 3% o fa benchmarking » fdip ¥ s fic > £
'f'J * DB-SCAN R\ m EHE N A2 H FEERAL D DT RS A ROk

T & ¥ (DMUs)i4p B 1+ > L %k — % & chcluster 28 criteria 3 DMU #a4 5 »
dok & L E %t 5 - B2 ospherer ¥ ke RiE g Bl E &

T g + > 3@ % DEA spherical » #-% & % o 2 g performance * B it &0 ;4 & 7

T

% o jj&;{%gf[a; BHEOEZ  PBIFEAGE Tl ar it s o
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4. DEA+DB-SCAN if itinfz 2 & s 4

e
R
| -—
[
3
H
(7%
A
W
b
it
o+
P
o
o
>
+
o
oe]
wn
@
>
Z
‘.3;
A
s
i
o
F
N
NS
x

(1) i P~ Normalized 74 77 DEA model »
(2) ™ & F & ehoutput criteria 5 raw data

(3) 41* LINGO code » % 3* ¥ iF 41512003 £ 17 3k % 2 7 (DMUs) &

ks
3-8
(A )
(4) P #-2 4 DEA L3k 6 LepB(X Y Z)>
(5) ™2 DB-SCAN ¢f clustéring = j8H4e. 2 2535
(6) Bt » & % clustering eh.% %~ ¥} criteria A 7

4.1 % DEA tig * 425 » 4.2°¥2 43 {34 DEA + sphere § "2:i& % f & T i

G

¥ 47 > 4.4 1% DEA = i % i DB-SCAN clustering » %3P 4o
4.1.DEA i * 52 % (DEA steps)

DEA it * » # 2 DMUs(E§ 8 )ik 20 45 & 198 2 54 > T2

FoR R RN R N LM T R RS R o e

LR R
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e

VAR BE A TR ARAR ~ A DI P

6. 12 DEA 3 e AL4e » A 477 p

=

FEin DEA #-3%
8. %A1z
9. A MNP hA A5
10. & %] DMU 4 47
11. & 2k 45
4.1.1.3k # 1 ¥ % (Objective setup)
17 35 8+ % 2] 1000 = 3% T B
17 Taiwan optronics companies within top 1000 list..
4.1.2.:4- % H i+ &% T (DMUs selection)

DEA %t i & B =2 dp§rc > Fla £ ek B = (DMUs) i § 1 it
PR E O MRS - BR o T E s AR Ak P AR LWL
FANEHE AR BHAY TR BE R ) AR

(DMUS)Z £ 11T $id -
1. DMUs 3 48 F 0P 5> 4 {7 4p fiena i o
2. DMUs 7 4p e e Hrif (& 7 3@ (% o
3. EDMUs chsc2 g~ 2 NIEP APk o

BRI FE DTRG0 B AL D BIEE > R KR



4.1.3.3k 7 3 P r(Purpose setup)

2003 # Optronics £ & & ¥ = @ Fp A F F2 o - F <~ antit 2 & af
A 470 3 A _criteria (O 4v 1 > & B HHE B 2 (¥ 2 (evaluation) > 3,5'5 iV

RN I OET TR EER EGE R
4.1.4. 4L * 3K (Assumption)

Unit : 100 million NT dollars — & 5 % 5 H = -
4.1.5.*2 4 i% i (Constraint)

Score : O<=s<=1> &8 A >08 12 F

weight >= 0.005 » {# €3 > 5 0.005

H2 R Y 2P

XA

Cry+=r =1 R0y )R EE AL L 1L
O<y<l- i y Faiaitz@

x=0.05

free(x > z) > x>z AE7 KT
4.1.6.F # % ik (Data Sets)
Based on financial result of top Taiwan 1000 stock reports in 2003 °
122003 & R 5 A % top 1000 SRR L IRTE 5 A o

71000+ # 5 SERSE P17 BEDMUs(17 fdti® 1t ek g 2 8) > & §
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5% TFT-LCD(d 1% f) 2 7
(1) % i£(2409) -

(2) # % (3009) »

(3) A #(3012)

(4) 54 & (6116) -

(5) Ep (2475)

2 %_ Color Filter(#7 ¢ % ¥)2 7
(6) & 75(8017)

(7) fr £(3049)

6% LED(% * = f54l) 2 @
(8) Bk T (2422)

(9) fa & %+ (2448)

(10) % &4 4£(2340)

(11) & = (2426)

(12) = + (8069)

(13) 7@ £(2393)

2 #Back Light(# %4%)2 7
(14) # 4(6120)

(15) 7 %(6176)
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2 fPolarizer( ik k45 ) = &
(16) #+ #(3051)
(17) I £ £ (3019)
4% output criteria > & 7 :
PR A o FER N P L JIF
TEHT
BAB A

e

GAPREFERSEM P AR AR L Y
DF R B R AT PoahddG A S ERAP D PP g

-‘;—L‘O
¥ E
e r R A EY AL A A A B FIEATE? F4 o

?Pj\%ni’()\ o

B Ze L E A P TGP A R &P IR

EEHD -

PES N M A A Er o L H e o 2 ] —

HEPr 24 =@ (MfEmdHgE)e
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O E R I R R NS I L

Y
\_.
o
Y
0y
L
‘o
=4
Ly
|
Ve
wE
e
-
“

&R E A x *¥100% >

e

/)\_%»

CEARE o Aom 2 P BSR4 AR

4.1.7.DEA #-3" :E Z(DEA model)

\\\?;y

Fe 3.3.3 e 3% » 4 output criteria L normalization °

IR 3.3.4 N s e r IRFE R B LA (assurance region) 0 ¥ weight fa

normalization o
4v > assurance region
0<=u/ui<=1>r=1"2...s

0<=vivi<=1:i=122 > .o

4.1.8.DEA % »x4 #(DEA score)
Ju b ;im?‘#i » # ~ DEA ## (IDEAS > LINGO %) & 41 4 #c -
4.1.9.% % 4 7 (Score analysis)

B DEA 2 st REEE 0 FER 5L
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4.2.7 %2 DEA % 47 #2 % (DEA evaluation)

4.2.1.:8 2_DEA model
%7 2 {8 ehclustering { = i 0 i * 4 Model 4-7F -

b r T AREERELA > €3 B 2 ehlink L ]

Min=@Sum(link(i » )¥NE#] : TG » });

@sum(criteria(k):W(k)*F(@ * k))+17*T( * j)>=@sum(criteria(k):W(k)*F( * k))));
4.2.2.%t criteria # Normalization & ! £ criteria 7 Score

133511 + 9 DEA Model £ trainingdata, > # if it e0i% 2 T » 7 41 & i criteria

1 weight 22 Score :

X means the value of i-th company in j-th criteria -

where 0 <= X;.j <1
0<i<=17 5 £ % 17 7E ek T 2 2 (DMU)

O0<j<«=4> 4 4 % T criteria

Xij#7% i B2 % jBcriteriahie > 13 04c 1 2 &
MAX; = Max(X.j* Xo.j > X350 o Xioj 2 . Xi7-])

MAX; ; Zm iB2a 7 > % j B criteria shg + &
MIN;= Min(Xy ;> Xooj > X350 . Xi )2 . Xi7.))
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MIN;. | %7 i B279 » &% ) B criteria s ] &
RANGEJ = MAXJ‘ - MINJ‘

MIN; ;27 iB=a9¢ &% | B criteria 4§

Scor'e;vj = (Xi j T MINJ‘) / RANGEJ‘

Score; ; means the score of (-th company in j-th criteria

Scorej; %+ % i B2 & % j i criterion 4 #ic

Fimoa fI&L{DMU) » B ¥T % ] B criteria 4 B o
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4.2.3.% 41 & criteria ¢ weight

¥ 73 7 RawData > £ % survey data > & ! weight o
% Z_survey data :

112003+ 4p ¥ s A #ic s survey data ¢

%4 4-12003 4p 45 »oi #ie

Ave.

DMU No.
Score
5-3 11215
3935 | 4|3

292 | 6|7 g 9 <13 16

19-1 [10]11| 120 14 15 17

% 3 7 RawData> £ % survey data > % ! weight o

2 Pareto Optimalzn= 3% > B digp¥t~ ] M %> @

s(1)>s(4) » s(1)>s(3) »

s(2)>s(4) > s(2)>s(3) >

s(5)>s(4) » s(5)>s(3) »

S(4)>s(6) » s(4)>s(7) » s(4)>s(8) » s(4)>s(9) » s(4)>s(13) » s(4)>s(16) »

$(3)>s(6) » s(3)>s(7) » s(3)>s(8) » s(3)>s(9) » s(3)>s(13) > s(3)>s(16) °
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$(6)>s(10) > s(6)>s(11) > s(6)>s(12) »

s(7)>s(10) » s(7)>s(11) » s(7)>s(12) >

s(8)>s(10) » s(8)>s(11) » s(8)>s(12) »

$(9)>s(10) » s(9)>s(11) » s(9)>s(12) »

s(6)>s(14) -

s(7)>s(14) »

s(8)>s(14) »

s(9)>s(14) -

s(6)>s(15) >

s(7)>s(15) »

s(8)>s(15) >

s(9)>s(15) >

s(6)>s(17) »

s(7)>s(17) »

s(8)>s(17) »

s(9)>s(17) »

s(13)>s(10) > s(13)>s(11) » s(13)>s(12) » s(13)>s(14) » s(13)>s(15) » s(13)>s(17) >

s(16)>s(10) > s(16)>s(11) » s(16)>s(12) » s(16)>s(14) » s(16)>s(15) » s(16)>s(17) >

4.24.5 1 £ DMU; 0 Score;

3 7t ites B £~ 0 DEA model

B B 1 e weight 82 £ i DMU, £ Score;

W;j = for Xi.; > the weight on j-thcriteriaof each company -

W; x50 B2 % j B criteria shig €.

Score; = Score;.1 * W1+ Score;.» * W, + Score;.3* W3 + Score; . 4 * W,

Score; 4 % i o Pk #

Score; means the score of i-th company in DEA analysis

245 RAT 4 LDMU

j 245 7R criteria > 4 3&{@ ¥ 3% output 7 &% o
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7 7 1 1% DMU &0 Score; i&’v" 5 4 DEA eh¥ - &
= ok
1395 Score » ¥t & Y fAl R

1 - Yi= (1-Score;)’

2

@4 Y,=1- (1-Score;)*

7 18 % DB-SCAN% % Clustering® ¥ ©.X;=0.05> * % %t Z J& #3% bound
XY 2 ==
r=1

XY Z)si 2 &+ i DEA modelss it i* i B

9

% 4.2.351LINGO code » 4.2.4

7 7 ¢DMUs&DEAL s & + ez waffX Y 2)-

4.2.6.Spherical DEA: & 1! E #8 1]

7N -

NN

78 & 3K Score; ¢ 0 <=5(i) <=1+ #-score /2 bound function & 3.

¥ Sphere 1 & » #-424 55 12 £ B DMU; sz aiEX Y 72) &
= DEA £ %%

!
S
e
?\:s
i

e
o
=N



4.3.72 DEA % & ’_{_%“ 3T
FY 4.2 mlﬁ;\;’:jﬁ% » #-8 ¥2 i Raw Data £ » # DEA 4 47 o
4.3.1.Raw Data: # ¥ - -+ < &7 output criteria

# ¥ 4-2 P~ 1000 + 7output criteria = Raw Data

NO | 2%u |Raw o 4w A NG

7 a\ ERE
1 A ol 971 155 7\2% 51
0 N1 /%n 6013 711 374

TFT-LCD

3 B %l 245 7758 3 257
A EA 353 395 RS 2AS
] = w 504l 4749 117 2571
A Color B & 7R 438 07 2664
T mitenn [He A 5 691 98 13A13
R FA i 30 2848 37 2’83
0 A 12 224 57 4678

10} LED % & 44 467 94 973

N
-
ﬁm
&
-

1R & 14] 1561

17 R 35 779 54 191
13 B sk 25 s06 111 3177
14 Back | #£ 1 3004 1004
T8l Tiche | % 19 753 9 1559
1A polarizer 2—2 25 1002 159 284
17 T 15 21 192 wnl

Mav \<’)A Q7A 1] 1557 4

Min 1 1R 94/ 9773
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§14‘ Q587 ?‘ 165 1‘ 37 0%’

Ranoe

4.3.2.Score of Optronics
#-1+ it 4.3.1 ehRaw Data £ » 4.2.1 1 DEA model
2w 4.2.2 22 4.2.3 17 % > B 1) Score;

# ¥ 4-3DEA & ) % ¢ Score

2003 ﬂ%ﬁ'%@iﬂé?ﬁi? (fanageient performance)
/ \
No(Company New_RarL}[ New_Score\gEH‘ (N e S Ll ;IETWE'{ SN
o) 1 [ psser  Peisirsosr fi 1 0.69582
2 ﬁ%‘;@oo% 3 / 0.541 O.\86381323 0.62833  |0.48758 [0.64804
TFT-LCD 03 ’?‘7&5(3012) S I 0.3159 O.4¥7198444 0.268463 [0.07511 0.43185
4 %FE[[EI(6116) 4 0.4224 0.647315175 0.324559 10.10842 0.46073
5 [ Q2475) 2 0.5866 1 0.476444 10.1278 10.43131
6 [#H1%(8017) 9 0.1327 0.132429572 10.026115 (0.0527 (0.45641
Color Filter
7 FI&43049) 6 0.1728 0.087948638 0.052544 (0.11629 0.71714
3 [EW%E(MZZ) 13 0.0632 0.0091727626 10.034785 10.1732310.06181
9 Fﬁ#ﬁ‘* (2448) 10 0.1076 0.038P10506 10.010133 0.0793510.51552
10 A F4(2340) 7 0.1618 0.003891051 10.003865 (0.09146 (1
LED
11 ,'ﬂl:ﬁ (2426) 16 0.0323 0.06414786 10.029144 0 0
12 =~ (8069) 15 0.0425 0.011673152 (0 0.06541 0.1587
13 |k (2393) 11 0.09 0.048638132 0.061736 (0.08964 0.25452
14 3}?@(6120) 17 \ 0.0193 0 I 0.0117 0.06239 0.00837
Back Light . ]
15 %%(6176) 12 \ 0.0665 0.4)9727626 0.05902 {0.1114510.15816
16 'Jf'vﬁ‘j(3051) 3 \ 0.1372 Ol)29182879 0.085031 [0.15082 0.50553
Polarizer Y f
17 Eh?‘"'%%%(?)ow) 13 \ 0.0632 ﬁ.009727626 0.034785 10.173230.06181

\/
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o yh 423 ik A K
Score; 1 0 <=s() <=1
weight >=0.005 -
BT 40 criteria (g £
PRILA o FEder o fw Fh L IF

# ¥ 4-4 LINGO code ¥ ) 114 output criteria =g &

Comnanv New Rank ’ New Score [P % 3% A& i S ES

Weight 0.38778 |0.2269 | 0.249 | 0.137
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4.3.3.LINGO code

Model:

Sets:
DMU/1..17/:R;
criteria/l..4/:W;
value (DMU > criteria) :F;
link (DMU °» DMU) : T;
axis /1..3/;

place (DMU » axis) :P;
Endsets

Data:
F:@OLE(C:\NCTU\Thesis\Proposal_9264525_20060604.xls);
@OLE(C:\NCTU\Thesis\Propésal_9264525;20060604.xls)=W;
@OLE(c:\NCTU\Thesis\Proposal_9264525_20060604.xls):T;
M=17; -

Enddata
Min=@sum(link (i j) |1 #NE#j T(L2J))s
@for (DMU (1) : @for (DMU(]) |1 #NE#7] :@sum(criteria (k) :W(k)*F (i k))+M*T (1>
j) >= @sum(criteria(k) :W(k)*F(j>k))));
@Qfor (DMU (1) :
p(i>2)=1-(1-s(1))"2;

)i

@for (link (i > ) :@BIN(T(i° 3)));

@for (link (1> 3):(T(i> )+T(3°1))<=1);
@for (criteria(k) :W(k)>=0.005);
@sum(criteria(k) :w(k))=1;

@for (DMU (1) :@sum(axis(j) :P (1> j)"2)=radius”2);
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@for (Place(i j) |
@for (Place (i j) |

@for (Place(i j) |

end

j #EQ# 1
j #EQ# 2
j #EQ# 3

:p(i-3)=0.05);
:p (i’ j)<=radius);

:Q@free(p(i’ 3)));

Bl 4-1 LONGO code
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4.3.4.% LINGO £ ! £ i DMU; % Sphere & 3k & ¢ &

1945 425 7

2EIX Y 2tk

%% 4-5LINGO code {& 11

&t DMU e 4

D003 X FERAE A AR

i ¥ (management performance)

M
et | Ey A
New_ [New_Sc 5
NoNation (gross FIER R (%)X y 7
Rank fore (Reven
stock (Profit) (ROI)
ue)

scale)
1 [*3£(2409) 1 0.88674 10.8152(1 1 0.6958/0.05 0.9872 0.1516
2 ?‘,J%@@OO% 3 0.54099 10.486400.6283 0.4876 [0.648 [0.05 0.7893 10.612
3 ’?‘4%@“"6012) 5 0.31592 10.457200.26850.0751 10.4318|0.05 0.532  10.8452
4 %FE,[EI(6116) s 0.42235 10.66730.32460.1084 10.4607(0.05 0.6663 0.744
5 [ ERQ475) 2 0.58662 |1 0.476410.1278 0.4313(0.05 0.8291 10.5568
6 [HT%(8017) 9 0.13273 10.1323(0.0261 0.0527 10.4564(0.05 0.2478 10.9675
7 F1E(3049) 6 0.17283 10.08750.0525(0.1163 [0.7171/0.05 0.3158 10.9475
8 [519[3%3(2422) 11 0.1076  {0.03890.0101 0.0793 10.5155/0.05 0.2036 0.9778
9 Fﬁ#ﬁm (2448) 7 0.16185 10.00390.00390.0915 |1 0.05 0.2975 10.9534
10 [P £+(2340) 16 0.03226 10.066100.0291 0 0 0.05 0.0635 10.9967
11 ,'ﬂl:ﬁ (2426) 15 0.04249 0.01170 0.0654 0.1587(0.05 0.0832 10.9953
12 7 A (8069) 12 0.08995 10.0486/0.0617 0.0896 0.2545/0.05 0.1718 10.9839
13 [fER (2393) 10 0.13106 {0.029200.0332(0.1242 10.594900.05 0.2449 10.9682
14 ﬁ?¥(6120) 17 0.01931 0 0.011710.0624 0.008410.05 0.0382 0.998
15 fﬁrj’%(6l76) 13 0.0665 10.009700.059 0.1114 0.15820.05 0.1286 0.9904
16 'Jfﬁ(?)OSl) Q 0.13722 10.02920.085 (0.1508 [0.5055/0.05 0.2556 10.9655
17 Eh?""%’ 2:(3019) 14 0.06318 10.009700.0348 0.1732 10.06180.05 0.1224 10.9912
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4.4.DB-SCAN-11 % e en2LEE(E ps) % clustering

%42 @ > % LINGO code & 17 &z @ g»i™it cns e L1452 B

DMU z_ ¥ enBLEE » F & ¥ 2(clusters) » T #% F 4#2 & 7 clustering analysis ¥ %

Ao

3 1} iF e Data sets > 1345 sphere & % B+ i 4k o frf‘uﬁé FdiEs gz

B X Y Z)Fapedg > B iE S ghv B enkg %
4.4.1.Clustering Steps

® %’ﬁé TR anEE 0 ® A cluster
A. Eps(distance of clustering points > ¥ — ¥ ' cf¥ §E)

B. MinPts(Minimal points in 1 cluster » B = #&.% ek > 2Lgc » T H - 3 ‘2 (cluster)

Mo F 4 DMU shiic )
® - = p(DMU): Fas B (173 B = e ac e o

® 2 DB-SCAN (density-based scan ) 77 /% - retrieves #75 Bk A) = 3

% (cluster) °
® £ B EEA Eps BB RN o BT 2 d U EA o
® % i clustering steps =R Bl % MinPts=1 > % i Eps 4™

® D,=0.37 > D,=distance average

m D/2-0.19
m D/3=0.12-
B D,/4=0.09 »
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%t 4-6 17 # DMUS R 45 cnpEdErL

Original  [Distance

L33l
—Dam sesNo |l P B M 5 b [ B P o [ j2 3 Ju ;5 6 [17

= (2409)

—

0.00 050 0.83 [0.67 0.43 [1.10 |1.04 |1.14 [1.06 [1.25 |1.24 [1.17 [1.10 |1.27 |1.20 [L.09 |1.21

?,:%;(3009)2 0.50 0.00 0.35 [0.18 0.07 0.65 [0.58 [0.69 0.60 0.82 [0.80 (0.72 0.65 0.84 [0.76 (0.64 [0.77

TFT-LCD  [##(3012)

oS

0.83 035 0.00 [0.17 0.41 031 [0.24 0.35 026 0.49 (047 (0.39 [0.31 0.52 (043 (0.30 (0.43

=

?4#,(6116) 0.67 0.18 0.17 [0.00 0.25 0.47 041 (0.52 (042 0.65 [0.63 (0.5 [0.48 .68 [0.59 (0.47 (0.60

2 P(2475)5 1043 [0.07 041 p.25 [0.00 0.71 [0.65 [0.75 .66 [0.88 (0.87 0.78 [0.71 [0.91 [0.82 [0.70 [0.83

580176 [1.10 {0.65 [0.31 047 0.71 0.00 0.07 [0.05 0.05 [0.19 0.17 0.08 .00 0.21 [0.12 [0.01 [0.13

Color Filter
H1Z(3049)[7 [1.04 [0.58 [0.24 (041 0.65 0.07 0.00 [0.12 0.02 [0.26 [0.24 0.15 0.07 0.28 [0.19 [0.06 [0.20
@9'?{;’&(2422) g [l.14 [0.69 035 0.52 [0.75 0.05 .12 0.00 (0.10 (0.14 .12 0.03 [0.04 .17 0.08 [0.05 [0.08
Fﬁ#,ﬁ (2448)9  [1.06 0.60 0.26 042 0.66 0.05 [0.02 [0.10 [0.00 0.24 0.22 (0.13 0.05 0.26 [0.17 (0.04 [0.18
K EEQ2340)[10 [1.25 [0.82 049 0.65 0.88 [0.19 [0.26 [0.14 [0.24 0.00 0.02 0.11 (0.18 {0.03 [0.07 [0.19 (.06
P ,’ﬂi{ﬁ (2426)|11 [1.24 0.80 0.47 [0.63 [0.87 0.17 [0.24 [0.12 [0.22 0.02 [0.00 (0.09 [0.16 .05 [0.05 (0.17 [0.04
7 N(8069)|12 [1.17 (0.72 [0.39 [0.55 0.78 0.08 [0.15 0.03 [0.13 [0.11 0.09 0.00 [0.07 0.13 [0.04 [0.09 [0.05
[EK(2393)[13 |1.10 0.65 .31 048 (0.71 [0.00 [0.07 0.04 .05 .18 (.16 [0.07 [0.00 021 .12 0.01 (.12
———FE(6120)|14 127 (0.84 0.52 0.68 (0.91 0.21 [0.28 [0.17 0.26 0.03 0.05 0.13 021 (0.00 0.09 0.22 (0.08
Back Light

,.J['-%‘;‘g(6176) 15 |1.20 0.76 043 (0.59 0.82 [0.12 (0.19 0.08 (0.17 [0.07 0.05 0.04 0.12 {0.09 [0.00 0.13 [0.01

’Jfﬁ(3051) 16 [1.09 0.64 [0.30 0.47 0.70 [0.01 0.06 0.05 0.04 [0.19 0.17 0.09 0.01 [0.22 0.13 0.00 [0.14

Polarizer  [fhyik £

17 121 0.77 043 0.60 0.83 [0.13 0.20 0.08 (.18 [0.06 0.04 0.05 0.12 [0.08 (0.01 [0.14 |0.00

(3019)
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4.4.2.% - = clustering(Eps=0.37 > MinPts=4)

T apedr D, 5 0.3739 0 B~ 0.37
Subject to :
Eps = 0.37 > (distance of clustering points)

MinPts = 64(minimal 6 points in 1 cluster)

& _DMU gE”172£ #® 41 % ¢ density-reachable DMU gh4cF @ {15 5} » 12

1 1 & {1-5}

2 5 EPR {12 3455}

3 2 B (2°8%455)

4 4 F 273-4:,556°779-13)

5 3 A {2730 436578910811 12 13 15 16}

6 7 Alg (304%62708°9 1021201301415 16 17)
7 9 i (3746 THTOLM0 111213214215 16> 17)
8 16174 (3:6°7:8:9°19-11>12-13 141516 17}
9 6 Wi {(3:4:6:7:8:9-10° 1112131421516 17}
10 13 ffA {(3:4:6:7:8:9-10°1112>13> 1421516 17}
11 8 B (3:6:7:8:9°1011>12-13 14151617}
12 127 (3:6:7:8:9°1011>12-13 14151617}
13 15 % (3:6°7:8:9°1011>12-13 141516 17}
14 17 VA (6078290100 110122137 14215 162 17)

15 1L (3: 6:7°8:9-10711>12-13> 141516 17)
16 0%F  (3°6°7:8°9-1011>12-13 141516 17}
17 14 87+¢ {(6°7°8°910>11-12° 13> 141516 17)
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{1 At GLi{122°455})>
FlufgRE {1} A e e g Fo ¥ & MinPts=4
P{7 R FEe 0 G2:{6°7°829-10211°12°13>14-15°16 17}

§ - B group B~ {7} E trs 0 EFLEIGL: (102045 5)2 (5=

B B B o
AR
{3}82:23 B group = FiT > F ¥ ML B X

%t 4-7 % - = Clustering % %

— Original Distance
L2 Sl
— Data sets No |1 2 3 0 5 6 7 g 0 0 |11 [2 pn3 |14 15 {16 |17
% 5 (2409) 1 10.00 050 [0.83 [0.67 0.43 |1.10 |1.04 |1.14 [1.06 [1.25 |1.24 |1.17 |1.10 (1.27 [1.20 |1.09 |1.21
ﬁ: =.(3009) 2 10.50 [0.00 0.35 0.18 [0.07 [0.65 [0.58 [0.69 0.60 [0.82 [0.80 [0.72 0.65 (0.84 [0.76 0.64 0.77
TFT-LCD ’?’4‘)‘@(3012) 3 10.83 [0.35 0.00 0.17 .41 0.31 [0.24 [0.35 0.26 [0.49 0.47 [0.39 0.31 0.52 0.43 0.30 0.43
%Fﬁ#l(m 16) 4 [0.67 0.18 [0.17 [0.00 [0.25 (047 0.41 [0.52 [0.42 [0.65 [0.63 0.55 0.48 (0.68 [0.59 (0.47 (0.60
= ek (2475) 5 043 [0.07 041 0.25 0.00 0.71 0.65 [0.75 0.66 [0.88 (0.87 0.78 [0.71 0.91 (0.82 0.70 [0.83
7% (8017) 6 [1.10 [0.65 0.31 0.47 0.71 0.00 {0.07 [0.05 0.05 [0.19 0.17 [0.08 0.00 0.21 [0.12 [0.01 [0.13
(Color Filter
F18(3049) 7 [1.04 [0.58 0.24 0.41 0.65 0.07 [0.00 0.12 0.02 [0.26 [0.24 [0.15 0.07 0.28 (0.19 {0.06 [0.20
[Eﬁ'%ﬁ(2422) g |1.14 0.69 [0.35 [0.52 0.75 0.05 (0.12 [0.00 [0.10 0.14 0.12 0.03 [0.04 [0.17 0.08 [0.05 [0.08
Fﬁ#,ﬁ (2448) O [1.06 [0.60 0.26 0.42 0.66 0.05 [0.02 [0.10 0.00 (0.24 0.22 [0.13 0.05 0.26 [0.17 0.04 0.18
~ E4(2340) 10 [1.25 10.82 0.49 (0.65 (0.88 [0.19 0.26 [0.14 0.24 [0.00 [0.02 0.11 (.18 (0.03 [0.07 [0.19 (0.06
LED
,’f?ﬁ?u (2426) 11 [1.24 0.80 0.47 (0.63 (0.87 [0.17 0.24 0.12 [0.22 [0.02 [0.00 0.09 (.16 [0.05 [0.05 [0.17 (0.04
74 ~(8069) 12 |1.17 0.72 039 (0.55 (0.78 {0.08 (0.15 0.03 (0.13 (0.11 [0.09 0.00 0.07 [0.13 0.04 [0.09 (0.05
(B4 (2393) 13 |1.10 |0.65 (031 (0.48 (0.71 {0.00 0.07 0.04 0.05 [0.18 [0.16 0.07 0.00 (0.21 [0.12 [0.01 [0.12
——iFjt£(6120) 14 [1.27 10.84 0.52 0.68 [0.91 0.21 0.28 [0.17 [0.26 [0.03 [0.05 0.13 (0.21 0.00 [0.09 [0.22 (0.08
Back Light
E 1[’-%?;(6176) 15 [1.20 [0.76 0.43 0.59 (0.82 0.12 0.19 0.08 (0.17 (0.07 [0.05 0.04 (0.12 [0.09 [0.00 [0.13 (.01
] fﬁ‘j (3051) 16 [1.09 [0.64 030 (0.47 (0.70 {0.01 0.06 0.05 0.04 [0.19 [0.17 0.09 0.01 (0.22 [0.13 [0.00 [0.14
IPolarizer
EHPNSR SR (3019)|17 1121 077 [0.43 0.60 0.83 (0.13 0.20 0.08 [0.18 (0.06 0.04 [0.05 [0.12 0.08 (0.01 (0.14 (0.00
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4.4.3.% = = clustering(Eps=0.19 > MinPts=1)

% - X Eps & D,/2=0.1869 > »~0.19

Subject to :

Eps =0.19 > (distance of clustering points)

MinPts =1 > (minimal 4 points in 1 cluster)

& _DMU gE”172£ #@ ) % &1 density-reachable DMU Bh4e

:{1’5}’ Vi

1 1 A (1

2 5 HEpL (20 5)

3 2 HE (24 5]

4 4 20504

5 3 {324}

6 7 A& (679285910 12413 15 16}

7 9 il (67 8 9FIOFI2 > 13015 16 17)

8 16774 (6782910121316 17)

9 6 T (6°7:8:9:10>11>12>13+15 16 17)
10 13 ff (6°7:8:9:10>11>12>13+15: 16 17)

11 8 B (6°7:8:91011-12-13 141516 17)
12 127 (6°7:8:9-10>11>12> 13141516 * 17)
13 15 ik (6°7°829-10>11>12> 131415 17}

14 17 PA S (6080100 11012013 14015 16+ 17)

15 1L (681071112713 1415 17)

16 104 (6°7-8:9>10 111213 14> 15> 16 » 17)
17 L4 k¢ (8101112 1415 17)

{1} E s 2 GLE{1)

{5} 5t G2:{2:3:455)
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T YE e 1 G3:{6°7°8°9510>11>12>13-14>15°16> 17} >

T

44 o

F B

{1}~ 5

frw g - B F& %A MinPis=1

¥ = & group B~{7} % trw > AFIS G2 {20345} 8 &=

{7}z wdhgroup ¥ o {1} {2345} ®%IEF T >

G3:{6,7’8’9’10’11’12’13’14’15’16’17}’f’?%;

R RIE- X
# ¥ 4-8 % = = Clustering % %

——Original Distance

& ]

——Data sets No |1 2 3 a B 6 7 3 0 10 |11 p2 p3 14 fis pe |17
% 3% (2409) 1 10.00 0.50 0.83 [0.67 (043 [1.10 [1.04 |1.14 [1.06 [1.25 [1.24 |1.17 |1.10 [1.27 1.20 [1.09 |1.21
ﬁ:%‘;(3009) 2 .50 0.00 0.35 0.18 10.07 {0.65 0.58 0.69 0.60 [0.82 0.80 [0.72 0.65 [0.84 [0.76 (0.64 [0.77

TFT-LCD %5(3012) 3 [0.83 0.35 0.00 0.17 0.41 031 (0.24 0.35 0.26 0.49 [0.47 0.39 0.31 0.52 (0.43 [0.30 (0.43
%Fﬁ’ll(6116) 4 10.67 0.18 [0.17 0.00 [0.25 (0.47 0.41 [0.52 042 .65 [0.63 [0.55 (0.48 [0.68 [0.59 [0.47 [0.60
= [ (2475) 5 43 0.07 041 0.25 0.00 0.71 0.65 0.75 0.66 [0.88 0.87 0.78 0.71 [0.91 [0.82 [0.70 [0.83
1L (8017) 6 |1.10 [0.65 [0.31 (0.47 .71 0.00 [0.07 [0.05 0.05 0.19 [0.17 [0.08 0.00 0.21 0.12 [0.01 (0.13

(Color Filter
F1(3049) 7 ]1.04 058 [0.24 0.41 .65 0.07 [0.00 {0.12 0.02 0.26 0.24 [0.15 0.07 0.28 0.19 [0.06 [0.20
[Exﬁ@:f“a(2422) 8 [1.14 0.69 0.35 0.52 0.75 10.05 (0.12 [0.00 0.10 [0.14 [0.12 0.03 0.04 0.17 (0.08 [0.05 (0.08
Fﬁ#ﬁm(2448) 0 ]1.06 [0.60 [0.26 [0.42 .66 0.05 [0.02 [0.10 0.00 0.24 0.22 [0.13 0.05 [0.26 0.17 [0.04 0.18
A F(2340) 10 11.25 0.82 049 0.65 (0.88 [0.19 0.26 [0.14 (0.24 0.00 0.02 0.11 [0.18 [0.03 0.07 0.19 10.06

LED
,’Fﬁﬁ(2426) 11 11.24 0.80 047 [0.63 (0.87 [0.17 0.24 [0.12 0.22 0.02 0.00 0.09 [0.16 0.05 0.05 [0.17 (0.04
7=~ (8069) 12 11.17 0.72 10.39 [0.55 (0.78 0.08 0.15 [0.03 (0.13 (.11 0.09 [0.00 [0.07 [0.13 0.04 0.09 [0.05
EUA (2393) 13 11.10 0.65 [0.31 [0.48 (0.71 0.00 0.07 [0.04 0.05 (0.18 .16 [0.07 [0.00 {0.21 (0.12 0.01 [0.12

—ﬂﬁﬁ(MZO) 14 11.27 0.84 052 [0.68 (0.91 [0.21 0.28 [0.17 (0.26 0.03 0.05 [0.13 [0.21 0.00 0.09 0.22 0.08

Back Light
,.Jl'%'é(6176) 15 11.20 0.76 0.43 0.59 (0.82 [0.12 0.19 [0.08 (0.17 0.07 0.05 [0.04 [0.12 0.09 0.00 0.13 [0.01
‘}f’ﬁ(3051) 16 11.09 0.64 0.30 [0.47 (0.70 0.01 0.06 [0.05 [0.04 0.19 .17 0.09 [0.01 [0.22 [0.13 0.00 (0.14

IPolarizer
gm’\'\%:ﬁ?{aow) 17 11.21 0.77 0.43 0.60 (0.83 [0.13 0.20 [0.08 0.18 0.06 0.04 0.05 [0.12 0.08 0.01 (0.14 10.00
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4.44.% = = clustering(Eps=0.12 > MinPts=1)
% = =X Eps & D,/3=0.1246 > »0.12
Subject to:

Eps =0.12 > (distance of clustering points)

MinPts =1 > (minimal 1 points in 1 cluster)

Rank Number

1 1 >3 {1}

2 5 & {2:5)

3 T {25}

4 4 Fh {4}

5 3 (3)

6 7 & {6>7289213 216}

7 9 I#Iﬁ {6>78 9213 16}

8 16 ’infﬁ {6>7:8>9212 13216}

9 6 HI% {6>78>9912 "13> 15516}

10 13 [EA {6°7-8>9: 1221321521617}
11 8 % 67289111213 1516 17}
12 1275 (6810121316 17}

13 15 ?r{n’jl%i {6-8-10°11-13- 14> 1517}
14 17 PS80 100110120130 1415 17)
15 11}%7‘“ {810 11141517}

16 104 4 {10 11> 12> 1415 17}

17 AR (100110140150 17)

{1} A e Gl

Sy Rt G2:{205)

{4} 5 Pos D G3 {4}

{3} 5 Pos G4 {3}
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P{TY & Fs

{10} 5 P 0 #

i

B

2
5

{8} - G5

$1{14} » {12} : G6

AL wHRDKT

:{6°7-8>9-13>16}

{10 1112141517}

4.4.3 % = = clustering ¥ £9G3:{6°7>8-9-10-11-12>13- 14>

1551617} 4 *XEIEN k=5 B group> G5:{6°7-8-9>13 16}

2G6:{10-11>12>14-15 17}

# ¥ 49 % = = Clustering % %

—— Original Distance

& ]

—— Data sets No |1 2 3 a B 6 7 3 0 10 |11 p2 p3 14 fis pe |17
% 3% (2409) 1 10.00 0.50 0.83 [0.67 (043 [1.10 [1.04 |1.14 [1.06 [1.25 [1.24 |1.17 |1.10 [1.27 1.20 [1.09 |1.21
ﬁ:%"\(3009) 2 .50 0.00 0.35 0.18 10.07 {0.65 0.58 0.69 0.60 [0.82 0.80 [0.72 0.65 [0.84 [0.76 (0.64 [0.77

TFT-LCD %5(3012) 3 [0.83 0.35 0.00 0.17 0.41 (031 (0.24 0.35 0.26 0.49 [0.47 [0.39 0.31 0.52 (0.43 [0.30 (0.43
%Fﬁ’ll(6116) 4 10.67 0.18 [0.17 0.00 [0.25 (0.47 0.41 [0.52 042 0.65 [0.63 [0.55 (0.48 0.68 [0.59 [0.47 [0.60
= [ (2475) 5 43 0.07 0.41 0.25 10.00 {0.71 0.65 0.75 0.66 [0.88 0.87 0.78 0.71 [0.91 [0.82 [0.70 [0.83
AU (8017) 6 |1.10 [0.65 [0.31 (0.47 .71 0.00 [0.07 [0.05 0.05 0.19 [0.17 [0.08 0.00 0.21 0.12 [0.01 (0.13

(Color Filter
F14(3049) 7 ]1.04 058 [0.24 0.41 .65 0.07 [0.00 {0.12 0.02 0.26 [0.24 [0.15 0.07 0.28 0.19 [0.06 [0.20
[Exﬁ@:f“a(2422) 8 [1.14 0.69 0.35 0.52 0.75 10.05 (0.12 [0.00 0.10 |0.14 [0.12 [0.03 0.04 0.17 0.08 [0.05 (0.08
Fﬁ#[?u(2448) 0 11.06 [0.60 [0.26 (0.42 .66 0.05 [0.02 [0.10 0.00 0.24 0.22 [0.13 0.05 0.26 0.17 [0.04 (0.18
A F(2340) 10 11.25 0.82 049 0.65 (0.88 [0.19 0.26 [0.14 0.24 0.00 0.02 [0.11 [0.18 [0.03 0.07 [0.19 10.06

LED
,’Fﬁﬁ(2426) 11 ]1.24 0.80 047 [0.63 (0.87 [0.17 0.24 [0.12 0.22 0.02 0.00 0.09 [0.16 0.05 0.05 [0.17 [0.04
7=~ (8069) 12 11.17 0.72 0.39 [0.55 (0.78 0.08 0.15 [0.03 (0.13 (.11 0.09 [0.00 [0.07 0.13 [0.04 0.09 0.05
EUA (2393) 13 11.10 0.65 [0.31 [0.48 (0.71 0.00 0.07 [0.04 0.05 0.18 [0.16 [0.07 [0.00 {0.21 (0.12 0.01 [0.12

—3}'7?35(6120) 14 11.27 0.84 052 [0.68 (0.91 [0.21 0.28 [0.17 0.26 0.03 0.05 [0.13 [0.21 0.00 0.09 0.22 0.08

Back Light
,.J%g(6176) 15 11.20 0.76 0.43 0.59 (0.82 [0.12 0.19 [0.08 [0.17 0.07 0.05 [0.04 [0.12 0.09 0.00 0.13 [0.01
‘}J’ﬁ(3051) 16 11.09 0.64 0.30 [0.47 (0.70 [0.01 0.06 [0.05 0.04 0.19 .17 0.09 [0.01 [0.22 [0.13 0.00 [0.14

IPolarizer
gm’\'\%:ﬁ?{aow) 17 11.21 0.77 043 0.60 (0.83 [0.13 0.20 [0.08 0.18 0.06 0.04 0.05 [0.12 0.08 0.01 (0.14 10.00
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4.4.5.% = = clustering(Eps=0.09 > MinPts=1)

%2 X Eps 5 D./4=0.0935> #0.09

Subject to:

Eps =0.09 > (distance of clustering points)

MinPts =1 > (minimal 1 points in 1 cluster)

& _DMU gE”172£ #@ ) % &1 density-reachable DMU Bh4e

Rank Number

1 1 & {1}

2 5 H {2 25}

3 2 ﬁ’%; {25}

4 4 %ﬁ#l {4}

S 3 ’?’{Q {3}

6 7 HE& (6272913 16}

7 9;5#5‘” {6°7795137116}

8 16’}1'-?? {6-7-9-12-13 - 16}
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{7 e o & 318} G5:{6°78595 13516}
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EISRZEB019)(17 [1.21 0.77 043 [0.60 (0.83 0.13 [0.20 (0.08 .18 [0.06 [0.04 0.05 [0.12 [0.08 0.01 [0.14 [0.00

72



5. &% A4

5.1.%- DEA %4 % % (Grading to DEA result):

#%_4.2DEA(Data Envelopment Analysis » F#l¢ %4 47;2)/2 Raw data &2
Survey data =1~ ;% » & 11 & criterion 7 weight » ¥ (& 8} £ DMU; ¢ Score; » %

M- BRAAEEA f 2 TRk A nB R sdek o4 AfAs

5.1.1.> B Yz & <7%F (6 convergent clusters)

H_ 4 f 4-5 i Dbase Kk ik H g b gL g7 o8 2 o Eps

(0.3720.1920.12>0.09).[18) -

41 4-6 > 1st clustering > (Eps=0.37) (D, > Distance average)

41 4-7>2nd clustering’ (Eps=0.19) (D,/2'Distance average)

41 4-8>3rd clustering’ (Eps=0.12) (D,/3'Distance average)

41 4-9-4th clustering’ (Eps=0.09) (D./4°Distance average)

B oo d A o Aom gt BAEAE G Eps S RIP) 0 TE G - BEER
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vl AR ESS XIHEHE clustering g% o BTN LA e o

41 4-8 > 3rd clustering’ (Eps=0.12)

Subject to:

Eps = 0.12 - (distance of clustering points)

MinPts = 2 (minimal 2 points in 1 cluster)

and

% $ 4-9 7 4th clustering’ (Eps=0.09)

Subject to:

Eps = 0.09 - (distance of clustering points)

MinPts = 1 (minimal 1 points -1 cluster)

7% 34 clustering i 4™ clustering =7%¥ ‘e (clusters).5 % A - & »

)

ST AN T LR 3R 0 4T clustering SR B R ARIT A YA AP T Y
< PENEK % 2w X clustering G5 % 35 H g0 group E e FE e

» FOH %k

TR Ry 1
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5.1.2.TFT-LCD £ £ TFT-LCD *%3%#
# % = = DB-SCAN thig % 5 &
Eps =0.09 > (distance of clustering points)
MinPts =1 > (minimal 1 points in 1 cluster)
3 T & B clusters
{1} s Fes D GL{1}
{5 Rt G21{20 5}
{45 Pt G {4)
{3} 5 s 1 G4 {3
YT R 0 & FI{8YE G5 {65 7583951316}
{145 0 @ PIEIS) TGO {10001 0 120 145 155 17 )
JEX1 L6 B oclusters » B2 4.1.6 A ¥ ff ¥ Ak R A NS s FH e
F e AL 4 B clusters » B R R A <
2 TFT-LCD 2 ¥ 27 5 4
Gl>G2-G3 >G4
¥R DR {82 B clusters 0 H KR A )
2TFT-LCD 2 ¥ 2@ ek § 2 ¥

G5 G6
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5.1.3.1% 4] cluster 4 7
1512 Az o B Y G16 @ clusters A 17[22] ¢
GlendE {1}t B Rk i F4 > 215 MR

- 4% o e drene B criteria ¢ oo AgARHE 8 X7 H 5 5 H

G2enEp{5)2+ % (2} W xmA it 24

Lleehihd LT AEEL 0 BN -

G3 h’ § {4} ¢ GAnA #a (3} 1 W A &

=

RMEEIE (S 2 R B i s ARk G5 22 G6 eho 5 f€_Survey

o

-~

Data k5 >~ #EieB Sk

GSehs 307 I FAIEAF » R L5 3 o
Flet o P LEEAL R P Gl~G4 eha @ 0 v i - gk # o
B o foft 215 LREMAERCES /L)

go ™~ B % I LED > ?I"g‘ % ’f'] » e = JLED &g - BZ I _LED A&BBE # o

FIH B B o B A A S ¥ KA B CCFL & 5 % %5 -



n\Y—
4=

4G5 § A&

¥ ¢k > border data sets{12 > 13} E_ /> v ¢ % % - &4 (White LED) 2

FoRFER kAR LERS S FAP AB KR T

5.1.4.% & % B ehcriteria 4 7

#.5.1.3 chia 455

% o B e criteria & B 5

-l

Brmr > FERN > 2% > fHge

BRI AN Y Eygr cht ol s LKA D TFT-LCD £ 22 TFT-LCD & + %%

2
¥ °

R A DB 42006 F 40 At L H RS Rt AE D A
PR Tl B R 0 R et p B Z FAURSE > 4t TFT-LCD
AREE R W o~ AR it fends (T2 %70 F it F L TFT-LCD +
Bt e il { AP A o

ﬁ%*%ﬁﬁwiaéﬁéiﬁﬁﬁﬁﬁwuﬁa,%ggﬁ@,

HACE AR PRI EEMAERNT U A A BB S I E o

TAPRRE RS I 0 IS R s
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5.1.5 %#E % riE# (Assurance Region » AR)

14 3.3 A RV HEAT 0 be ~ T BRI PLA 0 @ 1 weight 11 5 2 B
| criteria R 584 FE > 48373 DEA ¢he %G o P T 4 ) clusters 45 i e
— cluster p e » R 4E[3] o

pUde D 3% 5.1.3 e 6 1 clusters i %] 4 47 >

Brmr > FERN > 2% > fHge

RS EH 0 & 42 JTardug AR o —”Fﬁ:'} NN i

%
W % B Lo g 4% 0 & DEA spherical & %R 2 ke o 420
iT- B o

WL e

N
flm
v
g
X
=
e
3
|
e

LF R R PSR L R

~

LA

Gl thid (1} > G2 ind % {2) > 4 LA Ep (S} % >
G3 nis 8 (4} > G4 chR %83} » & 4PEER i o

FRLE TR A 32 LG AP iR 4 dodie
FEwd > 2 ARER S BRI Foak D MR FE o
¥ 8 ehcriteria M35 41

%’ﬁ d & =t clustering FuB A2 0 4w B A 45

L e |
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5.2.Raw Data %24

P~ e Raw data 22 17 31 e B clusters Rt di o AFE R BT gk AT

s

F o Brrd s B At ﬁd DEA+clustering & 4 11 & % o
5.2.1.DMUs g #c

- 4k 3 > DMUS 0B $icdk 5 4%4F > 515 DMUs 4% 5 > 3 »xF DMUs 4% %
Th AR k> A A e 4 (efficiency frontier) s € # < » fe P¥ inputs/outputs B 2
M ad s Fril 0 & X5 5% Bl (rule of thumb) » DMUs i #ic X ° & 5 inputs &2

outputs & P frerd 5 > DMUSs s4p 02 & A% [3] ©
5.2.2.Data sets :% #%

A-%_DMUs {4 » & » evaluation f2h» = > Wi &3 £ H ~2 f_%& o

FHIEE BB RBEFE ¥ - 3 % © evaluation 7

[—4
g
3
Th
kd
"
2]
T

FORBEFER L RAERTERECFEIT AT o

E RS LA R T B e U2 F e T S e

“ﬁr
e
i
%

A R 2 P g SOGTR A T B E MRS T AR e

5.2.3.0utliers =75 ‘,ﬁ%

% DEA & 47 ¢ »DMUs ¥ ¢ ¢houtlier(s) /g % & aJZ ¥ 3 j& evaluation clusters

L3 “,f v VF 4 3 E e DMUSs % evaluation 2 % & 4+

o

&AM 3 P &= DB-SCAN clustering s 42 ¢ > 7§ EAp$ 5 s > & &
40 $t & »< 5 e DMUI - outliers % § 4% 7 K,/T; + & # |7 cHDMUs 1 { /] ¢ distance

ko @ FANESR
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F 4447 DEA 2 DB-SCAN & & ¢ j# » f1* DEA g s
DB-SCAN clustering ¢12- 5 5 5 & > R £t {7 DEA 247603 &5 5 3¢ 5 3
FAERY A A5 k- BF ¥ e 473 % 0 B-DEA 4 47 41 & i data sets

B ACBEE S E SRR YRR G A
1.5 # (Conclusion)

APy enifBLS » DB-SCAN clustering § i% PI'F outliers > % * % 4 s

- HEpN b RAETFE -

¥ ¢b > DEA % DMUert Ut 7 A D - Hep ingt 2557

%% 0 N4 2 B clusters T R B4 47 o
A G B U= %I}i] » W desg e DMU ¥ criteria #cP 7 F S
% » %3 - & DEA s constraint > % 40T
6.1.1.@,{‘!&-:% AN 3

AT I G 0 17 FEBR L keh2 P > 2 DEA #5150 U
DB-SCAN 1% % » % A D ApiTen® B o 12 i % B %) &9 clusters A 47 2 £

WA[12] - 3% 5.1

A o
M1y s T GLi(1)
{SY 5 Pt G2 (20 5)
{4} s T G31(4)

{3YEtEe G4 {3)
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{7 e 0 & 318} G5:{6°78595135 16}

v{14} 5 e 0 & FI{15) 1 G6:{10> 11> 12 145155 17)
6.1.2. g BL:Outlers 5| ',f

f1* DEA 7 2 £ K > 1 12 DB-SCAN clustering 737 /% » % 4 417 ¢
EsamEe > i # X dhclustering B AR Y 0 iR A - outliers B "f ’ %‘ﬁ' DS

17w e hE AT E[21] -

4

Ve A AT G P {10 A ) F) S AT A S AR A E B

%iﬁabm%’u&ﬁﬁ’@ﬁabmufm%ﬁgo
{1} EFes D GL{1}
{5 Rt G2 {255
{4} e 0 G3 E4]
{3} 5 s D G4 {3
B fé ® 4 A1 B & & clusters o
T A ps > £ F{8) 1 G5:{6>7-8>951316)
{14} A fres 0 & F{15) 1 G6:{10> 11512514515 17}

G5 2 G6 k> G1~G4 %ﬁl’_ﬁﬂf‘.—!&a(DMU)iﬁ»{%ﬁlﬁ?ﬂu °
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6.1.3.*24:DMU ¥ criteria :r#cP » ¥ * %

AT R b hw XERGELY 0 FH RS distance 0w X ER R

distance 4 W] & -
D, D./2 > D./3 7 Dy/4 T3k gt 5 F e b B (MinPts)
He H D, 5 T9ER:0.3739

¥l % DMU ¥ criteria kP jgm Fis  BREFLERLADK 4ok Ak
IMD 05 324 4 764864 100 5 % B R + @ criteria s 4 2470 327

iﬁ, @- *oplb 3 oE o
% - X Eps & D,=0.3789 » B~ 0.37
Eps = 0.37 > (distance.of clustering points)

MinPts = 4(minimal 4 points in<1-cluster)

% - X Eps % D,/2=0.1869 > »0.19
Eps = 0.19 > (distance of clustering points)

MinPts =1 » (minimal 1 point in 1 cluster)

% = =X Eps % D,/3=0.1246 > »0.12
Eps =0.12 > (distance of clustering points)

MinPts =1 » (minimal 1 point in 1 cluster)
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% 2 =X Eps % D,/3=0.1246 > B~ 0.12
Eps = 0.09 - (distance of clustering points)

MinPts =1 > (minimal 1 point in 1 cluster)
6.1.4.*24:DEA ¢ constraint # ¥ * % (Bound on relative factors)
# DEA i3k » 3% bound » 4o #2 MAHX Y > 2)¢ X & Z chjf

Bl¥g-] o @ A4 chghs B ohELEE4RIT > @ clustering 7 % "4 Ik > AKX

5 »DEA ¥ i iz &2 3 % 5 gehclustering » 3 F % o

\

'P’_‘-

* bound 3 p > B i@ ?\%|ﬁ7%—h%—

~

*T» P eh e clustering P > & .5 A1 4 joutliers s, 1 & 7&€_1" level clustering » 2" lever

e o

clustering... & 1 clustering ® = i% # 5 ‘,f outliers 7 45 ! 1 %3

6.1.5.3 % = 1% L4 2 o ¥ § seehnl 4

J£.5.1.3 % A 4 % &1 clusters 1 » 11 4.2.3survey data(2005 = ] 5 £ i7)

MR SR T R F R 2P R RED RS FIF R

S JIF=(F Eqor -5 £ A)/§ £ ¥100% -
W ARE 0 Aom 2P IR 4 Ak o

BEES S TIPEE S SR R R e
AT R IbE i 4 (GHc Y R LR S AL AL RIS

AR R LRSI D P AR TR A ARG -



oL I H R - RO P BN A AR TN RBER L TS
PRI B D Pt JIH A R K KA F D P ARTE Bk

RHE q—/u ﬁ:ﬂiﬁiﬁa E=0 A\E*ﬁ%ﬁ—'&*ﬁmﬁ’ﬁ‘?‘
BT A5 B
LR AR R E M~ A

B A aflAr Fpo THEMESN &3 1B

KA FhBE R

{1} E P D GLE{T) EERM S HEEL = > A ST £ RS

e

S RS D G2 {20 ST A &AIRT 0 £ RS

{4} 5 fre t G3 {4} A & £1#7(Hanspree)

M3} 5 e 1 G4 {3) E3EZ ~ (Sharp) ©

(7Y EFre 0 @ FI{8) G5 :{6°7°8:9:13°16} A FAIFT EF
B 4t i o

w14} 5 e > & P15} G6:{10° 11125145155 17} & 5437 >
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6.2. % % B * (Future work)

¥ DB-SCAN clustering 345 822 8.2 [ 3 I 0% % % & £2 /% (Eps- distance
of clustering points) » % ~ 11 clusters > A3 2 %4395 > A 5 H|¥7en 54 35
JeiEe s Fa - BT L R ads S N 2 2 % (clusters) m?‘ HAZ

WA TR 2 g R

6.2.1.Criteria % # (Criteria issues)

=

AT GAIR R T AR 2003 £ SR R - F A 0P AiTaig g e Lo
HY » v EEFEencriteriac I AN FRMBEF o 7 EEH 9 criteria ¥ § o

T AR criteria KA AT B0 TFRESRE L ER {BITEF
TEASAB e ki
» §j¥_Raw Data ® B P75 48 14 55 (8 14 e criteria >

H - > £ MG Hcriteria Fde 1 o

et
I

>/

HATRB R o A EM > RS model e o

4

- FBT M AL o criteria ¢

195 3.1.3 ¥ DEA "4 pEHR I R » 0 2 1135 p P B I 474480

Bl TR RS AL R

DEA > ®R L =7 4 B criteria enip W B2 8k L > * clustering > » ¥ 1% %
B fe— & weight (77 T 7> & 8 BREYE Hr el A R 7> F 8 A0 A0E B

¢4 i criteria 3 E & 04p B o



@ AFE Y e @ criteria 0 AR F G AR 102 e

AR A > F FE T (revenue)F K FAAER 1T A o

f B e(profit) » £ 1% 4 L BATR A o

#4395 5.1.4 chcriteria ~ 477 ¥ 5 I & criteria eh P25
FREE > FERr > 2{IF > fn g4

% = ¥t criteria f4e 1 kg

Hrmi TR 27 NFORRETF A > T2 R FE NPT

B 7RG Pcriteria fte L0 B RFAE L FLEFT A T 2P h

F = 0 5or b TRB AP M P criteria k5 (34 4¢ Model si 42 ) ¢

i % DEA 030 » %4 FE 2T 3U g » DEA i 5 245 175 & %ok
Ry R HORF kR F % 20 AEAR 6 5 5] 85 HA Rk

RGeS R L E MR B FRAER k@
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6.22.5 - 2 P& R % > #&(Windows analysis)

Windows analysis: ¥t I - 72> & (DMU) » 7 | & B e %4 5 7 F entity V&
% R PR R bldeo H - o 7 i E R 2003~2005 (8 it in %

CENTE N % S8 SO 9 X-FUREC L 2

blde D352 Pl bR F RGP ML HB Y2 PG B B

[s38

£
A LTS fphl O P ok > RFLAL AR £ RFLE AR
F P A

doim e L PR S A A o TS A

&7 fe & & ch2 A @ 4 (Production frontier) ™ ¥ ac 5§ 2 AP kB 0 @ G

R RIS T T -

GRS

=

ﬁ:iz'p—:,j\,v/,__l.g:ulm 1?’*?},?"
6.2.3.31 % (> 3 4 37 (Outliers analysis)

AT P RAGEN ST & W17 R DMU %A~ 5D PE > LS T
el > BRlATH FlR o W AEAPHF S F 24P $ R 2T (outliers) BLF

F[13] > Fac 45 40 outliers ehx i BE > & i AP H B S B E S s B o3

IEEE AT TR

6.2.4.13 | & ¥ ¢73% & (Industry area clustering)

ot

Bl A A 4 B clusters 0 HP R A &

7 TFTLCD 2 £ 27 % 4

Gl>G2-G3-G4

WRe %82 B clusters > H R A ]
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L TFLLCD A £ 2P ek 3 4 &

G5 > G6
FAARAESNEFLEPE T Hed i 26(e FR RES

ko F k9w 5 - 0 LED 7 — #f)faclustering’ P2 ¥ — Bitags 760> @ o

6.2.5.Clustering =it i 3 j* 22 yz 3ri% 2 (Convergence condition of

s

clustering)
Bo43 gt e o g e BE AU E Po(DB-SCAN < rule) » # clustering
i£ 1 (Eps » MinPts)siiE# - 2 ¢ >

Eps erE & » 23 T 3554 D, » D/2 > DJ/3 > D/4

MinPts 3% % > 1%/ 5 3 .& K cluster(v] A7 7 ¢ en Gl:{1} % &) enghic

(point number) & #_& >

Bots o BBH O G Bl T o o
3 { 5 H > 4 DB-SCAN s clustering #% i (Eps » MinPts) s 47 0 14
i 2 enit H1 (normalization) » ¥ >t A ke rUE XM FT L AT o

!
™

o e

62632 ST A EHE A

OIS g & F 215 A oBRTAFE PRI nffst -

F A 4 0 SWOT & 47 %

Rig > BErutaadr o LSBT AL AR
RALE[S]
BAGF G AR N TR BR TR AR TSR S

o e e RS E P R

88



B e g FPEERLPL #

Z\*)é' 61 \Z"/%

* SWOT » 47

&4 (Strengths)

% %' (Weaknesses)

FORFT R A HF
T =

Big g AP ek B

FREErEREEY 3 L
TA AP R

EEHSRER R R

LCDTV % 3789 37 f4f £ A4

BN A

# ¢ (Opportunities) = $*(Threats)
WF TS HF AR GRBASRASR

* R PR

L

?ﬁ

—=

ER A~

N

bR B 2

P j\lﬂzﬁ/]’f;}‘; 2\5 /\éﬁm 75&]\4@118 ,‘ §

Q&%?Kﬁi? Il ”“‘A\]i"firéﬁ \1,,7,%%10 4
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