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Network Analysis on Chinese Herb and

Prescription

Student: Shen-Hsi Tseng Advisor: Dr. Tyne Liang

Institutes of Computer Science and Engineer

National Chiao Tung University

Abstract
In Traditional:Chinese Medicine (TCM), the relationships Between the Chinese

Herbs and prescriptions can be cast-into network. 'We can use a bipartite graph and
allow herb and"prescription to be the two types of node. An edge eXists between the
herb and prescription if the herb appears in the prescription. In this thesis we studied
the empirical properties of ChinesesHerbvand Prescription Network with a viewpoint
of complex networks We studyithe herb and prescription-netwerk using the medical
book from two different eras." Analytical results showing that the degree distribution
of Herb Network is exponential and Prescription Network is normal distribution. We
propose an evolution model using the idea of actual herb and prescription evolution to
simulate the TCM network and the simulation result and discussion were given.
Furthermore, we analyze the symptom and acupuncture point network and found the
degree distribution of symptom network is exponential and the acupuncture point is

normal distribution.

Keywords: Traditional Chinese Medicine, Network Analysis, Statistics, Degree

Distribution, Evolution Model.
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1. Introduction

1.1 Historical Background

The Chinese herbs were originated from China and they were widely used for
treating diseases and some Chinese cuisines. There are over three hundred herbs that
are commonly being used today that have a history goes back at least 2000 years in
China [1]. The first Chinese herbalist which recorded somewhere around 2000 B.C is
Shennong (1), legendarily said that he has tasted hundreds of herbs and imparted
his knowledge of medicinal.and poisonous plants. to ithe people. The Shennong
Bencao Jing (f1Ed f (§iaE), which is_the first Chinese herb manual and is formally
documented somewhere near-the [I* century of Han'dynasty, .which records 365
medicines (253gare herbs, the rest were elements such as metals, rock, animals tissues,
etc.). Later the;Yao Xing Lun (%Iﬁrﬁﬁ Treatise.on the Nature of Medicinal Herbs) was
successfully gemerated during ithe 7™ century Tang Dynasty  forimore detailed on
characteristic of-herbs such as the'qi (5¢), blood<(""*) and meridian (3/5%) of the herb,
which is an extension from Shennong Bencao Jing. As for today, the most important
herbal book out of these,larguably, was the Compendium of Materia Medica (7 &'t
f! Bencao Gangmu) was assembled and ‘compiled during the Ming dynasty by
Shizhen Li(#% [f22), which is still widely used today for herbal consultation and
reference.

As Today, many of the modern day drugs have been developed from these herbs
such as the treatments for asthma and hay fever from Chinese ephedra (’ﬁ'ﬁﬁ[),
hepatitis remedies from schizandra (=r[t£~") fruits and liquorice (f|%") roots and a
number of anticancer agents from trees and shrubs. There are several Chinese herbal

drugs that invigorate the energy, nourish the blood, calm tension and regulate



menstruation.

On the prescription side, Herbology is the Chinese art of combining medicinal
herbs. In the art of combining Chinese herbs, each prescription is a combination of
many herbs tailored to the individual patient or illness, customize by adjusting the
ingredient if required. The Chinese herb prescription practitioner usually designs a
remedy using one or two main ingredients that target the illness and then practitioner
adds many other ingredients to adjust the formula to the patient's yin/yang ([</[')
conditions. Sometimes, the practitioner will add some ingredients to cancel out the
toxicity or the side-effect of the main ingredients, since some Chinese herbs have
side-effects or toxic to.human body. Some herbs requite the use of other ingredients as
catalyst so the medicine will have-its effect.

Unlike the western medicine, the balance and interaction of ‘all the ingredients are
considered more important than the effect of.individual ingredients. The balance and
interaction requires great experience and knowledge, and make the difference between
a good Chinese herbal doctor and amramateur:

During the recent years, TCM (Tradition Chinese -Medieine) has gained its
popularity over the world [2]. It is increasingly approval, recognized and place
importance by the western culture. Despite its popularity, Chinese Medicine today has
not been fully comprehended. The basic concepts of Chinese medicine, such as
yin/yang (cold/hot [£[#) , wu xing (the five elements =t %) and the qi/blood
meridian theory (3t i"%ﬁﬁ%), were too mystified and are inaccurate descriptions of
the human body that were verge imaginative [3]. The TCM is based on the empirical
knowledge, which is lack of scientific basis and clinical data, most research on TCM
in the past is of poor quality, and is published only in Chinese medical journals

without proper peer-review processes.



1.2 Different Types of Network

The term network may refer to any interconnected system which sharing
information among them. The networks may be social, value, transportation or virtual,
such as the Internet or human relations. A network consists of vertices and edges,
where each vertex represent independent body and the edge between the vertices
represent the relationship between them.
1.2.1 Random Graph

The theory of random graphs lies at the intersection between graph theory and
probability theory, and studiesithe properties of typical. random graphs. The Random
graph is a graph that is generated by using some random process, it was introduced by
Paul Erdés and Alfréd Rényi afteriErdds discovered that probabilistic methods were
often useful in'tackling problems in graph theory [4.,5]. \Erd0s and Rényi define a
random graph G{(n,p) as N number of nodes connect by n amount of edges, which are

chosen randomly from N(N:1)/2" possible edges using a random connection

probability p.
» .
L] L]
L] L]
. L 2 - L]
¢ . ~—
p=0 p=0.1 p=0.15

Figure 1.1 The graph evolution process of a random graph [4].

In mathematics the construction of a graph is often called the evolution of a graph.
In Erdds and Rényi’s Model, they start by N amount of isolated nodes (with no edge),

and then the graph develops by successive addition of random edges, using a random



connection probability p as the probability for introduction the edges between the
nodes.
1.2.2 Small-World Network

A small-world network is a type of mathematical graph with small-world
phenomenon, in which most nodes are not neighbors of one another, but most nodes
can be reached from every other by a small number of hops or steps [6,7]. For
example, a social relationship network where people are node and an edge is
introduced between the nodes if people know each other, such network carries the
small-world phenomenon.

A certain category of small-world networks were-identified as a class of random
graphs by using {Watt-Strogatz Model. By comparing small-world network to a
random graph, small-world network-were similar to randem graph, but they usually
have higher clustering coefficient and small average path length. The Watts-Strogatz
model introduees a 'small world structure with short average path length and high
clustering coefficient.

1.2.3 Scale-free Network

A scale-free network is a noteworthy kind of complex' network because many
real-world networks fall into this.category. In scale-free networks, some nodes act as
"highly connected hubs" (node with high degree), shown in figure 1.2, the highlighted
node in figure 1.2(b) were the hub nodes and most nodes in the network are of low
degree [8]. For example, the Internet and the World Wide Web are a good example of
scale-free network, where having some highly connected hub-like nodes and having

power-law degree distribution.



(a) (b)

Figure 1.2 Random network (a) and scale-free network (b) [8].

The Barabasi—Albert model state that the scale free nature of real networks is
rooted in two generic mechanism§ shared By amany real networks: Growth and
Preferential Attachment. "Firstly, most of the real-world.networks describe open
systems that grow by:the continuous addition new nodes and edges. For example, the
World Wide Web grows in time by the addition of new web pages. Secondly, network
models discussed so far assume that probability .that two nodes.are connected is
independent of the nodes” degree, howeyver, most of the real-world networks such that
the likelihood of connecting to’a-nedé depends on the node’s degree. For example, a
web page will more likely inelude hyperlinks:to popular documents with already high
degree because the highly connected documents are easy to ‘find thus well known.
Thus a highly connected web page will result with more hyperlinks to it.

1.3 Network properties
1.3.1 Degree Distribution

Degree distribution gives the probability distribution of degrees in a network. It
originates from the study of random graph and it has become an important concept
which can use for describing the topology of complex networks. The degree of a node
tells how many neighbors or the links the node has to other nodes. The spread in the
node degrees is characterized by a distribution function p(k), which give the

probability that a randomly selected node from the network has exactly k edges.



Formally, degree distribution is:

p(k)= > 1

veV | deglv)=k (1)
Where v is a vertex in the set of the graph's vertices V, and deg(v) is the degree of

vertex v. In this paper, we made a use of the complement cumulative distribution

function, which is defined as:

)
Where F(K) is defined as:
F(k)=>_ p(k)
<k
3)
Degree & Degree
S Distribution pk) 207f e : ®
k=4
b =4 Pily=2/17
, 157
ke=2 Pi2r=1/7 + / ¢
}E_‘T:l Pi3)j=2/
ks=1 Pa)=217 ; : P
k=3 1 2 3 2
Figure'1.3 An example of Measuring the Degree Distribution of.a network
F
P(b) ®
A & ® * Fili 1
5T &
177 & * Elr -
27 .
. K k
£ @ 9 4 ° T & &8 9

Figure 1.4 An example of Complement Cumulative Distribution Function

In a random graph with connection probability p the degree ki of a node i follow a

poisson distribution with parameters N-1 and p:



N—-1_Fk N—-1-k
P(k;=k)=Cy p(1-p) “)
This probability represents the number of ways in which k edges can be drawn from
a certain node: the probability of k edges is p, the probability of the absence of

additional edges is (l-p)N'l'k

, and there are Cy equivalent ways of selecting the k end
points for these edges.

For small-world network, the idea presented in the small-world network model has
been explored quite extensively. Indeed, several classic results in random graph
theory show that even networks with no real topological structure exhibit the
small-world phenomenongsome analytical results showing that the degree distribution
of small-world network'can be range from a power-law distribution like the scale-free

network [9] or exponential distribution [10].

Distinctivelygscale-free networks show a powerdaw, long tail degree distribution:

Like most real networks)network “growth and preferential attachment have been
shown to create networks with power law degree-distributions by:Barabasi and Albert
in 1999. In Scale-freé network, most of the nodes in network have very small degree
and few of the nodes in the network act as the hub of the network, with enormous
high degree.

P(k) I P(k) I P(k)

Kk k Ink
Normal Distribution Exponential Distribution Power-Law Distribution

Figure 1.5 Different types of Distributions

1.3.2 Clustering Coefficient

The concept clustering is a common property of social networks that in cliques

7



form, representing circles of fiends of acquaintances in which every member knows
every other member [6]. This inherent tendency to cluster is quantified by clustering
coefficient [7].

Clustering coefficient measure how close the vertex and its neighbors are from
being a clique/complete graph. The clustering coefficient C; for a vertex v; is the
proportion of links between the vertices within its neighborhood divided by the
number of links that could possibly exist between them. In other word, it measures the
neighbor connectivity for each vertex. In figure 1.6, for shaded node i, the black edges
are edges connecting neighbots of 1, and dotted blue edges are for unused possible

edges. The clusteringcoefficient of the whole network'is the average of all individual

Ci’s.

C,=1 C,=1/3 ;=0

Figure 1.6 Thelclustering coefficient of an'undirected graph.

The clustering coefficient of a random graph is often found to be smaller in
compare with complete graph or a small world network, since that the connections
between the nodes were random, neighbors of one node can be any other nodes in the
network. If we consider a node in a random graph and its nearest neighbors, the
probability that two of these neighbors are connected is equal to the probability that
two randomly selected nodes are connected. Consequently the clustering coefficient

of a random graph is:



. (k)
Crand=pP= N

(6)

In small world network, clustering coefficient does not necessary depends on the
size of the network. Small world network have relatively high clustering coefficient,
since that one node’s neighbor were mostly the neighbor one’s other neighbors.

The clustering coefficient of the scale-free network is about five times higher than
that of the random graph, and this factor slowly increases with the number of nodes.
However, the clustering coefficient of the Barabasi-Albert model decreases with the
network size, while a slower ‘decay than the/C=<k>N:' decay observed for random
graphs, is still different from-the behavior of the small-world models, where C is
independent of N.

1.3.3 Average Path Length

Average path'length is a concept in network topology that 1s defined as the average
number of steps along the shortest paths for all possible pairs of network nodes. In a
real network, it"is @ measure of thevefficiency ofinformation or mass transport on a
network. Some examples are: the average number of clicks;which will lead you from
one website to another or the number of people you will have to communicate through,
on an average, to contact a complete stranger.

The random graphs tend to have small diameters, for the connection probability p is
not too small. The reason for this is that a random graph is likely to be spreading: with
large probability the number of nodes at a distance | from a given node is not much
smaller than <k>|. Equating<k> with N and finds that the average path length is
proportional to In(N)/In<k>| [8], thus it depends only logarithmically on the number

of nodes.



In(N)

Srand T n((k)

(7)

For small world network, it has a shorter average path length in compare with the
scale-free network and for all nodes will have at least one shortest path to it. The
Watts-Strogatz model is a change in the scaling of the characteristic path length | as
the fraction of rewiring probability p is increased, the larger the rewiring probability p,
the shorter the average path length.

In comparison with the average path length of a random graph and BA’s Model,
using the same size and average. While the average .degree is small, average path
length is smaller in the'Barabasi-Albert network than in a random graph for any N,
indicating that scdle-free is more-efficient in bringing the nodes: close than random
graphs.

1.4 Related Work

In the past, a number of models have been proposed for the collaboration network
such as the Ramasco, Dorogavtevrand=Pastor=Satorras (RDP) model [11] and the
model presented by P. Zhang et al. [12]

The RDP model is used to.simulate the movie-actor collaboration network with
scale-free degree distribution. In the TDP model, the term act-size T; refers to the
amount of actors is playing in the movie i, and act-degree h;refers to the amount of
movie that actor i has played. The RDP model using a constant act-size T for all
movies and the using a preferential rule of h; for choosing the actors. The result from
RDP model is that both act-degree P(h) and degree distribution P(k) were both exact
power-law function.

The model proposed by P. Zhang et al. is similar to the RDP with a few differences,
using a fixed amount of starting nodes with constant act-size T, and having 3 different

methods for choosing the node during the model time step.
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The first method is using linear preferential rule, a probability proportional to the
nodes act-degree h; of each old node i. The result from this method is that both P(h)
and P(k) were power-law function. The second method is to select nodes by random,
the result was that both P(h) and P(k) were exponential function. The third method is
to select nodes by a random probability p, and using linear preferential rule with 1-p.
The result from the third method is that both P(h) and P(k) were exponential function
and follows a Stretched Exponential Distribution (SED).

Zhang model’s simulations is in good agreement with the empirical data, such as
the Collaboration Network ef Hollywood Actor (CNHA), Travel Route Network of
China (TRNC), Bus Route Network (BRN), Huai-Yang recipes of Chinese cooked
food (HYRCCF),fas well as_the Traditional Chinese Herb Prescription Formulation
Network (TCHPEN) [10,12]."As results of TCHPFN, they find the distribution to be

exponential decays.

1.5 Problem Definition

The model used in [10] successfully simulates the herb frequency distribution and
herb degree distributions in TCHPFN. The degree.distribution and herb frequency
distribution of the simulation were in good agreement with the empirical results.
However, assuming that prescription-size T to be a constant simply means that all
prescriptions were consists of same amount of herb formulation. Also that newest
herb is fixed and destined to connect the newest prescription every time evolution,
were unlikely to occur in real world data, that the new herb will create 1 new
prescription. Thus the model by [10] lack for the actual description of the prescription
size and how exactly the prescriptions should evolutes, we need a model that can
correctly simulation the above two issues with regard to the evolution of the herbs and

prescriptions.
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In this thesis, we used network analysis method to understand more about the
Traditional Chinese Medicine in Herb and Prescription, using network analysis to see
if the connections between herbs, prescriptions, symptoms and acupuncture points
were random, given results with discussion. We introduce an evolutionary model
which can use for simulate such network, using the idea of actual growth of the
Chinese herb and prescriptions and how herbs were combine to each other, with the
use of prescription-size distribution and herb frequency distribution of the real world

network and produce the degree distribution as result.
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2. Herb and Prescription Data

2.1 Data Source

Before constructing our herb and prescription, we need to retrieve the herb and
prescription information from the source. We retrieve the web pages of Chinese herbs
and prescriptions using web crawler. Target source: Committee on Chinese Medicine
and Pharmacy (/7[> 5, (126D F'IT;'T - Hlﬁ%ﬁ?ﬁ[ﬁ), The Complete
Work of Jing-Yue (CWJY) [13].

Extract the primary centent within each page, such as the herb information,
prescription content and formulation, symptoms, etc. We extract 2064 prescriptions

covering 382 herbs in total.

"HIFJJJ\j_#‘\;?L

AR RY

AE o DAy Bl 47 o AT -

= 3?,?%3?&

FiBRP S B g S ISR e PR T 1k - SR
Y o BN R0 S - PR

Figure 2.1 An examplé of the primary content:extract from the web page

We also retrieve an alternate source name Treatise on Febrile Diseases (TFD) [14],

for comparison purposes and data robust, the TFD, which contain 289 prescriptions.

2.2 Data Cleaning and Preprocess

In order to create clean experimental result, we need to remove the noise in the
database. In our herb and prescription network, we start by removing the prescriptions
which contains null or incorrect values such as unrecognized font/words, and

incomplete information. This is to prevent incorrect experimental results caused by

13



noises. We remove the prescriptions which only contains a single herb, since a single
herb may not be useful when we construct our network. We also remove the
prescriptions which are repeated in name and ingredient so each prescription in our
database is uniquely presented.

Finally, we remove the prescriptions which are supersets of the other prescriptions,
i.e. if prescription A contains all herb ingredient of prescription B, such that if
prescription A contains herb @, b, ¢ and d and prescription B contains herb ¢ and d,
thus we say A is the superset of B, thus we remove prescription A from the database.
The reason for such action is.to prevent for most.of the nodes in the network to form a
giant cluster or a complete graph since we connect the herbs using prescriptions.
Furthermore, we believe that Chinese herb prescription. practitionér may design a new
prescription by“combining| or modifying existing prescription by adding/removing
herbs of the prescription. We believe by remowvingthe prescription which are supersets

of the other will be able to clean up the prescriptions to the original form.

2.3 Data Statistics

In figure 2.2 is the prescription-size (herb) distribution of the herb network, graph
indicate that most of the prescriptions contain 2therbs for CWIJY. These two-herb
prescriptions may be the primitive prescriptions since Chinese herb prescription
practitioner usually designs a prescription start by using one or two main ingredients
which target the illness. As for TFD, which is a much smaller database due to it was
found at a much earlier age. The prescription-size distribution of TFD shows a shifted
poison distribution, with peak a 4, representing that in TFD, most of the prescriptions

contains 4 herbs rather than 2, like the CWJY does.
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Figure 2.2 The Prescription-Size of hérb network

From the distribution, we can see that the. amount of prescriptions and the amount
of herb per prescription are proportional to each other, thus binding.between herbs in
prescription is not random, since an exponential decaying distribution appeared show
in the fitting of figure 2.2. No single-herb prescription exists sinceswe have removed
them during datascleaning ‘process. Each. prescmiption is uniquely presented and
contains no subset’ to the. other prescription. The ‘average prescription-size
<T>=3.94246, averagely cach prescription consists of 4 herbs.

In figure 2.3 shows the herb frequency distribution of herb network. For CWJY,
most of the herbs appeared twice among all the prescriptions. The herb with the
highest herb frequency is the liquorice (f]E1) and tuckahoe ([%%,), which are very
commonly used for harmonize or herbal balancing of the other herbs in prescriptions
and the herb with the low herb frequency were mostly the rare or uncommon herbs,

some were even ores or minerals.
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3. Herb and Prescription Network
3.1 Bipartite Graph

A traditional unipartite (single mode) graph consist of nodes/vertices and
edges/links, and the there exist an edge/link between two nodes/vertices if there exist
some relationship between them. In our network, we use a bipartite graph to describe
our network.

Bipartite graph has been used for describing collaboration networks such as the
movie-actor collaboration network [15] .In a bipartite graph, there are two different
kinds of nodes and nodes‘are only connects to the node of different kind. The
advantage of using a bipartite graph is that is records the relationship of connection
and is able to record. the multi-edge or weight between the same types of node.
Another advantage is that since two types of nodes in the: graph are of equally
importance, itjis able to produce two unipartite (single mode) graphs with using the
connection of two types of nodes.

For example, the bipartite graph of Herb and-Prescription network shown in figure
3.1, which consists'of two different types of nodes, the prescription node and the herb
node. An edge exists between thésherb node and prescription node if the herb appears
in that prescription.

The green nodes are the prescription nodes and red nodes are the herb nodes. The
herb nodes %?\"FTEJ, B, FIE, 2 E, R, M and ﬁ[fﬁ, were connected to
prescription node ‘] = Fﬁﬂ?ﬁ. Here we define the two parameters: the herb frequency
h and prescription-size T. The herb frequency h; is the amount of prescription that
herb i appeared. For example, the herb = Ffﬂ appears in prescription 7| = FL[EHE;L and
herb | %' appeared in prescription ’]> = F“[EJ?EJJ and Zy3&3,. Thus the herb frequency for

herb A is h =1, and B is h ys = 2. The prescription-size is the amount of herbs
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which contained in a prescription. For example, the prescription-size T for
prescription ‘| 5 F“[EHE, is T 15w =7 and prescription ™~ 253, T = 4. All herb
nodes connect to the same prescription node forms a complete graph, shown in figure
3.2, converting the herb nodes from a bipartite graph to a single-mode graph, where it
consists of single type of node, this can be done using prescription as node, shown in

figure 3.3.

Figure 3.1 An exam es are the prescription

Figure 3.2 An example of a single-mode (unipartite) graph produced from a bipartite graph using herb

as node.
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Figure 3.3 An example of a single-mode (unipartite) graph produced from a bipartite graph using the

prescription as node.

3.2 Herb and Pres

We then give an apg . ea g onstruct the herb list,
for reference and identification purpose ¢ lis - ‘referencing the herb as
node in the netwc
web page to the o tifich : 1ven | y ther them together

next to the prescri

gt 1 . 21
I 2 _ 22
Ex=IaEY 3 i 23
wAEAE 4 I 24
TR 5 LR 15 F IR, 25
A 6 UES;: 16 F 1 26
T-E1 7 [%r;,w:g» 17 j\*oﬁ 27
YA figid 8 I'E’F]H 18 FIo= 28
FIEE 9 [PUEE 19 F U@FK, 29
@Jﬁﬁﬁﬁ 10 ?‘ l A= 20 E&?ﬁ![‘i 30

Table3.1 A view of the herb list
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TP 166 168 207 216 231 238 275
IR 227236 316 368

EIES 128 222 140 211 122 236 367 166
AHEF 112 222 227 236

(b 140 166 127 249

[ 23 144 112 372 335

Table3.2 A view of our prescription and herb database

For the creation of our “Herb Network”, all herb nodes appear connect to the same

prescription node will form a sub complete graph.

Example: 4-prescriptions Herb-Prescription Netwerk:

CPEHHET o SPHTSRGCHEL 28, TR S RS
SRR 0 SR, WP, # )

VR NEe WS, PO, AL EIE SR i
HECCEAR” S, i, A

HEXES

Figure 3.4 Diagram showing 4-prescriptions Herb-Prescription Network

As for the “Prescription Network”, prescriptions that shared a common herb will
form a complete graph.

Example: using the following 10 prescriptions : ‘5 F“FHE,, RS, TR,
HIg, FR, R, SR, 7R, B R PR to

construct a Prescription Network. In figure 3.5, for each prescription as node, edge
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introduced among the node if there exist a common herb between the prescriptions,
the amount of the herb shared between the prescriptions may be used for weighting in

the later stage.

*omas SrEAS

et
Figure 3.5 Diagram-showing L0-prescriptions Prescription Network

As result from data cleaning and preprocess; removing the. superset of the
prescriptions, the CWJY contains 598 prescriptions and covering 320 herbs. The TFD
contains 115 preseriptions coveriig 110 herbs. If we combine the two medicine book,
result in having 643 prescriptions after the process.

We start by preSenting. the database of CWIJYs The “CWIJY contains 598
prescriptions after the superset removal process.

3.3 Herb Network

We start by creating the herb network using CWIJY, which contains 320 nodes,
3359 edges and average degree with 20.993. As for the degree distribution of CWJY,
it appears to be long-tail shown in figure 3.6. The fitting represent distribution in

cumulative function with semi-log scale. The degree distribution is exponential decay.
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Figure 3.6 Degree Distribution of Herb Network. The Fitting represent'cumulating function with

semi-log scale.

The node with the highest degree is the licerice, again with the highest herb
frequency. The average degree <k> is 20.993, showing that for each herb is able to
combine with other 21 herbs'to fofm the prescriptions as an average:

For the degreesdistribution of, TFD which. contains 110 nodes, 482 edges and
average degree with 8.76364. Most nodes in TFD contain degree k to be 2. The fitting
shows that the degree distribution is exponential when plot on a semi-log scale, which
is a similar result to CWIJY.

As for the degree distribution of the combined, it remains exponential like CWIY
and TFD does before the combine of the two books. The distribution shows that most
of the node has only a few links to the others and a few nodes with very large degree.
3.4 Prescription Network

Now we create a Prescription Network. The Prescription Network contains 643
(prescription as node) nodes, 21485 edges and average degree with 66.8274. In figure

3.7, shows a distribution with slop between degree 1~100, and then decays. The peak
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of the distribution was found at degree 48. The distribution suggests that the edges of

the Prescription Network were formed randomly.
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Figure 3.7|Degree Distribution of the prescription network

3.5 Clustering Coefficient and Average Path Length
The idea for measuring the clustering'coefficientandithe average path length of a

network can be used:to tell whether a network is a small world network or not.

Network N <k> I Irand C Crand

Herb 354 19.8531 | 2.53141 1.96405 | 0.523699 | 0.056082

Prescription 643 66.8274 | 2.07456 | 1.53878 | 0.136744 | 0.103931

Table3.3 The general characteristic of our Herb and Prescription networks.

From table 3.3, we show some properties of our network and compare them with
the random network with same node size and average degree. For each network we
have indicated the number of nodes N, the average degree <k>, the average path
length |, and the clustering coefficient C. For a comparison we have included the

average path length liang and clustering coefficient Crang of a random graph of the
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same size and average degree. For the herb network, we see that the average path
length of the real network is longer than the random network and the clustering
coefficient of the real network is about 9 times bigger than the random network. Thus
we conclude that herb network is a small world network.

For the prescription network, we already show that the degree distribution of
network is normal distribution, and the edge connections between the nodes were
connected as random.

3.6 Discussion
3.6.1 Herb Network

The degree distribution of the herb network shows that the connection between
herbs was not random. There is a rule regarding the combinationsbetween herbs in the
prescription. From the measuring of clustering coefficient:and average path length of
the herb network, we find that the herb network centains the small world phenomenon,
since that the ¢lustering coefficient issmuch higher (9 times bigger) than the random
network with the same node size andraverage-degree:

The degree distribution of the herb network (combine of,CWJY and TFD) remains
exponential, like CWJ¥ and TFD does alone before the combine. The distribution
suggesting that most of the node have only aj few link to the others, where as the
frequent herb such as liquorice (f]%1) tuckahoe ([23%}) were appeared as hub node.
These herbs were the most frequent used herbs and mostly used for balancing the
negative effect or removing the toxics of the other herbs in the prescription.

3.6.2 Prescription Network

The distribution suggests that the edges of the Prescription Network were formed

randomly. There is no rule regarding the sharing between herbs among the

prescriptions.
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3.7 Other Simulations

3.7.1 Herb Swapping Simulation

After showing that the degree distribution of herb network to be exponential, we
then need to ensure that the connection between the herbs were not randomly
connected, due to the combinations of herbs in the prescriptions. For such reason, we
conduct an herb swapping simulations in our herb network. First, we randomly choose
the herbs in the prescriptions and swap the position of herbs between the prescriptions
for 100 thousand times to ensure that all herb’s positions were swapped and then we
compares them in degree histogram:. The degree histogram is similar to degree
distribution, but showing the -exact amount of vertices having k amount of degree

instead of the probability. The reason for using degree histogram'to compare the two

networks instead'is to see the size change of the degree of the network.
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Figure 3.8 The degree histogram of the herb network and the simulation. The fitting represent the

cumulative frequency of the two networks.

In figure 3.8 shows the differences between the Herb network and the herb

swapping simulation. The distribution of the simulation appears to shift away from




the degree distribution of the real network and the slop appeared higher than the herb
network. Also, we notices that the total number of edges in the simulation increases as
we compares the two networks. This can be explained where prescriptions of the herb
network contains frequent combinations of herbs (in Chinese herbology, normally you
may find a frequent used herb followed by another, which formed a frequent
combination), since we’ve swapped the position of the herbs, thus we break the
frequent combinations and resulting in new combinations. Those newly created
combinations introduce new edges to the network as we create it.

The average path length of'the swapping simulation, is 2.58901, which is close to
the average path length of the herb network (I=2.53141), Thus.the average path length
cannot tell the difference between the herb network and the swapping simulation.

The degree distribution alone does-not tell the difference between the two networks.
Here we calculated and compared clustering, coefficient of the herb network and that
obtain random swapping, result finding: that the clustering coefficient C of the
simulation is 0.0813277, which is.6rtimesssmaller-than the herb network (with C =
0.523699). The clustering coefticient shows the difference-between the two networks.

As result in this experiment,.we find that the edges connectivity in herb network is
not random.

We than simulate the swapping network by randomly swaps the herb with different
amounts of times and compare the difference between those simulations. We
randomly swap the herbs in the prescriptions with 1, 10, 100, 1000, 10000, 100000,
1000000 and 10000000 amounts of swaps. Here we put edge threshold into the

simulation network and compares the results in edges and nodes changes.
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Network / Thresholds T=1 T=2 T=3 T=4 T=5 T=6 T=7
Herb Network 3514 851 324 163 93 53 35
Swapl 3513 853 323 163 93 53 35
Swap10 3541 839 317 162 91 53 33
Swap100 3622 797 302 156 90 49 30
Swap1000 4002 6384 216 84 39 23 13
Swap10000 4090 668 186 71 31 13 6
Swap100000 4072 664 189 69 32 17 9
Swap1000000 4125 655 161 64 30 17 8
Swap10000000 4063 659 192 80 40 17 9

3.7.2 Herb Swapping Simulation for Prescription Network

From the degree distribution of the prescription network, the initial normal
distribution follows by a long tail suggest that there exist two edge connection
methods in prescription network, both random and preferential.

In order to see which connection methods dominates in prescription network, we
conduct a simulation by randomly swaps the herbs that each prescription were sharing
then create the simulation network and plots its distribution to compares with the

prescription network. The result shows in figure 3.9.
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Figure3.10 The degree distribution of prescription under different threshold. Where a) Threshold > 2, b)
Threshold > 3, ¢) Threshold >4 and d) Threshold > 5.

Here we construct the prescription network using the amount of herb sharing
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among the prescriptions as different thresholds. Figure 3.10 shows the results, as the
threshold increases, the tail of the distribution starts disappearing. As threshold
reaches to 3, the distribution becomes a normal distribution. Therefore, the
randomness between the connections dominates the preferential rules in prescription.

The average path length of the prescription swapping simulation is 1.99067 and
is close to the average path length of the prescription network (I1=2.07456). The
average path length does not tell the difference between the prescription network and
the prescription swapping simulation.

The clustering coefficient of the preseription swapping simulation is 0.110663,
which is close to the elustering coefficient of the prescription.network (C=0.136744).
Therefore we conélude that the preseription network is-a randomfietwork.

3.7.3 Randomly"Chosen Prescriptions Simulation

Right now, Wwe want to see approximately how many prescriptions will form a
network with “exponential distribution. Here we start by randomly choosing the
prescriptions from the combined  database=of*CWJ¥Yr and TFD with the specific

amounts of prescriptions.and then see whether 1t could result an exponential decay.
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Figure3.11 Cumulative frequency of herb network in Semi-log Scale using different amounts of

prescriptions

In figure 3.11, we notice when we randomly choose the prescriptions from our
database, the distribution drops as well as the tail of the distribution when the amounts
of prescription decreases. The less the prescriptions chosen, the earlier the tail drops
and only the early stage of the distribution shows exponential. Therefore, with the

result of this simulation, we finds that under the different amounts of prescriptions,

hy the size of the prescription
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4. New Model and Simulation

4.1 The Model Description

In order to understand the growth of the herb network, we need to simulate the
network using the actual evolution method of the herb and prescription. Base on this
idea, we construct our model using the node selection probability of the actual
network.

We propose a model which can used for simulating our herb network, using
prescription-size distribution P(T) for selecting the size of T and using linear
preferential rule with P(h) for node selection every.time step. Both P(T) and P(h)

were selected from the empirical data,

Algorithm:

B Start with N herb nodes and 0 prescription initially

B Add 1 new prescription node each time step t and add T herb nodes in the
new preseription

B Choosingthe prescription size of T each time according to P(T)

Choosing the node by “Node Selection Rule’’ until the T is reached

B All herb nodes in the same prescription formed a complete graph

Here we have 3 Node Selection Rule:

1. Random Probability
2. Linear Preferential Rule
3. P(h) from empirical data

For the first method, we randomly select the herb nodes during each time step t,
thus for each time step t, the network will introduce a new prescription with T edges

to N amounts of herbs. Thus the growth rate of degree can be express as:

.r-?f,: i B Tﬂ r
At N

®)
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Where T, is a value selected from the prescription-size distribution p(T). The
solution of this equation with the initial condition that every node i at its introduction

has ki(tj)=T-1, is:

= {Tﬂ_ 1}

k i'r” W

t+e

)
The edge connection from the above equation resulting the randomly connection

between the nodes. Where each time step t, for each node will have equal chance of

receiving T-1 amount of degree (with multi-edges counted). Therefore, the formula

for degree distribution for this method is:

1-:::. li{'
p(k)= e ;‘f—f
: (10)

From the above equation, the degree distribution is'a Poisson distribution, and the
average degree'of the network is measure as:
<f>= X(Ti-1)
f

(11)

For second method, we use Linear Preferential Rule to seleet the node each time
step. The probability for selecting node i depends on it herb-frequency h;. For time
step t=1, we allow all nodes to have the same probability. As the prescription node
increases, the node with the higher frequency will tend to have a higher probability
for getting selected by the prescription node. For each time step, we increases the
edge by T-1 and select the nodes by its herb-frequency h;, thus the growth rate of the

degree of node i is:

(12)
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The solution of this equation, with the initial condition that every node i at its

introduction has kj(t))=T-1, is:

I;
k()= (I,-1) “— f +¢
Hj‘
j=I (13)
Whereas the average prescription-size <T> is measured as:
== 2T . - =
f

(14)

For the third method, we use the actual herb-frequency distribution p(h) as the
probability for node selections.during each time step. Thesgrowth rate of the degree of

node i can be written as:

Ak ;

= Talia [

il
(15)

Where variable h, is a value selected from the herb-frequency distribution p(h) of

the real world network data. This equationrcanrberanalytically solved to get:

ki(t) = (T,- )Pt +c (17)

The probability Pj is the probability forselecting node i during the evolution. From
the equation above shows that the degree distribution of the simulation using the third
method is fairly depends on the network that the prescription-size distribution p(T)
and herb-frequency distribution p(h) was taken from. For example, if we took the p(T)
and p(h) from a random graph, the result of this method is that the degree distribution
is poisson distribution.

4.2 The Simulation

We now use the 3 connection methods to create the simulating network in compare
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with their degree distribution.

In F(k) L2 r —— Herb Network

—=— Sim. Preferential.

Sim. Random
Sim. P(T) P(h)
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Figure 4.1 Graphishowing the comparisen of the degree distribution of simulating network (after the

supersets been removed) and thé herb network.

From figure 4.1, we show that the degree distribution of simulating network after

the supersets been removed «With using the preseription-size distribution for choosing

prescription’s size and herb frequency distribution for.niode selections each time step,

our model is able to simulate such network.

The clustering coefficient of the simulation using the herb frequency distribution is
0.446847, which is close to the herb network rather than random graph, showing the
model is able to simulate the network with agree to the clustering coefficient of the

empirical result.
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5. Other TCM Network

5.1 Symptom Network

In symptom network, prescriptions and the symptoms were the two types of node,
each prescription contains at least one symptoms. All symptoms connected to the
same prescription forms a complete graph. To construct our symptom network, we use
the symptoms from the combined prescriptions of CWJY and TFD, contains 643
prescriptions and 1954 symptoms. However, some of these symptoms may contain
noises such as using different name for the same Symptom or mixing the diseases
name with the symptom may cause error results.

As for data cléaning and prestart process of symptom netwoérk, we remove the
diseases out from the symptoms since for some of the preseriptions where they put the
disease name "directly before or after they.describe the symptoms. For example:
“headache, fever, cold body, sneeze, cough and nostrils were symptoms from a cold
flu”. We also remove the prescriptionsswhichmonly contains the discase name and with
no symptom.

In our symptom network we have 1836 symptoms and 568 prescriptions nodes

(after the data cleaning process) in the bipartite graph.
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Figure 5.1 The prescription-size distribution of the symptommetwork. The fitting represents the

cumulative function with semi-log scale.

In figure 5.1 _the distribution follows a shifted poison distribution with the peak
found at 3, where most of the prescriptions having 3 symptoms. The fitting of the
graph shows that the prescription-size’ distribution of ;the symptom network is
exponential. Other statistics. such-as§ the average prescription-size <T>=4.89626,
averagely the presetiptions ¢containing 5 symptoms:

The symptom frequency-distribution of the symptom network shows a long tail
distribution shown in figure 5,2, where most of the symptoms appeared once among
all the prescriptions. By plotting the distribution onto a log-log scale, we find that the

herb frequency distribution to be power-law distribution.
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Figure 5.2 The symptom frequency distribution of the symptom network. The fitting represents the

cumulative function with log-log-scale.

5.2 Acupuncture Network

In the acupuncture network, the diseases.and the acupuncture points were the two
types of nodes. Each diseas¢requires at least one acupuncture points for the treatment.
All acupuncture point.nodessconnected to-the same disecase node forms a complete
graph. As for data “source. of Acupuncture Networky westook the frequent used
acupuncture point from e fImEaEEEwE by #4#] [16]. The acupuncture network
contains 167 (combines the symmetrical acupuncture points) frequent used pressure
points and 492 diseases.

For the data cleaning and prestart process, we combine the symmetrical
acupuncture points, that is the acupuncture points which having the same name and
same function except the location, to the right or to the left of the center of the body.
For most of the cases, those symmetrical acupuncture points perform the same clinical
functions. For example, the He-Koo (F’ﬁ Z}) point, located on both left and right hand.

In Chinese Acupuncture, the left He-Koo and right He-Koo performs the same
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function for most of the treatments, which only differs in few special cases such as the
treatment of nervous pain on the skull and some qi/blood weaknesses.

Here we use Acupuncture points as one node and diseases as another node. The
acupuncture network contains 167 (we combine the symmetrical acupuncture points)
frequent used acupuncture points and 492 diseases. The prescription-size distribution
of the acupuncture network appeared as 2 power-law distributions, shown in figure
5.3. The graph suggests that most of the disease requires only single acupuncture

point for the treatment.
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Figure 5.3 The prescription-size distribution of the acupuncture network. The fitting represents the

cumulative function with log-log scale.
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Figure 5.4 The acupunecture point frequency distribution of the a€upuncture network

In figure 5.4 shows the acupuncture point frequeney distribution of the acupuncture
network is normal distribution, with the peak found at 7. The normal distribution of
herb frequency. suggests ‘that the method for choosing the acupuncture point
throughout diseases were random, ie. the connection betweenseach acupuncture
points were randoemly conneeted.. This cause for this result can be explained that in
Chinese Acupuncturé, for one acupuncture points, it can be used for treating many
different diseases and one acupuncture points can always be replace by the other. Also,
for treating one disease, there can be many different combinations of acupuncture
points, even with totally different combinations and one has no relation to each other.
As long as the main acupuncture points were stunned, the rest of the acupuncture
points were only there to assist the blood circulations mostly.

5.3 Degree Distribution

Here we use the symptoms from the combine of CWJY and TFD prescriptions

(with supersets removed), where prescriptions and symptoms were the two kinds of

node.
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Figure:5.6 The degree distribution of the acupuncturenetwork

In figure 5.6, the degree distribution of the acupuncture network which is similar to
the herb frequency  distribution, is a normal” distribution. Again, showing that the
connection between the acupuncture points were random.

There is no proof that afnetwork having a normal degree distribution must be a
random graph. From various'empirical results [4;5] shows that the degree distribution
of a random network is normal distribution and only the degree random graph can

produce a normal degree distribution.

5.4 Clustering Coefficient Average Path Length

Network N <k> I Irand C Crand

Symptom 1867 11.353 2.82796 | 3.10029 | 0.685585 | 0.006081

Acupuncture 167 25.2335 | 2.46108 | 1.58542 | 0.464034 | 0.151099

Table5.1 The general characteristic of our Symptom and Acupuncture networks.

For the acupuncture network, we already show that the degree distribution of
network is normal distribution, and the edge connections between the nodes were

connected as random.
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For the symptom network, we find that the average path length of the real network
is shorter than the random network, and the clustering coefficient of the real network
is about 112.7 times higher than the random network. Therefore we conclude that the

symptom network is a small world network.

5.5 Model Simulation

In P(k) 12 —— Symptom Network

—=— Sim.p(T)p(h)

Sim. Preferential

Sim. Random

0 50 100 150 200 250 300

Figure 5.7 The comparison of the!degree distribution between model simulation‘and symptom network.

From figure 5.7; we show that, the degree distmibution of the simulating network
compares with the symptom.network. Under the same amount of movie nodes, the use
the prescription-size and linear preferential rule, the degree distribution were more
closer to the symptom network rather than using the actual symptom frequency
distribution for node selection. This occurs when there were many co-occurrence pairs
existed in the symptom network, for example, in a cold flu, it is like to have headache,

fever, cough or sneeze follows by one another.
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Figure 5.8 Graph showing'the ‘comparison of the degree-distribution of simulating network and

acupuncture network

In figure 5.8, we simulate the degree, distribution of acupuncture network using the
prescription-size distribution and herb frequency distribution. The distribution is very
similar to the distribution using the . random node connections and the
acupuncture-frequency distribution P(h), this shows™that the acupuncture network
contains the property of a randomsgraph. This‘'was the reason:dueito for one disease in
TCM, there are many: different acupuncture points for treating such a disease, as for
one acupuncture, it can be used for treating many different diseases, thus the degree
distribution of acupuncture network is showing a normal distribution. However, in
Chinese Acupuncture, it is okay for the whether an acupuncture point is being used as
long as the main acupuncture point is stunned, the rest of the acupuncture points were
mostly used for blood circulations and qi enhancement. There is also an theory for
such conditions in Chinese Acupuncture, the A-Shi ([ ;L°K) theory, where we can

randomly acupuncture the points around the place where it contains the symptom.
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6. Summary

The Traditional Chinese Herb and Prescription is a complicated system, current
understandings were mostly relying on experience and lack of scientific basis. Here
we try to understand the relation between Chinese Herb and Prescription by casting it
into networks and applying Network Analysis on such network, finding herb
network’s degree distribution to be exponential and the edge connectivity in
prescription network were formed randomly.

The connections in prescription network were formed randomly, there is no rule
regarding prescriptions sheuld strictly sharing the same herb as the other prescription.
This can be understood'by saying there is nothing to.stop a prescription not to use the
same herb from the other prescription. Lhe Chinese herb preseription practitioner can
design many different prescriptions to target one disease randmas well as one
prescription may use for different diseases. This result the edges between the nodes in
prescription network to be randomly connected.

Comparing the clustering ‘coefficient and.average path length of the real network
and the random network, we find that herb and symptom:network contains the small
world phenomenon.

We showed that the combinations between herbs are not randomly combined by
swapping the positions of the herb located in prescriptions. The reason for this result
is that when a Chinese herb prescription practitioner designs a prescription, it takes
yin/yang, blood/qi, taste and meridian into account. It follows a specific rule for
which herb is to be combined with. Therefore, the connection in herb network is not
randomly connected.

We compare the degree distribution of different herb network from different era and

find to have the same distribution and some similar characteristics, finds that the
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larger databases result in larger node correlation. Ideally, if a new herb was introduced,
it may create more combinations to the current available herbs now than previous age.

In acupuncture network, the result showing that the combination between the
acupuncture points for treating one disease is random. This was the reason for one
acupuncture point may used for treating different disease as well as for the treatment
of one disease, many different combinations of acupuncture points may be used.

In the random choosing prescription experiment, we find that the degree
distribution remains exponential with an earlier drop of the tail. The reason for such
exponential decays is that in,some of the preseriptions consist of highly frequent herb
combinations, these jfrequent- combinations causing clustering effect during the
construction of thé network and causing a similar effect as an evolving network with
random selection of edges, with the highly "frequent herb as the“starting node. As
result, proving that even with smaller amount of-prescriptions, the herb network can
still produce a degree distribution with-exponential decay.

We introduced an evolutionary modelrthatrcansimulate the growth of herb and
prescription networks in.consideration of prescription-size; herbfrequency and degree

distribution.
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Appendix B: Prescription name and Herb Formulation
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