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In this project, we develop some practical communication protocols for IEEE 802.11-based
wireless mesh networks (WMNSs) and IEEE 802.16-based WMNSs respectively. We have designed
a multi-channel link-layer protocol for this project at the first year. In second year, we further
focus on the protocol design of the network layer (especially on the routing protocols). We point
out that multi-path routing has to be used in concert with multi-channel design to improve
end-to-end throughput. Thus, we propose a novel protocol for IEEE 802.11-based WMNSs, which
combines multi-channel link layer with multi-path routing. Beside above works in IEEE
802.11-based WMNSs, we exploit spectral reuse in IEEE 802.16 mesh networks in the sense that it
takes dynamic traffic loads of SSs into account and integrates not only a hierarchical bandwidth
scheduling scheme for bandwidth adaptation and timeslot allocation, but also a routing algorithm
with a tree optimization scheme. Our goal is to improve the performance of IEEE 802.16-based
mesh networks. At third year, we find that many routing protocols have been proposed for mobile
ad-hoc networks (MANETSs) based on different criteria, few have considered the impact of
multi-rate communication capability that is supported by many current WLAN products. Give a
routing path, we provide an analytic tool to evaluate the expected throughput of the route with
spectral reuse, assuming that hosts move following the discrete-time, random-walk model.

Through verification with simulation, we believe that the path throughput is a better metric than
1



the traditional metrics, such as the hop count.

Keywords: Wireless Mesh Network, Routing Protocol, Link-layer Protocol, Multi-Channel,
Channel Assignment, Resource Allocation, IEEE 802.11, IEEE 802.16, mobile ad-hoc networks.
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FREHEBRELARF B A IF‘B—*»"‘#Q-‘KF Ao PR T FR o B AB gER
A7 BT B RS A "ﬁ? BEPER i&’liﬂi‘"f’ff'}?%ﬂ*ﬁ, b AU REE
- BT ﬂ&r\}\i&ﬂzfﬁg(ﬁxed Receiving Slot) » F] & i ¥ 0 é f s g AR 0 7Y
FeleP v a5 BEmH 0 50 3 RGP R S BE R 0 B AN R
Ed B BERERE T I HI R RER o EAMERPEZE AR -

}§
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B: Eroadcast Slot - use common channel to do broadcast

S: Sending Slot: time for sending data

R: FEeceiving Slot  time for receiving data

F: Fixed Receiving Slot (receiving slot that can't change
to sending slot

Feceiving Channel : 3
Feceiving Slot 34,48

s F RIRrR | s 3 Fepeat receiving
ch3
11 2 %T ; ?f 6 7 1 2
Repeat receiving
S|s|S|S|F|R|["PF s

synchronization

B = ~ Channel Model

RS AR KES T BB EBETHELEA 1S BT I AR R
A chpEdt 3,45 2% ke AR > Tl B R EFTALE AR B § 117 B 34,5 %
i 7 3 T A R fOE (receiving channel) » gt 617 5 Channel 3 kg = At enid gy o
¥ b & p2 A onR AL AR 4 (Broadcast) iR A 0 fAf B8 i (Multi-channel) s it e 8 T 0 F]
FEBREETRERY RO o g RS SRR L BRAD AN A
e iz« 5 AW S B A 4 e (Broadcast Packet) i BAEE SRR #5112 0 IR RS A
TR e P R A3 e o AP TR ER S - BT - A #5 P (broadcast
slot) » &g B R HPFIRAL Mg § 7T B A RS R R o R P RAL AT
BB IR PE A D R PR o et - ko T e P ER A PR B
B#3te > Fl5 AP g s IEEE 802.11 5 MAC 5 %> 7 1 iE P s fofr @ i% £ o
|EEE 802.11 gk & 4] & @ 1% o i34k it e st 5 — S ehR 57 3 R 46— = @ 40 F i
BegLyiideens] o XA F R GF BARE P AR IR T 2 A FERAFUS BRI o G
LR TR A A_g i@ 4 Fe gk (channel congestion) ? F] 5 i@ P iE TG i PBER
BIEBEY @A FIARFEBPE TR L FehE o ) AP RESAT NEL S
Fl i AP R - P OPE T G B fo- S I RR L BRI T
Nh-BEHFI-FEF- BTG A BRZ BTGB REAEED AEEE Sl
RAIGER T Kerdi B 7 7 ipd > AAFHEE Y LG FEEh > F15 975 hA 3 adpk
SHEE b0 G 0 B BRI R T 00 s B P 3 2 sl (beacon) ki & pERY B e
2k o

Fpirde I E B IR R 0 g ATA I - B FRAORRA AT L - o P TR By B
BE e JME E (receiving channel) ? % = > 4efe 4 fie # (75 B~ 2L 8 % pF ) (sending slot) fri i<
P (receiving slot) st &) 2 % = > dofe o fo B E PR foRcFER ER 2 S e > B0 X B
BEEREE S RERGELIN - BAE A AT 0T D ST R P BT
—EREAFE IR FenFE 2T A Y AR A A PRIFE R R TRG

13



BHgp E 20 7R Tt £ NP3 B ecpit anSpds £2 50 1 A P erk 3t e
BEgird ks T e A PR TN B H g e
F0REOBB e F I APIHEG OB RSB OSR A7 N (Open Source Driver) »

Atheros 7 = B f» & Linux Spds 425 sk hegg o @ % Atheros §y & chie+ 30F 01 * g i 5
BRI« AP E R B 5L AT B 5 ah;pDhmDWLN%wnv
FOGEEAPT B e B R he g ke S rﬂ’? ELR

i+ > v E @ % Atheros e,

Bl A 5 AR TatkE o 3 ff"’ﬂq* i*l_t_“ éiiﬁil' [T og 22 - BRI FEE RV PN

1= T ig e i (Ad-Hoc Network) » T B ok m AR e sk e ik (Mesh Network) » & 2 4

PR ACNTE TR PR S Dk ﬁﬁ’iw&*#ﬁe#e FORPGE T il bR E R

(Internet) R S R héétri(Mobility) » AR X 2 D - BESAR
B e (Prototype) &k = A & Ik B

e e vie v e e e e e v e e ok ke e ol ol vl sl ok ol ol ol o ok ol vl ol e ol e ol o e vl o e ke e ol ol ol ke ke ol e sl e ol ol ol sl o o e o e e ol e o e e e o ke e ol ol ol ke e e ol ok ok ok ok ok

kk Multi-Channel Wireless Mesh Network Moniter and Test Toolkit ok ok
L3222 2223222222222 R il s st sttt st al st st astisdi st sdds sl

192.168.0.1 00:40:05:31:8b:52 R=chl Weight= 0 QueuelLen=
neighborl B S s R F S R OtherW= 1 Priority=

192.168.0.2 00:40:05:31:8b:5a
myself B R F s S

192.168.0.3 00:40:05:31:8b: = Weight= QueuelLen= <==send to
neighbor3 B R R R OtherwW= Priority= Match

192.168.0.4 00:40:05:31:8b: = Weight= QueueLen=
neighbor2 B 2 R F OtherwW= Priority=
Network Messges: send data 3600
Recv From 192.168.0.1 Recv From 192.168.0.4 Recv From 192.168.0.3

Cur Speed: 0 kbps Cur Speed: 0 kbps Cur Speed: 0 kbps
Avg Speed: 136 kbps Avg Speed: 0 kbps Avg Speed: 0 kbps

send UDP 192.168.0.4J)
find in udp_info[l]

B4 ~ BREHEAN G
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B4 532AFnho > 37 QWETAPO I APRFET L - A o JI* g AP

i;aﬂlgﬁnnléwﬁp@mﬁ%,ﬁ <% 3te Uk R E R > PEEAPELS T LG
L RE e dde T AL G - L P SR REP @ AT RO R A R
oo Eimehd B 2 B BT BB e

% = i i 4444 IEEE 802.11-based 4 % 4 ¥ 27 |EEE 802.16-based 5 4 %] 7 #% )
PELATAL H07 R 0 F A ¢ A & kA w3t 3% 44 IEEE 802.11-based ik g e dt ) eh %
?? i F BT R T8 4% |EEE 802.16-based ek g e ik 0 0T R A e 2 21 S
BHEHE T E e

3

e

IEd

\ 2
3
-~

F_‘-

";ﬁ:

IEEE 802.11 4k ppe ™ ‘H'* 5 EAEE h d F RS MR T
S S £ G E B SR X B AR o H
PR, T DR ’ﬁ 7 25 YA

PRy
&
i
-2
%
By
-
4

PE R B R B BENG d o $5 0 AF (B 3 PR 2 BT PR S B
(3)4e(8) = Bt A 998 4T (1)Fe(2) B BB P10 Ao 50 1 36k 5 5 4L Ay 26 53 g 32 o

L PR g Ahad BEgariy cni oy - Ui s F EHERE
2. MR EYE BEBE A FEI MG B R

3. winE ¢ §IF B &z H Super-frame shps ) 4 fie

4,

H ¢

Tal R IR B A A B £ 800 TDMA a3 28> - B, — B P e
FBF O F AP & 0 Super-frame 4o Bl T 0 B - B ALY KR o G
RGP A R GETH - B S opFx A5 DR SRR SRS REE A RT
— BEROEE v g B PRl R Y BIORE L Blcdt e A U REBETHE
HU @R v " f L B W RO BT RS- - B
I3 o T A7 BEPFH >R & T RPN > EF RS TR GHEE o

| < Superframe >
So | 8 | 8 | 55 4z
\ Unicast Slots
Broadcast Slot
BW DW

BW: Beacon Window
DW: Data Window

Bl -+ ~ Super-frame
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NOde A SO Sl S2 S3 S4 S5 Sﬁ S‘f S8
Channelschedue=| B| R| R| T I T R |RI[T]|T B: Broadcasting Slot
(receiving channel = 1) _ T: Transmitting Slot
1 1 1 2 1 1 2 2 R: Receiving Slot
ws § 4t
Channelschedue=| B | T| T|R|RIT T|R|R
{receiving channel = 2) 1 3 1 > o9 1 3 9 9
we SVttt 4
Channelschedue=| B | R | R| T | T |R|R}T | T
(receiving channel = 3) 1 3 3 2 2 3 3 - 2

BlL - g~ o i B B i

0 B e (5 hMERL RS e £ 0 AP K- Super-frame ¥ B EHFF AL L B - e s A IR
F o g - BARS  TRAp A B gy ¢ e 2w RE dp B e i ¢ &
BEPE 2 1 Bl ATor 0 FIRt BE B Super-frame € § oz B R3¢ 0 & % 5 TF-TF, RF-RF,
TF-RF, RF-TF » 2_ {8 $fa i 23t > € G & B & Bhdofe i -2 p 2 enfi st o

Ay hY

1 - S 241 Sat

2f
B first part second part

So

T|T|T|T|R|R|R|R | Transmitting-First (TF) Pattern

RIRIR|R|T|T]|T]|T|Receiving-First (RF) Pattern

W=~ TF 2 RF 5
PR T B R A e o AP R - B G R R e PR B R R
Hetthdeie £ B E SO 0 R BT T BT R

- B EIREFHE PR B R & AL R S T A Y A

AR RN 0 F AN PR BB OEE E R o - B EEEME DR LR
Two-Hop Neighbors @ # > X # g > 4B+ = 77 > & B A ¢35 Channel 3 2 # * -
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recv_ch = 1 e @ recv_ch = 1
© NeighborTable = {B:1, C:2, D:1, E:3, F:1, G:2}

recv_ch = 2 @ /\/ ChannellUsage Table = {ch1 2, ch2 2, ch3: 1}
® recy_ch =3
recy_ch = 1 ® @ recy_ch=2

Bl =~ ol g 4 b

QNS =R e N rﬂ)j*uzt—\ﬁ" & S o Akt » GREQ (Gateway REQuest) #t#
W e E o GREQ e N4cBl L w o o @ H é,qu_ fcF| GREQ 14 € 1945 4 ¢ 2.3
T W AR Benp )R p o REARR G B R R 23540 P A2 0t GREQ 0 e i B
ZEABLI T A FE e 2R c A Bl PIEET O - B o
STRUCTURE OF THE GREQ MESSAGE (S IS THE SOURCE NODE).

| Field | Initial value | Meanings |
seqNum seqNum at S the sequence number
srcAddr S the source address
gwAddr unknown the gateway address of the mesh network
hopCount . the smallest number of hops to the gateway
pathRecord {S} the list of node records on the path

L= « GREQ

% GREQ B S 4 W 3 Bz I|pF > — B& BV fu 7 MG LD FR DM E > Wi
RAariE A A 0 0 - 1F 5 2 g5 (Master Path) » ¥ — X B 5 @5 (Slave Path) > 2 g5 27 @)

BREDEZHEET R (1) » FRIZSHER w@%ﬁt £l @By ARE R AR ARG > (2) g
A RIR o d 3t S EHEE PR * o HF i R f@;wﬁ A% A%GF 0 (3) MELHRE B > BT- e
BRI - A PRE I RRAPRETIR c BEME F§E N B DAk o
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/*Executed when a non-gateway node R receives a GREQ from a node T */

01. begin
02. if GREQ.seqNum < R.seqNum|[srcAddr] then
03. discard and exit;
04. else
05. R.seqNum[srcAddr] — GREQ.seq N um;
06. endif
07. if the slot schedules of R and T mismatch then
08. discard and exit;
09. endif
10. if GREQ.gw Addr # unknown and

GREQ.gwAddr # R.gwAddr then
11. discard and exit;
12. endif

/* Ensure that hopC'ount progressively decreases */
13. if GREQ.hopCount < R.hopCount then
14. discard and exit;
15. elseif GREQ.hopCount = R.hopCount then
16. if R € GREQ.pathRecord then
17. discard and exit;
18. endif
19. endif
20. send GREQ(GREQ.seq N um, GREQ.srcAddr, R.gwAddr,
R.hopCount, GREQ.path Record U {R});
21. end
B+ 7 -~ GREQ AuZiw & ;2

hopCount=0

guAddr =X

;EUT_E,?"Z GREQ(1,S X,1,{S.D,BY)

| GREQ(1,S,X,1,{S,C,B})—|

GREQ(1,8 X,1,{8,C A}

hopCount =1
gwAddr =X
RF-RF type
recy ch=1

GREQ(1,8,X,2,{S,0})
GREQ(1,8,Y.2,{S.E})
hopCount =2 hopCount = 2 /

gwhddr = X gwaddr=Y " hopGount ~ |

TE-TF guuheldr =Y
" RE-RF type

| GREQ(1,5,X,1,{S,D,A})

hopCount =1
guwAddr = X
RF-RF type
recy ch=3

GREQ(1,5,X2,{S,C})

hopCount = 2
guAddr =X
TF-TF type
recv_ch =2

GREQ(1,5,Y,1,{S,E,G})

GREQ(1,S,unknown, o=, {S1)

GREQ(1,S)Y,1,{SF.G})
A hopCount =0
0 gwhddr =Y

N { \ TF-TF type
hopCount = o< hopCount = 2 f' hopCount = 1 A
gwhddr = unknown gwAddr =Y / gwAddr=Y | GREQ(1,5,Y,1,{S F,H})
recv_ch =1 TFTFype | RF-RFiype

| GREQ(1,5,Y,1.{S EH})

GREQ(1,5,Y,2,{S F})

B+~ E RS S T S
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fie % SSs o

Routing Module Scheduling Module
Channel-level Scheduling
Load-aware m
TreeT ‘ ‘
Routing

Linklevel Scheduling

A E
A
S 3 QR
< g 2
L) - q
E v
fromSSs to 555
B4 ~BS*? ek itice
FTihA a4z 30> F A+ A 3 5 34 0 F 4313 Channel-Level £ 42 » ¢ *+ Channel

g7 B~ £ * TDD (Time Division Duplex)"‘v oo e ik b g (Uplink) g2
(Downllnk)rrwL Bl heBl= L ror o AP IR AR A IEEE 802.16 k3P o & B SS €Ak
A}]ﬁni - BRERFREH lﬁgﬁﬁf{l]&“&;{% i b enH v SSyem TR FF P e

3

o

B P T Y Cly [ Cly (5T MR 4 ) 5 3L
7

? % & e 4od - B SS H One-Hop 2 Two-Hop =h# v SS;'K,AF Bzt gt SS H
EFNBEag FRAPTLE - BRREP 3 E A3 2T STV g EF IR T @
B R o L E PR R P o @ AP il K300 - IM/}%HM | * ch ik
2 #E?ﬂ')@mﬁ%ﬁxﬁfﬁfﬁzﬁﬁ PESEIINE B 4 ‘/}Elsb;a e Zr}ilj'é]d-,ﬂ'fzf}i.ﬂ‘f | B AT o

WA Ch /Ch (B¢ Cl e Cdaxxj* : §_4 J& One-Hop £ Two-Hop 5SS i ™ ¢

I B < BEPEF o d 072 A gty RO FI R AT RTARL Y
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Frame i-2 Frame i-1 Framei Frame i+1 Frame i+2

Adaptive

-

Downlink Subchannel Uplink Subchannel
Bl= -+ ~ Time Division Duplex (TDD) Framing

B Lt th Link-Level #1420 54 0 #— B SS T % o i 4 3 3050 ¥ - 385 LR 4k
B SS A AN X (T /Cpyy) K356+ 25 145 Phase | » 5485 &4 epif -

i R R £+ SS (Child) =74 pe cpF & /R 2RSS (Parent)#7 4 feprh ov ;i > 4ol = + - b
F ool S EET R AR BT 1]}#71]4 D F KL AL IR PR B T R Mg T
P38 AR & % kB iE W pF 4 (Real-Time) T4 ¥ — «*K i»d >SS ¥ #H One-Hop ¥¥ Two-Hop

AR R B PR W - g e S RN (T Crppy =T/ Crg) P30 6 230 5 (-
% Phase 1) % £ ,TJB/)- PR HEEaGVIER B R if & £ kXX Best-Effort & 2 pr i F
H oo Bz L = 7 Link-Level #42:% ¥ 2 » i wm ik S NPT 4B ke o

Framei Framei+1 Framei+2 Framei+3

Parent
node

Parent
node

Parent
node

Leaf D The timeslot allocated in Phase |

node

I The timeslot allocated in Phase 11

P - LA
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Link-level scheduling algorithm

Phase 1

Allocate N x (1" /C}.,.,;) timeslots to each SS 7 according to the transmission
order of MSH-CSCH:Request until all SSs have been allocated.

Phase II:

(1) Construct the frame allocation list L; of F; for each SS i in the network.

(2) According to the transmission order of MSH-CSCH:Request, assign the first
N x (Tr/Cx ..
(3) Update all frame allocation lists L ; that E/; mcludes SS 4.

- T"/Cy .., ) free timeslots in L; to SS 4.

(4) Repeat steps (2) and (3) until all SSs have been assigned.

Bl- -+ = -~ Link-Level # f2;% & ;2

SRR W G TR P AR RCE > Hokit g4 — B S 8c(Cry )i F0 @ A IR SRR e

e B FlchiE > T AP TR Y - BMEATEEREE  FAA P LR SN
T #m H % NP-Complete -

The Problem
Given a directed mesh network graph G = (V, ), the traffic demand b, requested
by vertex ¢ € V. the uplink data rate -r"." of edge j € FE. and a real number R,

determine whether GG has a routing tree such that its C'"" < R.

Theorem: The routing tree construction problem is NP-complete.
HP B AR Y SR e o F]R A 3R J - B2 Bottom-up 17 5% g Heuristic jx B 2 0 B

P AR g R T R84 > Flpt & - B Load-aware shiERLF B 2 0 F R
FE AT L (md T R T )
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Load-aware routing algorithm

(1) Let A be the set of SSs without a parent node that have the largest hop count,
and B the empty set

(2) Estimate each (', for all neighbors k with less or equal hop count when SS i
in A becomes the child of SS k. and the SS with the smallest C'} will be chosen
as the parent node of SS ¢

(3) Remove SS 7 from A, add SS 7 into B, and update C'}* forall SS | € E; UE},
(4) Repeat steps (2) and (3) until there 1s no SS in A

(5) Repeat steps (1) ~ (4) until each SS has a parent node

T

24 2\ 4 1 272 2\ 4 7.7 [N SR ) L — 2 2, R N
Bofs A e * NS-2 [24]z P 2 i gk ) en 2 gyr v sc il |EEE 802.16-based ik A B2 e
= - _L =t = — > oR O\ ﬁ N L
iy o Bl = N L Pl - R
50% wplink traffic and 50% downlink traffic 50% to 100% uplink traffic
3 T T T 4
Basic 802,16 mesh —+— ¥ Basic B02.16 mesh + 50% fixed uplink bandidth —+—
Link-level scheduling ---x--- L Changel-level scheduling + Link-leve! scheduling --x--
Load-aware + Link-leve * Load-aware routing + Channelevel + Link{level - -
Concurrence + Adjustment —-&- B 35
25
3
z 25
*°
* 2 e
1.5 o
st - -
s 15
/ e
1
1
05 05
10 20 30 40 50 &0 70 80 10 20 30 40 50 60 70 80
Number of SSs Number of S8s

Bz L=~ o FRE 1Y iR
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[<3,0><4,-4>] o 5d ik d e EficE > APV TN E - Bagi el A(Xy)
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Blo - = R RAERT Y - BELEMALT o doBlo L AT

0,0) (1,0 (2,0) (L1} - (52) (43)
ooy| o 126 12 00
36 36 36 36 36 36

poy| 2 L6 6 00
136 36 36 36 36 36
poy|L & 8 4 0 0
36 36 36 36 36 36
v=n|2 & 4 w00
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(5,2) 0 0 0 0 36 0
] l,uf — —_— B — R - -
36 36 36 36 36 36
a2 o 0 o0 0 36
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‘EAPTE

eSS o m ARG EBIPRBREAGTEBIEETE > RENH- BR

i
EROFH F e S5t o S he@ o 4 AT o Fmendt 5 T o

R=Y (P.B(R,tl) 3 @) . 0
t1=1

ta=1

Bl= 44 ¥ Ex-RIERH

*"—'H
4_
l“‘b

hB=- L4 ¢ > B(RY) = function & 7 1 &
BB BR)4A-B = + #75r:

i path % i & 2henif i 5 ¥ S

m

Z > Y P(s1.Ri,.t)

11—1'22—1 l;Q=1

X Pg(s0, Ry, 1) X -+ X Pg(sq, By . t) x f(R;, Ry~ R )
@
1 ) = .
1,72y yTa) = 1 1
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Abstract

This paper considers the channel assignment problem in a multi-channel
MANET environment. We propose a scheme called GRID, by which a mobile
host can easily determine which channel to use based on its current location. In
fact, following the GSM style, our GRID spends no communication cost to allo-
cate channels to mobile hosts since channel assignment is purely determined by
hosts’ physical locations. We show that this can improve the channel reuse ratio.
We then propose a multi-channel MAC protocol, which integrates GRID. Our
protocol is characterized by the following features: (i) it follows an “on-demand”
style to access the medium and thus a mobile host will occupy a channel only
when necessary, (ii) the number of channels required is independent of the net-
work topology, and (iii) no form of clock synchronization is required. On the
other hand, most existing protocols assign channels to a host statically even if
it has no intention to transmit [3, 10, 12], require a number of channels which



is a function of the maximum connectivity [3, 8, 10, 12], or necessitate a clock
synchronization among all hosts in the MANET [12, 27]. Through simulations,
we demonstrate the advantages of our protocol.

Keywords: channel management, communication protocol, location-aware protocols,
medium access control (MAC), mobile ad hoc network (MANET), mobile computing,
wireless communication.

1 Introduction

A mobile ad-hoc network (MANET) is formed by a cluster of mobile hosts without the
infrastructure of base stations. Two mobile hosts can communicate with each other
indirectly in a multi-hop manner. Since no base station is required, one of its main
advantages is that it can be rapidly deployed. The applications of MANETSs appear in
places where pre-deployment of network infrastructure is difficult or unavailable (e.g.,
fleets in oceans, armies in march, natural disasters, battle fields, festival field grounds,
and historic sites).

A MAC (medium access control) protocol is responsible of resolving the communi-
cation contention and collision among hosts. Many MAC protocols have been proposed
for wireless networks [4, 7, 13, 15, 20, 21], which assume a common channel shared by
mobile hosts. We call such protocols single-channel MAC protocols. The widely ac-
cepted standard IEEE 802.11 [1] follows such model. One common problem with such
protocols is that the network performance will degrade quickly as the number of mobile
hosts increases, due to higher contention/collision.

One approach to relieving the contention/collision problem is to utilize multiple
channels. The idea of using separate control and data channels was first proposed
in [28]. We thus define a multi-channel MAC protocol as one which allows mobile
hosts to dynamically access more than one channel in a MANET environment. Us-
ing multiple channels has several advantages. First, while the maximum throughput
of a single-channel MAC protocol will be limited by the bandwidth of the channel,
the throughput may be increased immediately if a host is allowed to utilize multiple
channels. Second, as shown in [2, 25|, using multiple channels will experience less

normalized propagation delay per channel than its single-channel counterpart, where



the normalized propagation delay is defined to be the ratio of the propagation time
over the packet transmission time. Therefore, this reduces the probability of collisions.
Third, QoS routing may be supported [22].

Here, we use “channel” upon a logical level. Physically, a channel can be a frequency
band (under FDMA), or an orthogonal code (under CDMA). How to access multiple
channels is thus technology-dependent. Disregard of the transmission technology, we

categorize mobile hosts’ channel access capability as follows:

e single-transceiver: A mobile host can only access one channel at a time. The
transceiver can be simplex or duplex. Note that this is not necessarily equivalent
to the single-channel model, because the transceiver is still capable of switching

from one channel to another.

e multiple-transceiver: Each transceiver could be simplex or duplex. A mobile host

can access multiple channels simultaneously.

In this paper, we propose a new multi-channel MAC protocol for a MANET in which
each mobile host is equipped with a positioning device, such as GPS. A multi-channel
MAC typically needs to address two issues: channel assignment and medium access.
The former is to choose proper channels to send/receive for hosts, while the later is to
resolve the contention/collision problem when using a particular channel. These two
issues are sometimes addressed separately, but eventually one has to integrate them
to provide a total solution. Our channel assignment, called GRID, is characterized by
two features: (i) it exploits location information by partitioning the physical area into
a number of squares called grids, and (ii) it does not need to transmit any message
to assign channels to mobile hosts since channel assignment is purely determined by
a host’s physical location. Several channel assignment schemes have been proposed
earlier [8, 9, 12, 25, 27], but none of them try to exploit the location information. Our
medium access protocol is characterized by the following features: (i) it follows an “on-
demand” style to access the medium and thus a mobile host will occupy a channel only
when necessary, (ii) the number of channels required is independent of the network
topology, and (iii) no form of clock synchronization is required. On the other hand,

most existing protocols assign channels to a host statically even if it has no intention to



transmit [3, 10, 12], require a number of channels which is a function of the maximum
connectivity [3, 8, 10, 12], or necessitate a clock synchronization among all hosts in the
MANET [12, 27]. A centralized scheme is proposed in a recent work [34]. Similar to
hexagonal cellular systems, all channel assignment in a cell is controlled and allocated
by the cell leader located at this cell. Since a cellular structure is assumed, location
information is needed by each station. Contrary to [34], our GRID scheme is fully
distributed and no traffic overhead is incurred for channel allocation. A detail review
will be given in Section 2.1. For an overview, Table 1 gives a comparison on existing
and our protocols.

Since a MANET should operate in a physical area, it is very natural to exploit
location information in such an environment. Indeed, location information has been
exploited in several issues in MANET (e.g., routing [11, 14, 16, 17, 18, 19, 24, 33|,
broadcasting [26], and power saving [30]), but not in channel assignment. GSM (Global
System for Mobile Communications) is an instance which uses location information to
exploit channel reuse, but MANET has quite different features — there is no base
station, and thus channel assignment has to be done more dynamically in an in-band
manner. Since the concept of “channel reuse” is highly related the area where a channel
is used, exploiting location information, as we do in this work, on channel assignment
could effectively solve this problem.

Outdoor positioning can be solve satisfactorily by GPS (global positioning systems)
or DGPS (differential GPS). Both the price drop of GPS and the recent discontinuation
of SA (Selective Availability) motivate us to conduct this research. However, for indoor
positioning there is no satisfactory solution at this point.

The rest of this paper is organized as follows. Section 2 discusses some existing
channel assignment schemes and our GRID scheme. Section 3 presents our MAC pro-
tocol by integrating the GRID assignment. Analysis and simulations are in Section 4.

Conclusions will be drawn in Section 5.



2 Channel Assignment

As mentioned earlier, a multi-channel MAC needs to address two issues: channel as-
signment and medium access. In this section, we will consider the channel assignment
problem. We will first review some existing protocols, which are all non-location-aware.

Then we will present our location-aware channel assignment.

2.1 Non-Location-Aware Schemes

In this section, we review some channel assignment schemes that do not utilize the
location information of mobile hosts. These schemes can be further divided to static
and dynamic. The simplest static approach is to assign channels to mobile hosts when
the system is first set up. For instance, channel ¢ can be statically assigned to those
hosts with ID’s such that ¢ = I'D mod n (supposing that we number channels as 0, 1,
coo,n—1).

A scheme based on Latin square is proposed in [12], which assumes a TDMA-over-
FDMA technology. Each channel is divided into fixed-length frames. Each host is
statically assigned to a time slot in each frame belonging to a frequency band. Since
TDMA is used, clock synchronization among all hosts is necessary. Furthermore, each
host has to be equipped with a number of transceivers equal to the number of frequency
bands, so this approach is quite costly. Also, this scheme needs to know in advance
the maximum number of mobile hosts as well as the maximum degree of the topology
formed by the MANET.

The schemes in [3, 5, 6, 10, 23] are for channel assignment in the traditional packet
radio network. Partial or even complete network topology has to be collected to perform
channel assignment. These approaches can basically be classified as static, although
some can handle dynamic failure of base stations. Since these schemes are not designed
for MANET, which is typically characterized by high host mobility, they do not fit our
need.

A protocol based on dynamic channel assignment is in [8]. It is assumed that the
channel assigned to a host must be different from those of its two-hop neighbors. To

maintain this condition, a large amount of update messages will be sent whenever a



host determines any change on channel assignment in its two-hop neighbors. This is
inefficient in a highly mobile system. Further, this protocol is “degree-dependent” in
the sense that it dictates a number of channels equal to an order of the square of
the maximum degree of the MANET. So the protocol is inappropriate for a crowded
environment.

A “degree-independent” protocol called multichannel-CSMA protocol is proposed
in [25]. Suppose that there are n channels. The protocol imposes that each mobile host
must have n receivers which concurrently listen on all n channels. Also, there is only
one transmitter which will hop from channel to channel and, if necessary, will send
on any detected idle channel. Again, this protocol has high hardware cost. Further,
since no RTS/CTS is used, the hidden-terminal problem may easily occur. A hop-
reservation MAC protocol based on very-slow frequency-hopping spread spectrum is
proposed in [27]. Its channel assignment employs RTS/CTS dialogue to reserve a
channel. The protocol is also degree-independent but requires clock synchronization
among all mobile hosts, which is difficult when the network is dispersed in a large area.

Recently, Wu et al. [31] propose a new protocol, called Dynamic Channel Assign-
ment (DCA), which possesses the following characters: (i) it follows an “on-demand”
style to access the medium and thus a mobile host will occupy a channel only when
necessary, (ii) the number of channels required is independent of the network topology,
and (iii) no form of clock synchronization is required. DCA uses one dedicated channel
for control packets, and other channels for data. The purpose of the control channel
is to assign data channels to mobile hosts or schedule the use of data channels among
hosts” while data channels are used to transmit data packets and acknowledgements.
Reference [32] combines DCA and power control to further improve channel reuse.
However, because there is no location information, DCA cannot maintain an efficient
channel reuse pattern.

In Table 1, we summarize and compare existing schemes with our yet-to-be-presented

GRID scheme.



Table 1: Comparison of channel assignment schemes (n is the number of hosts, and m
is the maximum network degree.

scheme assignment | no. channels | info. collected | loc.-aware | assgn. cost | transceivers
[3, 5, 6, 10, 23] static deg.-dep. global no o),k >2 1
[12] static deg.-dep. none no 0 m
8] dynamic deg.-dep. 2-hop no O(n?) 2
25 dynamic deg.-indep. none no 0 m
27 dynamic deg.-indep. none no O(n) 1
ours dynamic deg.-indep. none yes 0 2

2.2 Our Location-Aware Channel Assignment: GRID

Next, we introduce our location-aware channel assignment scheme. The MANET envi-
ronment is the same, except that each mobile host must be installed with a positioning
device, such as GPS receiver. So our protocol is more appropriate for outdoor envi-
ronment. As will be seen later, our approach will assign a channel to a host once the
host knows its current location. As a result, in addition to the positioning cost, there
is no communication cost for our channel assignment (no message will be sent for this
purpose).

We will refer to our scheme as GRID. The MANET is assumed to operate in a
pre-defined geographic area. The area is partitioned into 2D logical grids as illustrated
in Fig. 1. Each grid is a square of size d x d. Grids are numbered (z,y) following
the conventional xy-coordinate. To be location-aware, a mobile host must be able to
determine its current grid coordinate. Thus, each mobile host must know how to map
a physical location to the corresponding grid coordinate.

Our channel assignment works as follows. We assume that the system is given a
fixed number, n, of channels. For each grid, we will assign a channel to it. When
a mobile host is located at a grid, say (z,y), it will use the channel assigned to grid
(x,y) for transmission. One can easily observe that if we assign the same channel to
two neighboring grids, then there will be high chance that the transmission activities on
these two neighboring grids will contend, or even interfere, with each other. Thus, we
should assign the same channel to grids that are spatially separated by some distance,

but will exploit the largest frequency reuse.
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Figure 1: Assigning channels to grids in a band-by-band manner: (a) n = 9 and (b)
n = 14. In each grid, the number on the top is the channel number, while those on the
bottom are the grid coordinate. Here, we number channels from 1 to n.

The above formulation turns out to be similar to the channel arrangement in the
GSM system. In the following, we propose a way to assign channels to grids. Let
m = [v/n |. We first partition the grids vertically into a number of bands such that
each band contains m columns of grids. Then, for each band, we sequentially assign
the n channels to each row of grids, in a row-by-row manner. In Fig. 1, we illustrate
this assignment when n = 9 and n = 14. It can readily be seen that when n is a square

of some integer, each channel will be regularly separated in the area.

2.2.1 Grid Size vs. Transmission Range

Let r be the transmission range of an antenna. Suppose the value of r is fixed. In this
section, we discuss an important design issue: the relationship between r and the side
length of grids, d. Below, we discuss several possibilities. For simplicity, let’s assume

that m = /n is an integer.

e d > r: This means many hosts will stay in a grid and thus contend with each
other on one channel. When d = oo, this degenerates to the case of one single

channel.
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Figure 2: The effect of r/d ratio on channel co-interference when n = 25.

e d>2r/(m —1): This is the case that the transmission activities from two hosts
choosing the same channel will never interfere with each other. As illustrated in
Fig. 2(a), hosts A and B (both choosing the same channel) are located in the

nearest possible locations, but their signals will not overlap in any location.

e d = 2r/m: This is the case that the transmission activities from two hosts which
choose the same channel and which are each located in the center of a grid will

not interfere with each other. This is illustrated in Fig. 2(b).

e d = r/m: This represents the minimal value of d such that two hosts (located
at the grid centers) using the same channel will not hear each other. This is
illustrated in Fig. 2(c). By simple calculus, we can find that each receiver of
these two hosts will have a probability of 0.396 being interfered by the signals
from the other sender. The value is the ratio of the intersection area that is
covered by both hosts A and B to the area that is covered by either host A or
host B.

e d ~ 0: This means that the grid size is infinitely small. This degenerates to the
case that a mobile host will randomly choose a channel to transmit its packets,

and thus little channel reuse can be exploited.

The above analysis has indicated some tradeoffs. This concept will be captured by
the ratio r/d. If the ratio is too large, then the chance of co-channel interference will be
high. On the other hand, if the ratio is too small, although co-channel interference can

be reduced, the channel reuse will be reduced too since a channel will be unavailable in



250 120
—— GRID(1d=2.0) —— GRID(d=3.0)
— 88— GRID(1d=2.5) —A— GRID(r/d=4.0)
——&— GRID(d=3.0) —— GRID(r/d=4.5) A
200 | —e— GR35 / 100 7 s Gripwa-so)
——%— GRID(r/d=4.0) —@— GRID(/d=6.0) jal
—&— GRID(/I=8.0) —#— GRID(d=8.0)
— AR, = 80 H --E---scA X
= 150 5 <2
k= g
z “ 2 6 g /
g =
s 3 3
s 100 Cf
=]
“ Z 40
50
20
0 t 0
200 300 400 500 200 300 400 500
No. of pairs generated No. of pairs generated
(a) (b)

Figure 3: Tests of blocked sender-receiver pairs at different r/d ratios: (a) n = 36 and
(b) n = 81.

many locations. Thus, we need to carefully adjust the r/d ratio for the best network

performance. This will be further investigated through simulations in Section 4.2.

2.2.2 Some Experiments on the r/d Ratio

At this point, it deserves to predict, under ideal situations, how much benefit our
location-aware channel assignment can offer over a non-location-aware one. We de-
veloped a simple simulation without concerning the details of medium access, such as
collision, timing, etc. (this will be explored in Section 4). We simulated an area of
size 1000 x 1000. On this area, we randomly generated a sender A and then randomly
generated a receiver B in the circle of radius » = 100 centered at A. A transmitted
using a channel selected by two methods: (i) a static one based on host ID (referred to
as SCA, static channel assignment), and (ii) our GRID approach. We then repeated
this process to generate more sender-receiver pairs. However, for each pair generated,
we tested whether this transmission will interfere any earlier ongoing pairs. If so, the
current pair will be deleted; otherwise, it will be granted.

Through this ideal experiment, we intend to observe how many more sender-receiver

pairs can be generated in the physical area by GRID than SCA. This will verify whether
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Figure 4: A snapshot of our experiment in Fig. 3 when n = 36 and r/d = 3.0: (a)
GRID and (b) SCA. The snapshots are taken on a 1000 x 1000 area, and each circle
means a sender-receiver pair.

GRID has a better channel reuse. Another important issue we would like to explore
here is: what is best ratio r/d to maximize channel reuse?

Fig. 3 shows our first experimental results. The x-axis is the number of sender-
receiver pairs generated. The y-axis shows the number of pairs that fail and thus are
deleted. For our GRID, we tested different r/d ratios. Fig. 3(a) uses a total number of
n = 36 channels, and Fig. 3 (b) uses n = 81. Indeed, some r/d ratios are better than
SCA, while some are worse. In Fig. 3(a), we see that the r/d ratios 2.5,3.0, and 3.5
will outperform SCA, while in Fig. 3(b), the r/d ratios 4.0, 4.5, and 5.0 will outperform
SCA.

We conclude from the above experiments that when r/d ~ /n/2, our GRID will
perform well. The reason is as follows. Let’s consider any channel. At this ratio, it
is more likely that we can place most circles (which represent transmission activities
of this channel) in a physical area, while incurring the least overlapping among circles
(which represents co-channel interference). This is how our GRID can offer better
channel reuse. Fig. 4 shows a snapshot in our experiment when n = 36 and r/d = 3.0
on the use of channel 1. Clearly, the placement of circles by GRID is denser and more

regular than that of SCA.
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Figure 5: Tests of blocked sender-receiver pairs at various n’s.

In Fig. 5, we further vary the value of n to observe the trend. In this figure, we have
picked the best r/d ratio for each n. The number of sender-receiver pairs generate is
2000. As can be seen, the best ratios are all very close to \/n/2, as we have predicted.
Also, with more channels, there are less pairs being blocked by both GRID and SCA.
But the gain of GRID over SCA will enlarge as a larger n is used.

3 The MAC Protocol

This section presents the medium access part of our protocol by integrating the channel
assignment part in the previous section. The channel model is as follows. The overall
bandwidth is divided into one control channel and n data channels Dy, Do, ..., D,.
Each channel, including control and data ones, is of the same bandwidth. The purpose
of data channels is to transmit data packets and acknowledgements. Control channel
serves in many important management purposes: (i) to synchronize the use of data
channels among hosts, (i) to broadcast beacons periodically, and (iii) to search for
routes. Note that beacons can help mobile hosts to discover which hosts are currently
neighbors. Hosts can always communicate with others through the control channel,
but they can only communicate with each other through data a channel if they switch
to the same one. Route discovery and routing functions are beyond the scope of this
paper and will not be elaborated, but can be supported by the control channel.

In our protocol, the channel assignment should be done in advanced. We think that

the organization, e.g. city governments or corporations, should take the responsibility
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of channel allocation if it wants to use GRID in its district such that the best perfor-
mance can be got. It is something like that FCC regulates the use of radio spectrum
to satisfy the communications needs without interference.

Each mobile host is equipped with two half-duplex transceivers:

e control transcewer: This transceiver will operate on the control channel to ex-
change control packets with other mobile hosts and to obtain rights to access

data channels.

e data transceiver: This transceiver will dynamically operate on one of the data
channels, according to our channel assignment, to transmit data packets and

acknowledgements.
Each mobile host X maintains the following data structure.

e CUL[ |: This is called the channel usage list. FEach list entry CULJi] keeps
records of how and when a host neighboring to X uses a channel. CUL[i| has

three fields:

— CULJi|.host: a neighbor host of X.
— CULi].ch: a data channel used by CU L[i].host.
— CULJi].rel_time: when channel CU L[i].ch will be released by CU L[i].host.

Note that this CUL is distributedly maintained by each mobile host and thus may not
contain the precise information.

The main idea of our protocol is as follows. For a mobile host A to communicate
with host B, A will send a RTS (request-to-send) to B. This RTS will also carry
the channel number that A intends to use in its subsequent transmission. Then B
will match this request with its in CUL] | and, if granted, reply a CTS (clear-to-
send) to A. All these will happen on the control channel. Similar to the IEEE 802.11
[1], the purpose of the RTS/CTS dialogue is to warn the neighborhood of A and B
not to interfere their subsequent transmission, except that a host is still allowed to
use the channels different from that indicated in the RTS and CTS packets. Finally,

transmission of a data packet will occur on the data channel.
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Table 2: Meanings of variables and constants used in our protocol.

Tsirs length of short inter-frame spacing
Thrrs length of distributed inter-frame spacing
Trrs time to transmit a RTS

Ters time to transmit a CTS

Tewrr the current clock of a mobile host
Tack time to transmit an ACK

NAVgrs | network allocation vector on receiving a RTS
N AVers | network allocation vector on receiving a CTS

Ly length of a data packet

L. length of a control packet (RTS/CTS)
By bandwidth of a data channel

B. bandwidth of a control channel

T maximal propagation delay

The complete protocol is shown below. Table 2 lists the variables/constants used

in our presentaiton.

1. On a mobile host A having a data packet to send to host B, it first checks whether

the following two conditions are true:

a) B is not equal to any CU L[i].host such that
CUL[i].rel time > Teyrr + (Tpirs + Trrs + Tsrrs + Tors)-

If so, this means B will still be busy (in using data channel CU L[i].ch) after
a successful exchange of RTS and CTS packets.

b) Suppose A determines that its current data channel is D4. Then for each
1= 1.n,

(DA = CUL[Z]Ch) — (OUL[Z]T@l_t’LmG < Tcurr+(TDIFS+TRTS+TSIFS+TCTS))-

If so, this means A’s data channel is either not currently being used by any
of its neighbors, or currently being occupied by some neighbor(s) but will
be released after a successful exchange of RTS and CTS packets. (Fig. 6

shows how the above timing is calculated.)
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Figure 6: Timing to determine whether a channel will be free after a successful exchange
of RTS and CTS packets.

If the above two conditions are true, proceed to step 2; otherwise, A must wait

at step 1 until these conditions become true.

2. Then A can send a RT'S(Dy, Lq) to B, where Ly is the length of the yet-to-be-
sent data packet. Also, following the IEEE 802.11 style, A can send this RTS
only if there is no carrier on the control channel in a Tprrg plus a random backoff

time period. Otherwise, it has to go back to step 1.

3. On a host B receiving the RT'S(Dy, Lyg) from A, it has to check whether the
following condition is true for each ¢ = 1..n:

(Ds = CULIi]|.ch) = (CULIi].rel_time < Teyr + (Ts1rs + Tors))-

If so, D, is either not currently being used by any of its neighbors, or currently
being used by some neighbor(s) but will be released after a successful transmission

of a CTS packet. Then B replies a CT'S(D4, NAVerg) to A, where
NAVors = Ld/Bd + Tuck + 27.

Then B tunes its data transceiver to D4. Otherwise, B replies a CT'S(T.s) to
A, where T, is the estimated time that B’s data channel D4 will change minus

the time for an exchange of a CTS packet:

Test = max{Vi > CULIi].ch = Da, CULIi|.rel_time} — Ty — Tsirs — Tors.

4. On an irrelevant host C' # B receiving A’s RT'S(D 4, Ly), it has to inhibit itself

from using the control channel for a period

NAVrrso = Tsirs + Tors + 7.
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This is to avoid C from interrupting the RTS — CTS dialogue between A and
B. Then, C' senses channel D, for a period of 7 to determine whether this
communication is success or not. If so, it appends an entry CUL[k] to its CUL

such that:

CULIk].host = A
CULKl.ch = Dy
CUL[k].reltime = T + NAVrrs:

where

NAVgrs1 = Tewrr + La/Ba + Tack + 7.

. Host A, after sending its RTS, will wait for B’s CTS with a timeout period of
Tsrrs+Tors+27. If no CTS is received, A will retry until the maximum number

of retries is reached.
. On host A receiving B’s CT'S(Da, NAVers), it performs the following steps:

a) Append an entry CUL[k| to its CUL such that

CUL[k].host = B
CULIK.ch = Da
CUL[k].reltime = Teur + NAVors

b) Send its DATA packet to B on the data channel D 4.

On the other hand, if A receives B’s CT'S(T.s), it has to wait for a time period
T.s and go back to step 1.

. On an irrelevant host C' # A receiving B’s CTS(Da, NAVers), C updates its
CUL. This is the same as step 6a) except that

CULIk].rel time = Teyr + NAVors + 7.

On the other hand, if C' receives B’s CT'S(T.), it ignores this packet.
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Figure 7: An example that the control channel is fully loaded and the data channel D,
is not utilized.

8. On B completely receiving A’s data packet, B replies an ACK on D 4.

To summarize, our protocol relies on the control channel to negotiate the transmis-
sions among hosts using the same data channel. Also, note that although our protocol
will send timing information in packets, these are only relative time intervals. No

absolute time is sent. So there is no need of clock synchronization in our protocol.

4 Analysis and Simulation Results

4.1 Arrangement of Control and Data Channels

One concern in our protocol is: Can the control channel efficiently distribute the com-
munication jobs to data channels? For example, in Fig. 7, we show an example with
5 channels, one for control and four for data. For simplicity, let’s assume that the
lengths of all control packets (RTS, and CTS) are L., and lengths of all data packets
Ly =6L,.. Then Fig. 7 shows a scenario that the control channel can only utilize three
data channels Dq, Dy, and Ds. Channel D, may never be used because the control
channel can serve at most three data channels. Although L, is typically larger than
L. by an order of at least tens or hundreds, it still deserves to analyze this issue to
understand the limitation.

The above example shows that how to arrange the control and data channels is a

critical issue. In the following, we consider two bandwidth models.

o fized-channel-bandwidth: Each channel (data and control) has a fixed bandwidth.

Thus, with more channels, the network can potentially use more bandwidth.
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e fized-total-bandwidth: The total bandwidth offered to the network is fixed. Thus,

with more channels, each channel will have less bandwidth.

We comment that the first model may reflect the situation in CDMA, where each
code has the same bandwidth, and we may utilize multiple codes to increase the actual
bandwidth of the network. On the other hand, the second model may reflect the
situation in FDMA , where the total bandwidth is fixed, and our job is to determine an
appropriate number of channels to best utilize the given bandwidth.

We will show how to arrange the control and data channels under these models so
as to well utilize a given bandwidth. Let’s consider the fixed-channel-bandwidth model
first. Apparently, since the control channel can arrange a data packet by sending 2
control packets of total length 2., the maximum number of data channels should be
limited by

Lq
nSZXL' (1)

Also, consider the utilization U of the total given bandwidth. Since the control channel

is actually not used for transmitting data packets, we have

n
U< : 2
“n+l @)
From Eq. (1) and Eq. (2), we derive that
Ly
——<n< U< —
T Ty P B )

The above inequality implies that the maximum utilization is a function of the lengths
of control and data packets. Thus, decreasing the length of control packets or increasing
the length of data packets will improve the utilization. Since the maximum utilization
is only dependent of Ly and L., it will be unwise to unlimitedly increase the number
of data channels.

Next, we consider the fixed-total-bandwidth model. Suppose that we are given
a fixed bandwidth. The problem is: how to assign the bandwidth to the control and
data channels to achieve the best utilization. Also, how many data channels (n) will be

most efficient? Let the bandwidth of the control channel be B., and that of each data
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channel B;. Again, the number of data channels should be limited by the assignment

capability of the control channel:

Lq/By
< — 4
"= 9% I./B. )
Similarly, the utilization U must satisfy
n X Bd
¢ 5
—nX Bd -+ BC ( )
Combining Eq. (4) and Eq. (5) gives
UB. L4B. Ly
- <np<—"_ —=0U< — 6
Bi—UBy ="' = 2x L.Bq = 2% Lo+ Lg (6)

Interestingly, this gives the same conclusion as that in the fixed-channel-bandwidth
model. The bandwidths B, and B, have disappeared in the above inequality, and the
maximum utilization is still only a function of the lengths of control and data packets.
Thus, decreasing the length of control packets or increasing the length of data packets
may improve the utilization. To understand how to arrange the bandwidth, we replace

the maximum utilization into Eq. (5), which gives

Ld n X Bd Bc 2LC
~ — e T (7)
2XLC—|—Ld and—i—Bc TLBd Ld

Thus, to achieve the best utilization, the ratio of the control bandwidth to the data
bandwidth should be 2L./L,;. Furthermore, since the maximum utilization is indepen-
dent of the value of n, theoretically once the above ratio (2L./Lg) is used, it does not
matter how many data channels that we divide the data bandwidth into. (Thus, one
can even adjust the value of n according to the number of mobile hosts or host density.)

Finally, we comment on several minor things in the above analysis. First, if the
control packets are of different lengths, the 2L, can simply be replaced by the total
length of RTS, and CTS. Second, the Ly has included the length of ACK packets. So
the real data packet length should be L; minus the length of an ACK packet. Last,
we did not consider protocol factors (such as propagation delay, SIF'S, DIF'S, collisions
of control and data packets, backoffs, etc.) in the analysis and hence the bandwidth
considered above is not “effective” bandwidth. In reality, these factors will certainly

affect the performance. In the next section, we will explore this through simulations.
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4.2 Experimental Results

We have implemented a simulator to evaluate the performance of our GRID protocol.
We mainly used the SCA protocol as a reference for comparison. SCA only differs
from our GRID in its channel assignment strategy. Specifically, in SCA, the overall
bandwidth is still divided into one control channel and n data channels. But each host
is statically assigned to only one data channel. To use its data channel, a host must
go through a RTS/CTS exchange with its intending receiver before using the data
channel. Since both SCA and GRID use the same channel model and medium access
approach, we believe that the experiment can give a clear indication how much more
channel reuse that GRID can offer. Also, whenever appropriate, we will include the
performance of IEEE 802.11, which is based on a single-channel model, to demonstrate
the benefit of using multiple channels.

The parameters used in our experiments are: physical area = 1000 x 1000, trans-
mission range r = 200, hosts = 400, DIFS = 50usec, SIFS = 10usec, backoff slot
time = 20usec, control packet length L. = 100 bits. A data packet length L; is a
multiple of L.. Packets arrived at each mobile host in an Poisson distribution with
arrival rate A packet/sec. For each packet arrived at a host, we randomly chose a host
at the former’s neighborhood as its receiver. Both of the earlier bandwidth models are
used. If the fixed-channel-bandwidth model is assumed, each channel’s bandwidth is
1 Mbps/sec. If the fixed-total-bandwidth model is assumed, the total bandwidth is 1
Mbps/sec. In the following, we make observations from four aspects.

A) Effect of the r/d Ratios: In this experiment, we change the r/d ratio to observe
the effect. We use n = 16 data channels and L;/L. = 200. Fig. 8 shows the network
throughput under different loads under the fixed-channel-bandwidth model. We can
see that both SCA and GRID have similar throughput curves. When r/d = 0.5, 1.0,
and 1.5, our GRID protocol is worse than the SCA protocol. When r/d > 2.0, our
GRID will outperform SCA. At r/d = 3.5, GRID will deliver the highest throughput,
which is about 25% more than the highest throughput of SCA. After r/d > 3.5, GRID
will saturate and degrade slightly, but still outperform SCA. It is worth to mention

that according to our earlier ideal analysis in Section 2, the best performance of GRID
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Figure 8: Arrival rate vs. throughput under the fixed-channel-bandwidth model at
different r/d ratios with n = 16.

will appear when r/d = \/n/2 = 2. This ratio is somewhat smaller than the ratio 3.5
that we obtain here. We believe that this is because in this experiment we have taken
timing factors (such as different packet arrival time and different backoff intervals)
into consideration, while in Section 2 we have disregarded this factor. Thus, different
sender-receiver pairs may be time-differentiated, and thus more pairs may coexist. In
fact, this is a favorable result to GRID because a higher r/d ratio means more signal
overlapping, and thus higher channel reuse.

Fig. 9 shows the similar experiment under the fixed-total-bandwidth model. Again,
the best r/d ratio appears at around 2.5 to 4. The trend is similar to that of the
fixed-channel bandwidth model. Also, as a reference point, this figure contains the
performance of TEEE 802.11.

B) Effect of the Number of Channels: In this experiment, we still use Ly/L. = 200,
but vary the number of channels n, to observe its effect. Fig. 10 shows the result under
the fixed-channel-bandwidth model. Note that in this figure we have picked the best
r/d ratio (through experiments) for each given n for our GRID protocol. We see that
both SCA’s and GRID’s throughputs will increase as more data channels are used.
This is quite reasonable because under the fixed-channel-bandwidth model, a larger n
means more total bandwidth being provided. As n enlarges, the gap between GRID
and SCA will increase slightly.
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Figure 9: Arrival rate vs. throughput under the fixed-total-bandwidth model at dif-
ferent r/d ratios with n = 16.
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Figure 10: Arrival rate vs. throughput under the fixed-channel-bandwidth model with
different numbers of data channels.
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Figure 11: Arrival rate vs. throughput under the fixed-total-bandwidth model with
different numbers of data channels.

Fig. 11 shows the same simulation under fixed-total-bandwidth model. The trend
is similar. One important observation is that the best performance for both SCA and
GRID will appear at around n = 4 data channels. With more channels, the throughput
will degrade significantly. Also, as comparing GRID and SCA, we see that when n is
too large (e.g., n = 49), The gap between GRID and SCA will decrease significantly.
This may due to two reasons: either the control channel is overloaded, or the control
channel has not been fully loaded but there are too few mobile hosts to fully utilize
these data channels.

C) Effect of the Lq/L. ratios: As discussed earlier, the performance of GRID will
be limited by the use of the control channel. One way to increase performance is to
increase the data packet length in order to reduce the load on the control channel. To
understand this issue, observe Fig. 12(a), which assumes L,/L. = 50 and the number
of hosts = 1600 under the fixed-channel-bandwidth model. Comparing the curves in
this figure, we see that there is a large performance improvement between using n = 9
channels and n = 25 channels. However, the improvement reduces significantly from
using n = 25 to using n = 49 channels. When using n = 100 channels, the gain relative
to using n = 49 is very limited (note that under the fixed-channel-bandwidth model,
this means much bandwidth being wasted). To resolve this problem, in Fig. 12(b),

we increase Lg/L. to 200. Now the improvements all enlarge. This has justified our
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Figure 12: Arrival rate vs. throughput under the fixed-channel-bandwidth model at
different numbers of data channels: (a) Ly/L. = 50 and (b) L4/L. = 200.
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Figure 13: Ratio Ly/L. vs. maximum throughput under the fixed-channel-bandwidth
model with n = 9: (a) bit error rate = 107% and (b) bit error rate = 5 x 107°.

argument. As a result, given an n, one has to wisely adjust the ratio Ly/L. so as to

get the best throughput.

D) Effect of Transmission Error Rates: In the previous experiment, we have made

a strong assumption: the transmission is error-free. To take this into consideration, we

further assume a bit error rate during transmission. Under the fixed-channel-bandwidth

model with n =9 channels, Fig. 13(a) and (b) show our simulation results under the

transmission bit error rates of 107% and 5 x 107°, respectively. Under an error rate

of 1075, Ly/L. = 800 has the best maximum throughput. With a larger error rate of

5 x 1079, the best maximum throughput will appear at the smaller ratio Lq/L. = 400.
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5 Conclusions

We have developed a new MAC protocol for a multi-channel MANET. Our channel
assignment is characterized by location awareness capability and it incurs no communi-
cation cost to conduct the assignment. This is a significant breakthrough compared to
existing protocols which require clock synchronization and/or which dictate a number
of channels which is a function of the network degree. Our simulation results have
also indicated that it is worthwhile to consider using multiple channels under both the
fixed-channel-bandwidth model and the fixed-total-bandwidth model.

In this paper, we focus on the scenario where hosts are randomly deployed. In
such an environment, GRID is a simple yet efficient solution. For larger areas where
users have geographical locality, the GRID-B proposed in [29] tries to explore channel
borrowing to make an efficient use of channels. However, due to its channel relocation
behavior, GRID-B involves higher complexity. The purpose of this paper is to develop
a light-weight MAC protocol that is suitable for an ad hoc environment.

We believe that there are many open research problems from this work. In our
simulations, we have used a number of data channels (n) which is a square of some
integer. Other values of n deserve investigation. In practice, the best r/d ratio may
change due to many factors, such as system load, which also deserves studies. While
GPS is widely available, indoor positioning is still an open issue. Since our work relies
on physical locations to assign channels, for indoor environment pre-assignment of

channels to each location may be necessary.
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ABSTRACT

Multiple channels which are available for use in IEEE 802.11 can increase
network capacity. Despite being the subject of many years of research,
distributed channel assignment remains a challenging problem. The idea of
exploiting multiple channels is particularly appealing in wireless mesh
networks because of their high capacity requirements to support backbone
traffic. We propose a link-layer protocol for wireless mesh network that
utilizes multiple channels dynamically to improve performance. The protocol
can be implemented in software over an |EEE 802.11-compliant wireless card.
We only need one interface and easily extend our protocol to multiple
interfaces. We are based on receiver-based channel assignment algorithm to
design our protocol and use time slot to control when to send and when to
receive. Our protocol isimplemented in real environment and indeed improves

the network performance.
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Abstract—In recent years, the wireless mesh network (WMN)
attracts the interest of many people as a new broadband Internet
access technology. However, increasing throughput is still an
open and challenging research issue. One potential solution is
to enable transceivers to utilize multiple channels dynamically.
However, most of existing works do not consider the routing issue,
and trivially use some popular single-path routing protocols like
AODYV and DSR. In this paper, we exploit the benefit of multi-
path routing in multi-channel WMNs from the aspect of end-
to-end throughput. Between medium access control and network
layers, we propose a novel protocol named Joint Multi-channel
and Multi-path control (JMM) which combines multi-channel link
layer with multi-path routing. Dividing time into slots, JMM
coordinates channel usage among slots and schedules traffic flows
on dual paths. Our scheme efficiently and intelligently decom-
poses contending traffics over different channels, different time,
and different paths, and hence leads to significant throughput
improvement. To the best of our knowledge, this is the first
work discussing the joint design of multi-channel control and
multi-path routing for WMNs.

I. INTRODUCTION

Wireless Mesh Networks (WMNSs) are believed to be a
promising technology to offer broadband wireless access to the
Internet and to build self-organized networks in places where
wired infrastructure is not available or not worthy to deploy
[3]. A WMN consists of a collection of wireless mesh routers,
which are able to self-configure themselves as a backbone
and also serve as an access network to offer connectivity
to end-users by standard radio interfaces like 802.11 [1]. A
WMN typically has a two-tier architecture as shown in Fig. 1.
On one hand, mesh routers self-organize themselves to form
a wireless backbone, providing large coverage, connectivity,
and robustness in the wireless domain. On the other hand,
each mesh router is responsible of forwarding traffic on
behalf of end-users in its coverage area. A logical separation
is maintained between links connecting end-users and links
forming the wireless backbone. One or more mesh routers with
wired connections will serve as gateways to provide Internet
access.

While benefiting from large coverage of multihop wireless
connections, WMNs also inherit some scalability problems in
terms of throughput, delay, and packet delivery ratio faced
by all multihop wireless networks [9]. Previous studies have
shown that end-to-end throughput of a flow may decrease
rapidly as the number of hops increases [14], [25]. The main
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Fig. 1.

The two-tier architecture of wireless mesh networks.

reasons are as follows:

o Half-duplex property of the radios: Radios cannot trans-
mit and receive at the same time. As a result, the capacity
of relay nodes is halved.

o Broadcast nature of the wireless medium: When all nodes
operate at a common communication channel, each node
has to compete with neighboring nodes within extended
hops, leading to a high collision probability as the traffic
load increases.

« Difficulty of collision avoidance: In a multihop environ-
ment, the common phenomena of hidden and exposed
terminals cause collision and unfairness, resulting in
reduction of throughput.

There are several approaches to relieving the contention
and collision problem, such as using directional antennas,
implementing transmission power control [24], assisting by
location information [20], and employing multiple channels.
In this paper, we look for a more cost-effective solution by
exploiting multiple non-overlapping channels using only one
transceiver per host. While our goal is to improve network
performance, we observe that using multiple channels alone
is not very effective. Frequency diversity has to be exploited in
concert with spatial and temporal reuse. We propose a protocol
named Joint Multi-channel and Multi-path control (JMM),
which can yield a significant performance improvement by
decomposing the contending traffic over different channels,
different time, and different paths.

The primary contributions of this paper can be summarized
as follows:



o We first point out that multi-path routing has to be used in
concert with multi-channel design to improve end-to-end
throughput. However, using single-path routing cannot
achieve this goal.

o We introduce a novel protocol which combines multi-
channel link layer with multi-path routing. This protocol
is able to increase end-to-end throughput by decomposing
the traffic over different channels, time, and space.

o In the route discovery phase of our multi-path routing
protocol, we propose a GREQ forwarding strategy to
reduce the number of broadcast messages. A new routing
metric which explicitly accounts for the disjointness
between paths and interference among links is proposed.
According to this metric, it is easy to select two maxi-
mally disjoint paths with less interference.

In Sec. II, we compare single-path routing with multi-path
routing in both single-channel and multi-channel environments
to motivate our work. Sec. III reviews related work. The
proposed JMM protocol is introduced in Sec. IV. Sec. V
presents our simulation results. Finally, Sec. VI concludes the

paper.
II. MOTIVATION

To motivate the problem, we first observe the upper bounds
of end-to-end throughputs under (i) single-channel, single-
path, (ii) multi-channel, single-path, (iii) single-channel, multi-
path, and (iv) multi-channel, multi-path scenarios. We then
show that case (iv) can achieve better performance.

A. Single-Channel, Single-Path (SCSP) Scenario

The most common combination is to use a single-channel
MAC protocol like IEEE 802.11 with a single-path routing
protocol like AODV (Ad-hoc On demand Distance Vector)
[17]. In this case, packets travel along a chain of nodes toward
their destinations. Successive packets on a single chain may
interfere with each other as they move along, thus causing
contention in the MAC layer.

In the SCSP scenario, we show that an ideal protocol
could only achieve an end-to-end throughput at most % of the
effective MAC layer data rate. Consider the network in Fig.
2(a), where node A is the source and F is the sink. Assume
for the moment that radios of nodes that are not neighbors do
not interfere with each other. At time 1, A transmits the first
packet to B. At time 2, A and B cannot transmit at the same
time because B cannot receive and transmit simultaneously.
At time 3, A and C cannot transmit at the same time because
B cannot correctly hear A while C is sending. At time 4, A
and D can send at the same time with the above assumption.
Thus, a node can only send % of the time.

However, if one assumes that radios can interfere with each
other beyond the range at which they can communicate suc-
cessfully, the situation is even worse. For example, in 802.11b,
the interference range is about twice that of transmission
range. Hence, in Fig. 2(a), node D’s transmission will interfere
with that from A to B. This may reduce a node’s transmission

space space

AW oN -
oos W N

time

233 142
—_—

—_—

(c) SCMP scenario

Fig. 2. Ideal packet scheduling in (a) SCSP, (b) MCSP, (c) SCMP, and (d)
MCMP scenarios.

(d) MCMP scenario

opportunity to % of the time. As can be seen, the throughput
is even more pessimistic.

B. Multi-Channel, Single-Path (MCSP) Scenario

The above analysis shows the impact due to the broad-
cast nature of wireless medium. To improve the end-to-end
throughput, a lot of researchers have proposed multi-channel
solutions. Allowing each transceiver to switch among different
channels, instead of waiting in the same channel, the MAC
protocol has to deal with channel selection and the multi-
channel hidden terminal problems [19].

In the MCSP scenario, we show that an ideal multi-channel
MAC protocol could achieve end-to-end throughput as high
as % of the effective MAC data rate. Consider the scenario in
Fig. 2(b). Assume that the MAC protocol can always select an
appropriate channel and schedule packets perfectly. At time 1,
node A transmits the first packet to B on channel 1. At time
2, A and B cannot transmit at the same time because B cannot
receive and transmit simultaneously. At time 3, A and C can
send at the same time since they use different channels. We can
see that if the MAC protocol can switch channels perfectly,
A can continuously inject one packet every other slot. This
leads to the factor of % Because of the half-duplex property
of radios, the bottleneck appears in the intermediate nodes.

C. Single-Channel, Multi-Path (SCMP) Scenario

In this SCMP scenario, packets are split along two disjoint
paths leading toward destinations. We will show that the
broadcast nature of wireless medium may degrade throughput
significantly.

In fact, the SCMP scenario can only achieve an end-to-end
throughput slightly higher than the SCSP scenario. Consider
the network in Fig. 2(c), where there are two disjoint paths
from source A to destination F. At time 1, node A transmits
the first packet along the upper path to B. At time 2, only one
of nodes A and B can transmit because they are competitors.
We suppose that B wins in the contention. At time 3, A can
not transmit on the lower path because C will interfere the
reception of G. So A can only transmit on the lower path at
time 4. So A can only inject a packet every three slots.



D. Multi-Channel, Multi-Path (MCMP) Scenario

Some may believe that the factor of % is the best case.
Below, we show that using a multi-channel MAC protocol
combined with a multi-path routing protocol can overcome
the bottleneck at intermediate nodes. In the MCMP scenario,
we show that the ideal MAC end-to-end throughput can be as
high as the effective MAC data rate. Consider the network in
Fig. 2(d). Assume that the routing protocol can split packets
properly and the MAC protocol can perform ideal channel
switching and scheduling. At time 1, node A transmits a packet
along the upper path to B on channel 1. At time 2, A transmits
a packet along the lower path to G. At the same time B
can transmit along the upper path because they use different
channels. Afterward, A can alternate between these two paths
in every slot. This concludes our derivation.

III. RELATED WORK

In the literature, a lot of efforts have been dedicated to
multi-channel link protocols and multi-path routing protocols.
However, these link layer protocols and routing protocols are
investigated separately. This motivates us to design a joint
protocol which combines these two approaches. Below, we
review the related work in this field.

A. Multi-Channel MAC and Link Protocols

A lot of multi-channel 1link/MAC protocols focus on how to
utilize multiple channels to reduce the contention and collision
among stations. Depending on the number of radio interfaces
per node, such protocols can be classified as single-transceiver
schemes [19], [4], [26], [5] and multi-transceiver schemes
[23], [28], [2].

For a single-transceiver system, the radio interface in each
node needs to switch among channels. It may result in
the multi-channel hidden-terminal problem [19]. The Multi-
channel MAC (MMAC) protocol [19] proposes to embed a
negotiation phase in the ATIM (Ad Hoc Traffic Indication
Map) window that is periodically sent under the Power Save
Mode (PSM). After the ATIM window, nodes may select
different channels to transmit and receive packets. The Slotted
Seeded Channel Hopping (SSCH) mechanism [4] divides the
time axis into virtual channels. The hopping sequence of
each virtual channel is determined by a (channel, seed) pair.
SSCH requires a looser time synchronization than [19], but it
has a higher channel switching overhead. The Multi-channel
coordinated Temporal Topology control (MOTTO) [26] also
divides the time axis into epochs. The active channel of an
epoch is determined statically by the node’s hop-count to a
gateway and its direction (uplink or downlink).

B. Multi-Channel Routing Protocols

Several works consider utilizing multiple channels at the
network layer [18], [10], [8], [12]. These works focus on how
to assign channels to a flow and how to find the best path in
a multi-channel environment.

The Hyacinth architecture [18] proposes a tree-based rout-
ing protocol for a multi-transceiver multi-channel WMN. From

each gateway, a tree is constructed, along which packets are
forwarded. Reference [10] proposes a CA-AODV protocol that
combines channel assignment with AODV [17]. It assumes a
system with one control channel and several data channels like
DCA [23]. From the exchange of RREQ and RREP packets on
the control channel, a source can achieve both route discovery
and channel assignment of the flow.

A general multi-channel routing protocol can be designed
by combining an existing single-channel routing protocol with
a new routing metric by taking multi-channel effects into
consideration. The WCETT (Weighted Cumulative Expected
Transmission Time) metric in [8] is such a metric for routing
in multi-radio multi-hop WMNS.

C. Multi-Path Routing Protocols

Recently, multi-path routing in WMNSs has received some
attention [16], [21], [13], [27], [15].

Based on Directed Acyclic Graph (DAG), TORA [16] can
support multiple-path routing. However, it does not guarantee
disjointness of paths. DSR [11] can also find multiple paths,
naturally by its flooding behavior. But sometimes only small
portions of the found paths are disjoint. The Split Multipath
Routing (SMR) [13] can solve this problem because duplicate
RREQs are not dropped, but this is at the cost or more RREQs.

AODVM [27] is an extension to AODV for finding reliable
routing paths. Duplicate RREQs are not discarded by interme-
diate nodes. Again, the routing overhead is high. AOMDV [15]
is also an extension to AODV for computing multiple loop-
free and link-disjoint paths. It uses the notion of “advertised
hop count” to guarantee loop-freedom and uses a particular
property of flooding to achieve link-disjointness.

IV. JMM PRrROTOCOL

A. Protocol Architecture

We assume that each node is equipped with an off-the-
shelf 802.11 wireless adapter with a half-duplex radio which
is allowed to switch among different channels and runs the
802.11 MAC protocol. The proposed JMM protocol is a cross-
layer design on top of the 802.11 MAC layer and does not
require any change to the 802.11 MAC and hardware. It is
composed of a multi-channel link layer part and a multi-path
routing part. These two parts cooperate with each other tightly.
JMM has the following functionalities.

1) It decides the receiving channel of each node based on
neighborhood information (see Sec. IV-C.1).

2) It constructs a dual path from each node to its gateway
(see Sec. IV-C.2).

3) It conducts slot assignment for each node’s superframes
(see Sec. IV-B.2 and IV-C.4).

4) It schedules and forwards packets and adjusts the ratio
of transmitting slots to receiving slots for each node (see
Sec. IV-B.3).

Our presentation is bottom-up, from the link layer part
(items 3 and 4) toward the routing part (items 1 and 2).
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B. Multi-Channel Link Layer Part

The link layer has two functionalities: channel scheduling
and packet scheduling. The former is to control which channel
the transceiver should stay on, and the latter is to schedule
when a packet can be sent. Our design can avoid the multi-
channel hidden-terminal problem [19].

1) Superframe Structure: The time axis is divided into slots
of a fixed length [. Slots are organized into superframes. A slot
may be designated as a transmitting slot or a receiving slot.
We will determine the channels to be used in slots of a su-
perframe. Our channel assignment strategy is receiver-based.
The structure of a superframe is shown in Fig. 3. Superframes
are loosely synchronized in time. Each superframe comprises
4t + 1 slots, marked as sg, si, ..., S4t, Where ¢ is an integer.
Slot sg is a broadcast slot in which only beacons and broadcast
messages can be sent. Each broadcast slot is led by a beacon
window, followed by a data window. Beacons also serve to
synchronize stations’ clocks. To ensure network connectivity,
all nodes should stay on a pre-defined common channel in slot
so. The remaining 4t slots are unicast slots, whose channels
will be decided dynamically.

The receiver-based channel assignment helps two nodes to
switch to the same channel for communication. Unicast slots
are designnated as transmitting/receiving slots (refer to Sec.
IV-B.2). A node will select a receiving channel for its receiving
slots (refer to Sec. IV-C.1). Nearby nodes will try to avoid
using the same receiving channel. During a receiving slot, a
node will stay on its receiving channel. During a transmitting
slot, a node can switch to its receiver’s receiving channel and
stay on that channel until the end of the slot. Hence, two
nodes can communicate only if one is in a transmitting slot
and the other is in a receiving slot. After switching to a new
channel, a node first remains silent for a duration equals to the
maximum packet transmission time so as to avoid the multi-
channel hidden terminal problem which is resulted by loose
time synchronization. Therefore, JMM does not require very
precise clock synchronization.

An example is in Fig. 4. In s, all nodes stay on the common
channel 1. In s;, node B wants to send packets to C, so B
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switches to C’s receiving channel 3. Suppose that A also wants
to send packets to B. Since s; and s of A are receiving slots,
it has to wait until s3 to transmit. Note that since both A and
C want to send packets to B in sz, they will use 802.11°s
CSMA/CA mechanism to contend for the medium.

2) Transmitting and Receiving Patterns: Unicast slots of
a superframe are designated as transmitting/receiving slots.
However, since traffics on mesh networks are quite stable,
slot assignment will not be changed too frequently. In each
superframe, unicast slots s to s4; are evenly divided into two
parts, with the fist part from s; to sy; and the second part from
Sot41 to S4¢. One part is designated as the upstream part for
communication with the node’s upstream nodes (with respect
to the node’s gateway), and the other part is the downstream
part for communication with its downstream nodes. These two
parts are of the same length because for a relay node, the
amount of traffics to and from upstream nodes is likely to be
equal to that to and from downstream nodes.

Each part can follow a Transmitting-First (TF) pattern or
a Receiving-First (RF) pattern as shown in Fig. 5. In a TF
pattern, the first half is all transmitting slots, and the second
half is all receiving slots. Contrarily, in a RF pattern, the first
half is all receiving slots, and the second half is all transmitting
slots. Considering the patterns of the first and the second parts,
there are four types of superframe patterns, namely TF-TF,
RF-RF, TF-RF, and RF-TF types. The ratio of the number
of transmitting slots to the number of receiving slots can be
adjusted dynamically (refer to Sec. IV-B.3).

3) Dynamic Adjustment of the T'/ R Ratio: Recall that each
superframe has an upstream part and a downstream part. The
ratio of the number 7" of transmitting slots to the number R of
receiving slots in each upstream part, call 7'/ R ratio, can be
dynamically adjusted in a per node basis. Since in a relay node
the amount of traffics from upstream nodes is likely to be equal
to that to downstream nodes, the number of receiving slots in
the upstream part should equal the number of transmitting slots
in the downstream part. Similarly, the transmitting slots in the
upstream part should equal the number of receiving slots in the
downstream part. Therefore, in the downstream part, we can
let T be the number of receiving slots and R be the number
of transmitting slots.

The T'/ R ratio of each node is adjusted dynamically during
runtime. Initially, we set 77 = R = t. A node should
monitor the actual traffic through itself. Assume that the
actual transmitting and receiving traffics on the upstream part
are Tyepuqr and Rgcryaqr, respectively. We then compute new
weighted averages Tsyooth and Rgpmootn as follows:

Tsmooth —Qok Tactual + (1 - Oé) * Tsmooth; (1)
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Rsmooth —Qok Ractual + (1 - a) * Rsmooth- (2)

The values of 7" and R will be changed slowly by the
following rules:

if (Tsmooth/T)/(Rsmooth/R) > Threshold;, and R > 1 then
T «— TH+1;
R +— R—1;

endif

if (Tsmootn/T)/(Rsmootn/R) < Threshold; and T > 1 then

<—T7;

R «— R+1;
endif

Tsmootn/T and Rgp,o0tn /R are the utilizations of transmit-
ting and receiving slots, respectively. If the utilization ratio
of transmitting to receiving slots is higher than a threshold
Thresholdy,, we increase T and decrease R by one. If the
utilization ratio is lower than a threshold Threshold;, a
reverse process is preformed.

4) Packet Queues: When packets arrive, we need to allocate
them to transmitting slots for transmission. JMM dispatches
packets into a broadcast queue and two groups of unicast
queues as shown in Fig. 6, where we assume that there are
three non-overlap channels. Broadcast packets are enqueued
in the broadcast queue, while unicast packets are classified
as the first part or the second part and then are enqueued in
the corresponding queues based on the receiving channels of
receivers (refer to Sec. IV-C.5). The number of queues in each
part is equal to the number of channels in the system.

The broadcast queue is served in broadcast slots. The first
part unicast queues are served by transmitting slots of slots
S1 to sgq in a round-robin manner. Each transmitting slot will
serve one queue by switching to the channel of that queue,
until the queue is empty or the slot expires. The second part
unicast queues are served by transmitting slots of slots so;11
to s4; in a similar way.

5) Permutation of Slots: In the above discussion, transmit-
ting and receiving slots are clustered together. In practice,
we can permute the slot sequence of a superframe to obtain
some degree of randomness among these slots. The same
permutation of 4¢ elements should be applied to all nodes.

C. Multi-Path Routing Part

The goal of the routing part is to construct two paths to the
gateway. Since finding the best two paths requires the channel
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Fig. 7. A channel selection example.

information provided by the link layer part, we first describe
how a node selects its receiving channel. We then present the
multi-path route discovery phase and our path selection metric.
Finally, we describe our packet scheduling scheme to exploit
the benefit of multi-path routing. In JMM, route discovery
is done in an on-demand manner. However, the selection of
receiving channel will be changed less frequently.

1) Selection of Receiving Channels: When a node is first
turned on, it can choose any channel as its receiving channel.
Periodically, each node broadcasts its receiving channel to
its 2-hop neighbors. This can be achieved by broadcasting a
HELLO message carrying a node’s direct neighbors’ receiving
channels. Each node maintains a NeighborTable containing
the receiving channels of its 2-hop neighbors and a Chan-
nelUsageTable to count the number of nodes using each
channel. For example, Fig. 7 shows these tables of node A.

A node will choose the least used channel as its receiving
channel. To prevent unnecessary fluctuation, when a node finds
a better channel than its current receiving channel, it will only
switch to that channel with a probability p.

2) Dual-Path Route Discovery: Our goal is to find from
each node two paths to its gateway that are as disjoint as
possible. However, a dilemma is: on one hand, we would like
to avoid network-wide flooding of route search packets, while
on the other hand, we do not expect too many duplicate route
search packets being discarded by intermediate nodes.

Below, we propose an efficient discovery strategy to find a
dual-path to each gateway in the network. A Gateway REQuest
(GREQ) packet is used for this purpose. Instead of blindly
flooding, limited rebroadcasts of GREQs are invoked. The
format of GREQ is shown in Table I. The route discovery
is performed in an incremental way. So when a node issues a
GREQ, we can assume that each existing node has already
established two paths to its gateway. For each node, let
gwAddr be its selected gateway and hopC'ount be the length
of the shorter path of its dual-path. When an intermediate node
R receives a GREQ, the procedure in Fig. 8 is executed. It first
checks whether the sequence number is up-to-date (lines 2-6).
Then it verifies if its slot schedule mismatches with that of
the transmitter (lines 7-9). Note that a “mismatch” happens
when the superframe patterns of two neighboring nodes are
the same (i.e., they choose the same type from TF-TF, RF-RF,
TF-RF, and RF-TF), in which case these two nodes cannot
communicate with each other. The gwAddr and hopCount
fields guarantee that the GREQ packet is forwarded toward
the gateway indicated in the gwAddr flied and the hopCount
value progressively decreases on its way to the gateway (lines



TABLE I
STRUCTURE OF THE GREQ MESSAGE (S IS THE SOURCE NODE).

[ Field [ Initial value [ Meanings ]
seqNum seqNum at S the sequence number
srcAddr S the source address
gwAddr unknown the gateway address of the mesh network
hopCount 00 the smallest number of hops to the gateway
pathRecord {S} the list of node records on the path

/*Executed when a non-gateway node R receives a GREQ from a node T */
01. begin

02. if GREQ.seqNum < R.seqNum[srcAddr] then
03. discard and exit;
04. else
05. R.seqgNum[srcAddr] — GREQ.seqNum;
06. endif
07. if the slot schedules of R and T mismatch then
08. discard and exit;
09. endif
10. if GREQ.gw Addr # unknown and
GREQ.gwAddr # R.gwAddr then
11. discard and exit;
12. endif
/* Ensure that hopCount progressively decreases */
13. if GREQ.hopCount < R.hopCount then
14. discard and exit;
15. elseif GREQ.hopCount = R.hopCount then
16. if R € GREQ.pathRecord then
17. discard and exit;
18. endif
19. endif
20. send GREQ(GREQ.segNum, GREQ.srcAddr, R.gwAddr,
R.hopCount, GREQ.path Record U {R});
21. end
Fig. 8. The GREQ propagation procedure of a non-gateway node.

10-19). This forwarding strategy can significantly reduce the
rebroadcast overhead while traversing most wireless links.
Finally, the node rebroadcasts the GREQ packets (line 20).

An example of the GREQ propagation procedure is shown
in Fig. 9. The links indicated by dashed lines mean that the
corresponding GREQs are discarded.

3) Path Selection Metric: After the above procedure, each
gateway will collect a number of GREQs each carrying a path.
Since our goal is to find a dual-path, the gateway will use a
metric function to evaluate each pair of paths. For example,
the gateway X in Fig. 9 will collect n = 4 paths, S-C-A-X,
S-D-B-X, S-C-B-X, and S-D-A-X, from the route discovery
initiated by S. So there are totally ("*gil) = 10 path pairs
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Fig. 9. A GREQ propagation example.

to be evaluated. Note that the combination with repetition
is used because a path may serve as both paths of a dual-
path in case that there is no good choice. The path pair with
the lowest metric will be selected and two Gateway REPly
(GREP) packets are unicast along the reverse directions to
the source node. Then the source node will collect all GREP
packets from different gateways and select the dual-path with
the best path metric by sending two GREP ACKnowledgement
(GREP_ACK) packets to the selected gateway along the dual-
path.

The input of the path metric function is a path pair (P, P»)
and the output is affected by 3 factors Vi,o4e, Voni, and Vi,
Viode 1S the number of common nodes between P; and Ps
excluding the source node and the gateway. V,; is defined as

Veni = CN(P1) + CN(P2) + 6(Py, Ps), 3)

where C'N(P;) is the number of channel contending pairs
along P;, where two nodes on P; are called a channel
contending pair if they are within 2 hops and use the same
receiving channel. For example, C'N(S-C-B-X) = 2 because
(S, A) and (C, X) are channel-contending pairs. Function
d(Py1, P,) = 1 if the difference of the lengths |P;| and |Ps|
is an odd number; otherwise, 6(Py, P») = 0. The value is so
assigned because our algorithm prefers paths differ in lengths
by an even number (refer to the discussion in Sec. IV-C.4).
To reflect the signal quality perceived by nodes on P; and P,
Vaity is defined as ET X (Py) + ET X (P»), where ET X (P;)
is the expected transmission count of a packet along P; [6].
Alternatively, other metrics for evaluating path quality [7], [8]
can be used instead. We combine the three factors by taking
their weighted average:

metric = WnodeVnode + Went Vens + Wqlty V;]ltyy (4)

where wp,o4e +wWens +wqiry = 1. The one with a lower metric
is preferred.

4) Determining Superframe Patterns: Next, we need to
determine the superframe pattern (TF-TF, RF-RF, TF-RF, or
RF-TF) of each node. The selection will be based on the
result of the route discovery. We assume that all nodes on
the dual-path except the source have already determined their
superframe patterns. Without loss of generality, let the gateway
choose the TF-TF type. Given any dual-path, the gateway will
designates one path as the master path, and the other as the
slave path. The requirement to be a master path is that the
superframe patterns of the gateway and the first child must
match in the first part (slots s; to so;), and the requirement
to be a slave path is that they must match in the second part
(slots s9s41 to s4¢). A “match” happens if one side uses TF
and the other side uses RF. Let S be the source, G be the
gateway, and (Py, P;) be the dual-path, such that P; is the
master path and P, is the slave path. The superframe pattern
of S will be selected by the following rules:

1) |Pi| — |P| is even: We refer to Fig. 10 for ease of
presentation. If |Py| is odd, the pattern of S’s first part
should match with that of its parent on P; and the pattern
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Fig. 10. The pattern selection of S when (a) |Pi| — |P»| is even and (b)
|P1‘ — |P2| is odd.

of S’s second part should match with that of its parent
on Py. If | P | is even, the pattern of S’s first part should
match with that of its parent on P, and the pattern of S’s
second part should match with that of its parent on P;.
Hence, S chooses the RF-RF type in Fig. 10(a). This
pattern selection can achieve high channel utilization.
Packets on the dual paths are unlikely to interference
with each other because they are separated in both the
time domain and the space domain when they happen
to use the same channels.

2) |Py| — | P2] is odd: In this case, one of |Pi| and |Py| is
odd and the other is even. Let P be the longer path. If
| P| is odd, the pattern of S’s first part should match with
that of its parent on P; and the pattern of S’s second
part should match with that of its parent on Ps. If |P|
is even, the pattern of S’s first part should match with
that of its parent on P> and the pattern of S’s second
part should match with that of its parent on P;. Hence,
S chooses the RF-TF type in Fig. 10(b).

In case 2, packet transmission on the dual paths are also
quite interference-free, except the link between S and its parent
on the shorter path of P, and P, which is called the contended
link. Because S matches with its parent on the same part as
where S’s parent matches with S’s grandparent on that path.
For example, B-S in Fig. 10(b) is a contended link. This
competition may affect the end-to-end throughput of that path.
So we let this happen on the shorter path. Also, the penalty is
reflected by the earlier function §(P;, P») in the path metric
Vent.-

Note that a contended link may play parts in both a master
path of a dual path (P;, P5) and a slave path of another dual
path (P;, P}). For example, in Fig. 11, B-S is a contended link
in (Py, P}). If later on node S accepts a child K, which chooses
the path along S as its master path, then B-S will be part of a
master path in (Py, P»). However, the patterns of superframes
of K’s master path are not affected by the appearance of this
contended link.

5) Packet Forwarding Rule: With dual-path routing, our
system needs to inject packets to both paths to exploit
communication parallelism. Below, we summarize our packet
forwarding rule. When a source node or a gateway generates
a sequence of packets, we will alternately mark them as to be
sent along the master path or along the slave path. For each
packet, we will compute a value P = M & E® D & C, where

0
i

if the pkt is to be sent along the master path;

®)

if the pkt is to be sent along the slave path;

(PD PZ) (Pyl’ P’Z)

Fig. 11.  An example where the contended link B-S on the slave path (...,
X, Y, B, S) serves as a link on the master path (..., I, J, B, S, K).

- |
- |
o - |

If P = 0, the packet will be forwarded to the first part
unicast queues; otherwise, the packet will be sent to the second
part unicast queues (refer to Fig. 6).

For a relayed packet, it is alternated between the first and
the second parts except when it passes through a contended
link. Specifically, if a packet is received from a contended link,
it is enqueued to the same part of unicast queues; otherwise,
it is enqueued to a different part of unicast queues from its
original one. For example, in Fig. 10(b), when node B receives
a packet from S in the second part, it enqueues the packet to
the same second part, but when C receives a packet from S,
it enqueues the packet to the different part.

6) Route Maintenance: Faulty links are detected by nodes’
periodical HELLO messages. Losing a predefined number of
HELLOs is an indication of a fault of link. When a node
discovers a faulty link, it will propagate a Gateway ERRor
(GERR) message to all its successors which use this link. Each
successor will initiate a new gateway discovery procedure
to find a new dual-path. Before new paths are found, the
other (non-broken) paths can still be used for communication.
Therefore, JMM is also quite resilient to failure.

if the hop count to gw along the intended path is even,

(6)

if the hop count to gw along the intended path is odd;
(N

if the pkt is issued by a gateway;
if the pkt is issued by a source;

if the pkt is to be transmitted to a non-contended link

®)

_ 0 = O = O

if the pkt is to be transmitted to a contended link.

V. PERFORMANCE EVALUATION

To evaluate the performance of the proposed protocol, we
have implemented a JMM module in the NCTUns network
simulator 2.0 [22]. The JMM module has a link layer, a
routing layer, and some FIFO queues. The MAC layer is the
IEEE 802.11a without using RTS/CTS. Data rate is 54 Mbps.
Each node has a transmission range of 250 meters and an
interference range of 550 meters. The default parameters used
are shown in Table II.

A. Comparison of SCSP, SCMP, MCSP, and MCMP Routing

We first compare the performance of SCSP, SCMP, MCSP
and MCMP routing. Network topologies as shown in Fig. 12
are tested. Assuming H = 200 meters, V' = 300 meters, and
five available channels, we vary the number of hops from
the gateway to the destination and observe the end-to-end
throughput. Continuous 512-byte packets are injected from the



TABLE II
THE DEFAULT PARAMETERS IN OUR SIMULATIONS.

[ Parameter | Default | Meanings |
l 20 ms the slot size
t 4 the number of slots in a quarter of a superfame
a 0.2 the weight between actual and smooth traffic
Thresholdy, 2 the high threshold of adjusting the T/R ratio
Threshold; 0.5 the low threshold of adjusting the T/R ratio
Wnode 0.74 the weight of parameter V,,ode
Wepl 0.18 the weight of parameter V.p;
Wqlty 0.08 the weight of parameter Vi ¢y
H
>
scsp.ucse O—O—0O—0O - O—0O

destination

pee é.zgmﬁon

Single-path and dual-path topologies used in our simulation.

gateway

H

SCMP, MCMP
gateway

Fig. 12.

gateway to the destination. SCSP routing uses IEEE 802.11
MAC and AODV. SCMP routing uses the multi-path routing
protocol AODVM. MCMP routing uses our JMM protocol.
MCSP routing also uses our JMM protocol but it only employs
a single path routing. The results are shown in Fig. 13(a).
As can be observed, in SCSP and SCMP routing the end-
to-end throughputs decrease dramatically as the number of
hops increases. The SCMP routing is only slightly better
than the SCSP routing since the two parallel paths still
seriously interfere with each other. On the other hand, the
throughputs of MCSP and MCMP remain relatively constant
since newly added nodes will not interfere with existing nodes.
The throughput of MCMP is about twice the throughput of
MCSP. This demonstrates the advantage of our superframe
structure in avoiding temporal and spatial interferences.

For SCMP and MCMP routing, we further vary the dis-
tance V between the two parallel paths. As shown in Fig.
13(b), as V decreases, the average end-to-end throughput of
SCMP drops significantly due to higher and higher contention
between the two paths. JMM achieves more than three time
the throughput of SCMP routing as V' reduces to below 400
meters. The throughput of JMM is quite insensitive to the
value of V, which demonstrates the advantage of our JIMM
protocol in distributing packets to two parallel paths on which
the transmissions are well interleaved.
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Fig. 13. (a) Average end-to-end throughput vs. number of hops, and (b)
average end-to-end throughput vs. distance V' (path length = 6)
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Fig. 14.  Aggregate gateway throughput vs. traffic load under different
numbers of traffic sources.

(d) 20 traffic-generating nodes, 9x9 network

B. Impact of Traffic Load

To study JMM’s performance for different traffic loads, we
simulate a stationary 5x5 and 9x9 grid networks with only
one gateway located in the center of the grid. Neighboring
nodes are uniformly separated by 200 meters. Two different
traffic loads are simulated: a dense load where each node
in the grid generates even CBR (Constant Bit Rate) traffics
towards the gateway, and a sparse load where only a few
random-chosen nodes generate traffic. In both simulations, we
gradually increase the traffic load of each flow and measure
the gateway’s throughputs, as shown in Figure 14. JMM
outperforms SCSP and SCMP by over 100%, and outperforms
MCSP by 10-20% depending on the traffic load. The amount
of improvement is less significant in the dense load case.
Because every node is transmitting and thus it is hard to see the
advantage of multi-path routing. Our saturated throughput is
close to the upper bound 19.5 Mbps (the maximum throughput
between only two nodes after considering all MAC and PHY
overheads). Note that this also includes JMM’s overheads of
broadcast slots and channel switching latency.

C. Impact of Slot Size | on JMM Protocol

Above simulations have fixed the slot size / to 20 msec. The
length of [ can influence the performance of JMM. Longer [
may result in increased end-to-end delay as well as the buffer
requirement at each node. On the other hand, if the length
of [ is too short, the channel switching overhead becomes
considerable and degrades the system performance. To study
this impact, aggregate throughput is measured using different
[ under 5x5 and 9x9 grid networks as shown in Fig. 15. In
packet sizes of 256, 512, and 1024 bytes, we see consistent
higher network throughputs as [ increases from 5 to 30 msec,
due to less channel switching overhead. However, this is at
the cost of higher end-to-end delays. We recommend [ = 20
msec from our experience.
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VI. CONCLUSIONS

We have shown that multi-path routing, when being har-
monized with multi-channel capability, has great potential to
achieve good performance for WMNs. We then design the
JMM protocol which combines multi-channel link layer and
multi-path routing to offer this benefit. Dividing the time into
slots, JMM coordinates channel usage among slots using a
receiver-based channel assignment and schedules transmis-
sions along dual paths. In the route discovery phase of JIMM,
we propose a GREQ forwarding strategy to reduce broadcast
overhead. In addition, we define a new routing metric which
explicitly accounts for the disjointness between paths and
interference among links. According to this metric, it is easy to
select two maximally disjoint paths with less interference. Our
simulation results show that JMM yields a significant end-to-
end throughput improvement in WMNSs as compared to single-
channel scenarios. In summary, JMM efficiently increases the
performance by decomposing contending traffic over different
channels, different time, and different paths.
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Abstract—The IEEE 802.16 standard for wireless metropolitan
area networks (WMAN) has been created to meet the need of
wide-range broadband wireless access at low cost. The objective
of this paper is to study how to exploit spectral reuse in an IEEE
802.16 mesh network through timeslot allocation, bandwidth
adaptation, hierarchical scheduling, and routing. To the best of
our knowledge, this is the first work which formally quantifies
spectral reuse in IEEE 802.16 mesh networks and which exploits
spectral efficiency under an integrated framework. Simulation
results show that the proposed spectral reuse scheduling and
load-aware routing significantly enhance the network throughput
performance in IEEE 802.16 mesh networks.

Keywords: IEEE 802.16, WiMax, Mesh Network, Resource
Allocation, Routing, Wireless Network.

I. INTRODUCTION

The IEEE 802.16 standard for wireless metropolitan area
networks (WMAN) is designed for wide-range broadband
wireless access at low cost. It is based on a common medium
access control (MAC) protocol with different physical layer
specifications. The PHY layer can employ the orthogonal
frequency division multiplexing (OFDM) below 11GHz or the
single carrier (SC) scheme between 10GHz and 66GHz.

The MAC layer of IEEE 802.16 [4] can support the point-
to-multipoint (PMP) mode and the mesh mode. In the PMP
mode, subscriber stations (SSs) are directly connected to base
stations (BSs). So all SSs associated to a BS must be within
the transmission range of the BS. On the other hand, in the
mesh mode, each SS can act as an end point or a router to
relay traffics for its neighbors. So there is no need to have a
direct link from each SS to its associated BS, and SSs may
transmit at higher rates to their parent SSs/BS. Also, a BS
can serve wider network coverage with lower deployment cost
and higher robustness and flexibility [3]. However, intelligent
routing and scheduling protocols are needed to fully exploit
such benefits. For IEEE 802.16 mesh networks, efforts have
been dedicated to topology design [10], packet scheduling [8],
and QoS support [1].

This paper studies the spectral reuse issue in an IEEE 802.16
mesh network through multi-hop routing and scheduling. The

Y. C. Tseng’s research is co-sponsored by Taiwan MoE ATU Program,
by NSC grants 93-2752-E-007-001-PAE, 96-2623-7-009-002-ET, 95-2221-
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009-209, and 94-2219-E-007-009, by Realtek Semiconductor Corp., by
MOEA under grant number 94-EC-17-A-04-S1-044, by ITRI, Taiwan, by
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TABLE I
COMPARISON OF EXISTING SCHEMES AND OUR RESULTS

Scheduling Routing

Reuse Slot Route Load
Features Quantification ~ Assignment  Reconstruction ~ Awareness
Wei et al. [2] N/A Yes N/A N/A
Tao et al. [5] N/A Yes Yes N/A
Fu et al. [6] N/A N/A N/A N/A
Our work Yes Yes Yes Yes

proposed framework includes a load-aware routing algorithm
and a centralized two-level scheduling scheme, which consider
both traffic demands and interference among SSs. Given
traffic patterns of SSs, we show how to achieve better spatial
reuse and thus higher spectral efficiency. Table I compares
our work against previous works. Reference [2] proposes
an interference-aware route construction and a scheduling
algorithms. However, the algorithm does not fully exploit
spectral reuse and it is not load-aware (in the sense that the
routing tree is a fixed one). How to attach a new SS to a
mesh tree is discussed in [6], but scheduling is not addressed
in that work. As pointed out in [5], the network performance
highly depends on the order that SSs join the routing tree.
Although [5] has taken routing tree reconstruction into ac-
count, the traffic demands of SSs are still not considered.
Thus, the real traffic bottleneck of the network is not reflected.
Compared to existing works, our work is most complete in
exploiting spectral reuse in IEEE 802.16 mesh networks in the
sense that it takes dynamic traffic loads of SSs into account
and integrates not only a hierarchical bandwidth scheduling
scheme for bandwidth adaptation and timeslot allocation, but
also a routing algorithm with a tree optimization scheme.

The rest of the paper is organized as follows. Section II
briefly reviews the IEEE 802.16 mesh mode and then formally
defines our problem. Section III develops our resource alloca-
tion and scheduling framework, followed by our routing and
tree construction algorithms. Performance evaluation is given
in Section IV. Finally, Section V concludes this paper.

II. BACKGROUNDS AND PROBLEM DEFINITION

In an IEEE 802.16 mesh network, transmission schedules of
SSs can be determined in a distributed manner by individual
SSs, or in a centralized manner by the BS. In this work,



to better exploit spectral reuse, we will focus on centralized
scheduling, which is also most commonly used in the standard
for Internet access.

In centralized scheduling, there are two control messages,
MSH-CSCF (Mesh Centralized Scheduling Configuration) and
MSH-CSCH (Mesh Centralized Scheduling). The BS can
specify the current routing tree by using the last MSH-CSCF
message and modify the tree by the last MSH-CSCH update.
The BS will broadcast MSH-CSCF to all its neighbors, and
all the BS neighbors rebroadcast this message to all their
neighbors until all SSs have received the MSH-CSCF message.
As a result, all SSs maintain a routing tree whose root is the
BS and child nodes are SSs. On the other hand, SSs can
transmit MSH-CSCH:Request messages to the BS for their
traffic demands, which the transmission order is that the SS
with the largest hop count transmits first, and retain the order
to join the network for SSs with the same hop count. After
collecting requests from all SS, the BS can broadcast its flow
assignment for all SSs by the MSH-CSCH:Grant message.
Since all SS know the current routing tree, they can determine
the actual schedule from these flow assignments by dividing
the frame proportionally.

In this work, we consider a mesh network with a gateway
BS and a number of SSs for Internet access. For centralized
scheduling, given the routing tree, the bandwidth demand
requested by each SS, and the uplink and downlink data rates
of each SS, a two-level scheduling scheme is designed for
the following purposes: (1) dynamically adapt the bandwidths
between uplink and downlink subchannels; (2) proportionally
allocate frame timeslots among SSs; (3) obtain higher gateway
throughput based on the above two manners. On the other
hand, for routing tree construction, given the traffic demand
generated by each SS and the data rate of each link be-
tween SSs, a load-aware routing algorithm is developed for
constructing a load-balancing routing tree that can distribute
evenly the forwarding data of all SSs and increase concurrent
transmissions among SSs so as to get higher timeslot reuse
ratio.

III. THE PROPOSED SPECTRAL REUSE FRAMEWORK

A. System Model

We propose an integrated spectral reuse framework for
IEEE 802.16 mesh networks, as illustrated in Fig. 1. There
are a routing and a scheduling modules. The routing module
collects the channel conditions and bandwidth requests of
all SSs from MSH-CSCH:Request messages and computes a
routing tree 7' for the mesh network. Next, the scheduling
module conducts resource allocation, which contains channel-
level scheduling (for bandwidth adaptation between uplink
and downlink subchannels) and link-level scheduling (for
timeslot allocation among SSs). Finally, the BS broadcasts
the scheduling information to all SSs via MSH-CSCH:Grant
messages. Below, we will focus on uplink traffic scheduling,
since downlink traffic scheduling can be obtained similarly.

Routing Module Scheduling Module

Load-aware,

1L

I Timeslot Allocation |

>| Bandwidth Allocation |
T,

Routing 1

Jun.in
‘HOSDO-HSH|

Request

MSH-CSCH:

from SSs to SSs

Fig. 1. The system model at BS

B. Resource Allocation and Scheduling Schemes

Below, we assume that the routing tree 7" is known (refer to
Sec. 3-3 for the construction of 1"). We will derive our resource
allocation schemes. Let the uplink data rate and uplink traffic
demands of SS 7 be rj' and b, respectively. From T, we
can calculate the aggregated uplink traffic demand d = b} +
> jecniagi by for SS i, where child(i) is the set of children of
7 in T Thus the demand of transmission time for the uplink of
SSiis T =di /rit. Let Cp .0 = > v, T be the total uplink
transmission time of the network, and C}* = > JEE; TJ” be the
total uplink transmission time of extended neighborhood of SS
i, which contains SS ¢ and its one-hop and two-hop neighbors.
In the IEEE 802.16 standard, only a portion of T /C}., ., is
allocated to the uplink transmission time of SS :. Clearly, SS
i can detect busy carriers only in C}*/C}, , portion of time.
In the remaining (1 — C}*/C}L,,;) portion of time, SS ¢ sees
idle carriers. Our scheme is designed to exploit this portion
of idle time for additional transmissions by raising the same
ratio of allocated transmission time for all SSs.

For the fairness of all SSs in E;, the portion of idle time
should be divided proportionally by their transmission time
demands. Thus the additional transmission time SS ¢ can
obtain is (1 — C}*/C, ) x T#/C#*. So the maximal trans-
mission time with spatial reuse for SS 7 in the mesh network
i T3 /Clyy + (1 — CF/City) x T3 /O = T /CE. Let
CY .. = maz{C¥ Vi}. For any SS i such that C* = C¥, ..
the SS could be the bottleneck of the network. Therefore, we
propose to assign T7*/CY ... portion of uplink transmission
time to each SS 4. It is clear that after assigning T*/CY
portion of time to each SS ¢, the bottleneck SS will see 100%
busy carriers, whereas other SSs such that C} < C} .. can

max

see some idle carriers. On the other word, we raise the same
ratio of uplink transmission time for each SS ¢ from T /C}, .,
to T /CY ... until the bottleneck SS sees 100% busy carriers.

As a result, the smaller C}* . the mesh network can route,
the larger transmission time each SS can get. Note that
although the maximum of C}* among all SS ¢ is used in the
mesh network so that T /C, . is the lower bound of spectral
reuse, actually the lower bound is also an upper bound when
CY . 1s occurred at the one-hop neighborhood of the BS in
most regular mesh networks since all the BS neighbors can not
transmit or relay more data for themselves or other child SSs.
Continuously, our two-level scheduling scheme with spectral

reuse quantified above will be described in the following
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subsections.

1) Channel-Level Scheduling: The mesh mode supports
only Time Division Duplex (TDD) to share the channel
between downlink and uplink. The TDD framing is adaptive
in that the bandwidth allocated to the downlink versus the
uplink can vary. The split between uplink and downlink
is a system parameter and is controlled at higher layers
within the system. In our channel-level scheduling scheme,
the ratio of downlink to uplink subchannel will be set to
Ccd ../Cu  that fits the traffic load distribution. Therefore,

max

the first ' x €4, /(CY,.. + C%,.) timeslots in each frame
are assigned to downlink subchannel and the rest timeslots
are assigned to uplink subchannel, where F' is the number of
timeslots in a frame. The well-arranged subchannel bandwidth
for uplink and downlink could result in that the overall network
throughput is increased significantly, which has been validated

by simulation results in Section IV.

2) Link-Level Scheduling: In IEEE 802.16 mesh networks,
SSs notify the BS their data transfer requirements and the
quality of their links to their neighbors. The BS uses the
topology information along with the requirements of each SS
to decide the routing and the scheduling without spectral reuse.
The frame fraction assigned to each SS ¢ is T*/Cy, , for
uplink traffic in the IEEE 802.16 mesh mode specification,
whereas the fraction is 7//C" . in our scheduling with
spectral reuse as mentioned at the beginning of Section III-B.
Note that C', .. is much smaller than C}., , in a large IEEE
802.16 mesh network, which implies each SS can obtain much
larger frame fraction from our scheduling algorithm.

For timeslot assignment, assume that there are N
timeslots in a frame for uplink subchannel. We first allocate
N x (T}/C},,,) timeslots in phase I and then assign
N x (T} /CY o — T3 /CY ;) timeslots in phase II, which
the total allocated timeslots to SS ¢ is N x (T*/C¥ ,..)- The
allocated timeslots in phase I are assigned to each SS ¢ in the
mesh network according to its hop count from the BS, and
retain the order to join the network for SSs with the same
hop count. The allocated timeslots in phase II are inserted
to the remaining space of frame allocation list for all SS j
in E; . As illustrated in Fig. 2, since the forwarding order
for all SSs in the mesh network can be hold in phase I and
thus the end-to-end delay between the BS and SSs can be
minimized, SSs can utilize it by transmitting real-time traffic
in order to reduce the packet delay. On the other hand, SSs

can use the allocated timeslots in phase II without forwarding
order to transmit non-real-time or best effort traffic since
the packet delay is not crucial even though the end-to-end
delay may be the duration of several frames. Note that the
sum of the allocated timeslots for the SSs in the extended
neighborhood with C}  equals to N exactly. Therefore,
there are sufficient free timeslots in a frame to insert the
allocated timeslots in phase I and phase II for those SSs
in the extended neighborhood with C}* that is smaller than
C} .- The link-level scheduling algorithm is described as

follows.

Link-level scheduling algorithm
Phase I:

Allocate N X (T /C{. a1
order of MSH-CSCH:Request until all SSs have been allocated.

Phase I1:

) timeslots to each SS 4 according to the transmission

(1) Construct the frame allocation list L; of E; for each SS 7 in the network.
(2) According to the transmission order of MSH-CSCH:Request, assign the first
N x (T3/C ... —TH/CH

man totqr) free timeslots in L; to SS 4.

(3) Update all frame allocation lists L; that E; includes SS 1.
(4) Repeat steps (2) and (3) until all SSs have been assigned.

C. Routing Tree Construction

The routing tree construction problem investigated in this
section is to find a routing tree with the minimum CY, .
in a directed mesh network graph G = (V,E) according
to the traffic demand b; requested by vertex ¢ € V and the
uplink data rate r of edge j € E. We first prove that the
routing tree construction problem is a NP-complete problem,
and then propose a load-aware routing algorithm to reduce
C}. .. for spectral efficiency. Below, we show the routing
tree construction is NP-complete by proving that its decision

problem is NP-complete.

The Problem

Given a directed mesh network graph G = (V, E), the traffic demand b, requested
by vertex 7« € V/, the uplink data rate r;‘ of edge j € E, and a real number R,
< R.

determine whether G has a routing tree such that its C'%

max

O Theorem 1
The routing tree construction problem is NP-complete.

Proof: The routing tree construction belongs to NP, since
we can guess a routing tree and check whether its C% . < R
easily in polynomial time. To prove that the routing tree
construction problem is NP-complete, we have to reduce an
NP-complete problem to it. We use the partition problem:
the input is a set X such that each element z € X has an
associated size s(x). The problem is to determine whether it
is possible to partition the set into two subsets with exactly
the same total size. [7]

Consider a special case of mesh networks in Fig. 3. Assume
that E, and F} are not overlapped, all uplink data rates in
E, and Ej are the same and low enough such that C'*

max
is maxz{C¥,C}'}, and there are n SSs (z1,x2,...,2,) be



neighbors of SS ¢ and SS d. Let the traffic demands of all
SSs in the mesh network except x1, x2, ..., and x, be zero.

Now we start to reduce the partition problem to the
special case of the routing tree construction problem. Let
X ={x1,x9,...,2,}, s(xy) be the traffic demand of xj, for
k=1,2,...,n,and R=15/2-%" . s(x)/Tsiow, Where 7o
is the data rate of slow link in Fig. 3. The parent node of zj
is either vertex ¢ or vertex d. Thus, we can get the smallest
C¥ .. by partitioning X (21,2, ..., 2,) into two subsets (SS
c and SS d) with exactly the same total size. Therefore, if
there is a routing tree such that Cyv,.. = R in G, then there
is a partition to divide X into two subsets with exactly the
same total size. This reduction can obviously be performed
in polynomial time. Since the special case of the routing tree
construction problem is NP-complete, the general case is also

NP-complete. O

To achieve efficient spectral reuse and high throughput in
IEEE 802.16 mesh networks, we propose a load-aware routing
algorithm to reduce C} .. for uplink traffic. In our algorithm,
we assume the initial value of Cj' is ) . p df/rj(maz)
for each SS 7 in the mesh network, where d? = b}* and
ri(maz) is the highest data rate among links of SS j to its
neighbors with less or equal hop count. The tree construction
uses a bottom-up fashion that each SS i with the largest
hop count to the BS will be first attached to its neighbors
k which have less or equal hop count to estimate each
new C}, and then the SS which has minimum C}' will
be chosen as the parent node of SS ¢. If there are several
SSs with the same minimum C}, the SS with smaller hop
count has the higher priority. Once each SS with largest hop
count has been attached to its parent node, the remaining
SSs without a parent node repeat the above procedure until
each SS in the mesh network has a parent node. Note that
the step (2) in load-aware routing algorithm is to build
the subtree with the minimum C} first, which can balance
the distribution of forwarding traffic and further reduce C}, ...

Load-aware routing algorithm

(1) Let A be the set of SSs without a parent node that have the largest hop count,
and B the empty set

(2) Estimate each C} for all neighbors k with less or equal hop count when SS ¢
in A becomes the child of SS k, and the SS with the smallest C};' will be chosen
as the parent node of SS 7

(3) Remove SS 4 from A, add SS ¢ into B, and update C;* for all SSI € E; U E},
(4) Repeat steps (2) and (3) until there is no SS in A

(5) Repeat steps (1) ~ (4) until each SS has a parent node

The analysis of time complexity is as follows. Since each SS
only has a parent node, steps (2) and (3) just repeat n times,
where n is the number of SSs in the network. The dominant
part of steps (2) and (3) is the step (2) that selects the smallest
one from at most m x d estimated C}* values, where m is the
maximum number of SSs with the same hop count, and d is
the maximum degree of SSs. Therefore, the algorithm takes
O(nmd) time to build the routing tree.
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Fig. 4. The node placement in the regular mesh topology

IV. PERFORMANCE EVALUATION

In this section, we provide ns-2 [9] simulation results
for the spectral reuse framework and compare it with the
basic 802.16 mesh operation in [4] as well as the concur-
rent transmission with route adjustment in [5]. The typical
TCP/TP/LL/MAC/PHY stack is used in our study. In addition,
we adopt a single channel OFDM PHY and two-ray ground
reflection model for radio propagation, and all the SSs are
stationary and working in half duplex. In our work, we extend
the TDMA MAC module in ns-2 for timeslot reuse in a multi-
hop environment and use it to study the system performance.

In our simulation, the node placement in the regular mesh
topology is shown in Fig. 4. There are totally at most 85 nodes
which consist of a single BS (node 0) and 84 SSs (node 1 ~
84), and the one-hop neighbors are connected by lines. The
channel bandwidth is set to 50 Mb/s and the data rates of all
links are the same for simplicity. The extended neighborhood
of each SS includes one-hop and two-hop neighbors. The
random routing tree is used in the basic 802.16 mesh mode and
our link-level scheduling except that the load-aware routing
is marked on the figures. Note that the overall network
throughput has been normalized by the performance of basic
802.16 mesh operation so that the scalability and improvement
of our proposed framework are clearly demonstrated in the
simulation results.

Fig. 5 shows the normalized gateway throughput with
different scheduling and routing methods, respectively. The
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Fig. 5. The performance comparison for link-level scheduling

number of SSs increases from 4, 12, 24, 40, 60, to 84 and
all SSs request the same bandwidth for uplink and downlink.
The throughput values are the average of simulation in 100
times with random load distribution among SSs. As shown
in Fig. 5, the proposed link-level scheduling scheme outper-
forms the basic mesh mode significantly. Also, the routing
tree generated by the load-aware routing algorithm further
improves the throughput. It is because that in the basic 802.16
mesh scheme, the network throughput drops signifi