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Chains presenting a cutoff show a sharp phase transition as follows. Let K be the
transition matrix of a finite Markov chain with stationary distribution = and initial
distribution p. The (total variation) cutoff is such a phenomenon that the distance
|luK™-7||rv holds at almost its maximum for a while, then goes down in a relatively
short time to a small value and converges to 0 exponentially fast. One of the most
striking observations in the quantitative study of Markov chains is that many models
present such a phase transition. The first example presenting such a phenomenon is the
random transposition model studied by Diaconis and Shahshahani using the group
representation.

In this project, we shall focus on the L? cutoff for reversible Markov processes. It
is known that the L? distance can be represented using the spectral information
(eigenvalues and eigenfunctions). Our aim is to derive a criterion on the existence of the
L? cutoff and generate a formula on the L? mixing time by exploring the L? distance
function. After that, comparisons of discrete time and continuous time cases should be

made and typical examples will be studied.

Keywords: reversible Markov processes, L? cutoff, L? mixing time.
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In the past year (2007-2008), Laurent Saloff-Coste and | worked very hard on
finding the conditions on the L2-cutoff for families of reversible Markov processes with
arbitrary initial distributions. We successfully generalized some results on the
L-mixing time of symmetric random walks on finite groups in [1]. Different from what
has been developed there, we studied the L2-cutoff phenomenon on families of
reversible Markov processes using their spectral information. Applying the theory of
spectral decomposition, the L-distince between the distributions of Markov processes
and their stationarity can be expressed as a Laplace transform with respect to the
spectral measure. In detail, let (2,8 be a measurable space and P; be a Markov
semigroup on L%(Q,n) with infinitesimal generator A, where 7 is an invariant
probability measure of P.. Assume the reversibility of Py, that is, A is self-adjoint, and
let E; be the resolution of the identity for —A. If the initial distribution p has an L?
density f with respect to &, then
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Based on this observation, we derive a series of criteria on the existence of L?-cutoff
and formulas of L?-cutoff time.

Consider a family of Markov processes (Q2n, Pnt ,7tn)n=1 With initial distributions p,
and set

(1) =|

/unpn,t — 7, 2

This family is said to present an L*-cutoff if there exists a sequence of positive numbers
t, such that

lim f_(at ) = {0 vae(le)
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In the above setting, the sequence t, is called an L-cutoff time. This definition describes
the phenomenon that a sharp phase transition on the L? distance happens around the
time t,. The sequence t, is in fact closely related to the finite time behavior of Markov
processes. To see this, we let T(f.¢) be the e-L?-mixing time defined by

T(f,e)=inf{t>0:f(t)<e}, f(t) =||/¢Pt —7r||2
According to this definition, the family (Q, Pyt ,mn)n=1 has an L%-cutoff if and only if
T(f,,e)~T(f,,0) Ve e(0,x)

where two sequences of positive numbers a,,b, have the relation a,~b, if the ratio an/b,
converges to 1 as n tends to infinity. If the above asymptote holds, then the cutoff



sequence can be chosen to be T(f,,e) for any €>0. A detailed discussion on variants of
cutoffs is available in [2].

In the notion of cutoff phenomenon introduced above, we cite one of our main
results in [3] as following. Consider the constant rate birth and death chain on
0,={0,1,2,...} with birth rate p and death rate g=1-p with p<1/2. See the following
figure.

Then, the family of continuous-time birth-and-death chains as above with starting
states X, has an L*-cutoff if and only if x, tends to infinity. Moreover, if there is a cutoff,
then

. logq—log p «

To20-2/pg)
is a cutoff time sequence. Theoretical results and further complicated examples are
collected in [3].
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