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Abstract

In the coming years, the future heterogeneous access network consists of PAN, WLAN,
and cellular network and will provide multimedia services according to users’ location, mo-
bility, rate requirements and service QoS requirements. Since the wireless spectrum is scarce,
it is necessary to manage efficiently the system resource, including: spectrum, transmission
power, access control and etc. Therefore, in this project, we are motivated to propose novel
radio resource management techniques for the B3G heterogeneous networks, including: a
packet scheduling algorithm and a data access mechanism for WCDMA system and a novel
polling algorithm for WLAN.

Firstly, we propose a utility-based scheduling algorithm. Three factors: radio resource
efficiency, QoS requirement achievement, and weighted fairness for multimedia CDMA net-
works are considered as a key design issue for the proposed scheduling algorithm. Also,
both dedicated and shared channels serve different classes of services are considered. The
system resource is scheduled via maximizing the overall system utility while the weighted
fairness and the QoS requirements are kept. The optimal scheduling solution is derived as
a resource assignment vector for active connections by solving the optimization of overall
utility function via a polymatroid structure.

Then, we design a novel data access manager applies the fuzzy Q-learning technique (FQ-
SDAM) for multi-cell WCDMA systems, which contains a fuzzy Q-learning-based residual
capacity estimator (FQ-RCE) and a data rate scheduler (DRS). The FQ-RCE accurately
estimates the situation-dependent residual system capacity and the DRS effectively allocates
the resource for non-real-time terminals by adopting a modified exponential rule which takes
the location-dependent link capacity into consideration. Simulation results show that, with
the capability of situation-awareness, the proposed FQ-SDAM indeed can reduce the packet

error probability in the multi-cell environment.
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Also, we e propose an innovative polling scheme, named on-demand polling (ODP)
scheme, over 802.11e HCF for integrated voice and data services. The ODP scheme combines
the polling-based and the contention-based mechanisms over HCF. In the ODP scheme, a
voice station is in the polling list when it is in the active mode. During the idle mode, it
is configured to operate in the sleep mode for saving power. Also, it adopts the contention-
based mechanism to join the list again when returning from the idle mode. The ODP scheme
exploits the nature of the two-way voice communication; therefore, it is power efficient for
ON/OFF voice services. Simulation results show that the ODP scheme can reduce the power

consumption for voice stations and enhance the throughput for data stations.
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Chapter 1

Introduction

The future trend of wireless communication system is to provide personal,
broadband, and high mobility wireless multimedia services. The mobile users’
service requirements and terminal capabilities diverse such that it is hard to
fulfill all the goals within a single communication system. Here comes the
"heterogeneous access network”. It is an integrated system that consists of
PAN, WLAN, and cellular network, and can provide seamless service trans-
mission according to users’ location, mobility, rate requirements and service
QoS requirements. Since the wireless spectrum is scarce, it is necessary to
manage efficiently the system resource, including: spectrum, transmission
power, access control and etc. In the 3G WCDMA system, within a single
core network, there is a plan to support multiple radio access technologies,
including: FDD mode, TDD mode and even HiperLAN/2. In this project,
the heterogeneous access network that integrates WCDMA FDD/TDD and
WCDMA /WLAN are considered.

To provides wireless multimedia services with heterogeneous service types,
rate requirements, and QoS requirements, and also effectively predict the traf-
fic varying of the integrated services, a radio resource allocation algorithm is

studied to manage the system resource while the QoS of all the connections
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can be fulfilled and the spectrum efficiency is optimized. In the first year,
we proposed two schemes for radio resource allocation in the WCDMA sys-
tems: radio resource index (RRI) scheme [1] and Q-learning-based multirate
controller for multirate transmission control (Q-MRTC) scheme [2]. RRI is
a unified resource allocation metric. From computer simulation results, it
can be found that RRI is a flexible and simple mapping from traffic param-
eters and QoS requirements for any number types of services. Moreover, the
achievable resource utilization efficiency is about 80%. Also, several bounds
in our lemmas have tighter ones in some specific conditions. On the other
hand, the Q-MRCT scheme successfully employs the Q-learning algorithm
for the multi-rate transmission control. Also, the feature extraction method
is applied to efficiently map the original state space into the resultant inter-
ference profile. The computer simulation results show that, compared with
the interference-based scheme, Q-MRTC can improve the throughput of the
WCDMA system by an amount of 87% under the constraint of the QoS re-
quirement. In addition, the Q-MRTC provides better users’ satisfaction by
an amount of 50%.

In the second year, we extend our previous works on the call-level ra-
dio resource allocation and consider the problems on the burst-level con-
trol. Therefore, we propose a novel utility-based scheduling algorithm and a
situation-aware data access control scheme for multimedia WCDMA systems.
The proposed utility-based scheduling algorithm assuming three design as-
pects of radio resource efficiency, QoS requirement achievement, and weighted
fairness for multimedia CDMA networks. Both dedicated and shared chan-

nels serve different classes of services are considered. The utility function



of each connection is the radio resource function weighted by both the QoS
requirement achievement function and weighted fairness function. The sys-
tem resource is scheduled via maximizing the overall system utility while the
weighted fairness and the QoS requirements are kept. The optimal scheduling
solution is derived as a resource assignment vector for active connections by
solving the optimization of overall utility function via a polymatroid struc-
ture. On the other hand, the novel situation-aware data access manager
applies the fuzzy Q-learning technique (FQ-SDAM) for multi-cell WCDMA
systems. The FQ-SDAM contains a fuzzy Q-learning-based residual capacity
estimator (FQ-RCE) and a data rate scheduler (DRS). The FQ-RCE ac-
curately estimates the situation-dependent residual system capacity and the
DRS effectively allocates the resource for non-real-time terminals by adopting
a modified exponential rule which takes the location-dependent link capacity
into consideration.

As to the WLAN system, the weighted fairness for differentiated services
is studied in the first year of the project [3] [4]. An analytical method is
proposed to obtain parameters required to achieve weighted fairness for ser-
vices operating under the enhanced distributed coordinator function (EDCF)
mode. In the queuing analysis, a discrete-time Markov-chain was adopted to
model the behavior of backoff counters for the two classes and the steady-
state probabilities were derived. The analytic model can interpret the rela-
tionship between access probability and contention window. The accuracy
of the analytical solution is verified by simulation for different number of
active stations. It can be concluded that, for different combination of high-

and low-class STAs, the weighted fairness is easily achieved by employing



the proposed method. Based on the research results, we further consider a
MAC protocol with the provisioning of integrated voice and data services. In
the second year of the project, we propose a power-efficient MAC protocol,
named on-demand polling (ODP) scheme, over 802.11e HCF.

The ODP scheme combines the polling-based and the contention-based
mechanisms over HCF. In the ODP scheme, a voice station is in the polling
list when it is in the active mode. During the idle mode, it is configured to op-
erate in the sleep mode for saving power. Also, it adopts the contention-based
mechanism to join the list again when returning from the idle mode. Simu-
lation results show that the ODP scheme can reduce the power consumption
for voice stations and enhance the throughput for data stations.

The rest of this report is organized as follows. In chapter 2, a utility-
based scheduling algorithm with differentiated QoS provisioning for multime-
dia CDMA networks is described. In chapter 3, the detail of the FQ-SDAM
is given. The ODP scheme is presented in chapter 4. Finally, a concluding

remarks and future works are given in chapter 5.
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Chapter 2

A Utility-based Scheduling Algorithm
with Differentiated QoS Provisioning

for Multimedia CDMA Cellular
Networks

In this chapter, we propose a utility-based scheduling algorithm assuming
three design aspects of radio resource efficiency, QoS requirement achieve-
ment, and weighted fairness for multimedia CDMA networks. The utility
function of each connection is the radio resource function weighted by both the
QoS requirement achievement function and weighted fairness function. Per
class QoS requirements are defined by both packet level, such as BER, and
call level, such as, delay bound, packet dropping ratio, and minimum trans-
mission rate. The system resource is scheduled via mazximizing the overall
system utility while the weighted fairness and the QoS requirements are kept.
The optimal scheduling solution is derived as a resource assignment vector
for active connections by solving the optimization of overall utility function

via a polymatroid structure.



2.1 INTRODUCTION

In future wireless networks, heterogeneous and customized services with di-
verse of QoS requirements and traffic characteristics are expected to be pro-
vided via a number of air interfaces. Multimedia applications are commonly
accepted as the enabling services, these diversity of applications can be cat-
egorized as four classes [1]. To meet the various traffic characteristics and
QoS requirements of these potential applications, a sophisticated scheduling
algorithm plays an important role in the determination of system resource
allocation, while retaining a pre-defined fairness among them.

Many scheduling algorithms have been widely studied for wireline net-
works [2]-[3]. In the wireless communication networks, the radio channel have
quite different characteristics from those in wireline networks. The transmis-
sion error probability is of several order greater than that in wireline links,
and the available maximum transmission rate to each connection is location-
dependent and time-varying due to link loss, shadowing, and multi-path fad-
ing. The QoS requirements and the weighted fairness among all connections
should be modified. In the downlink, the total transmission power from base
station is usually limited by a maximum amount so that the efficiency of
power allocation among all connections is an important issue.

The literature studied the resource scheduling and allocation among con-
nections with consideration of physical layer processing, power control range,
and link conditions [4]-[5]. Bhargharvan, Lu, and Nandagopal [6] proposed
a framework to achieve long-term fairness in wireless network. Varsou and
Poor [7] proposed another class of scheduling algorithm from EDF concept

in wireless environment. This class of scheme considers delay bound as its



QoS requirement. In [8], a throughput-optimal scheduling algorithm for delay
bounded system was proposed and proved. Shakkottai and Stolyar [9] con-
sidered both link quality and QoS requirements as the criteria and derived
the exponential form of scheduling function via fluid Markovian techniques.

In this chapter, we propose a utility-based scheduling algorithm consider-
ing three generalized design factors: efficiency of radio resource allocation,
achievement of QoS requirement, and weighted fairness. The efficiency of
the radio resource allocation reflects the link quality and also indicates the
achievable maximum rate with considering the link adaptation scheme. Per
class QoS requirements are considered in both packet level, such as bit-error-
rate (BER), and call level, such as delay bound, packet dropping ratio, and
minimum transmission rate. The weighted fairness is defined for non-real-
time connections in terms of both traffic characteristics and location fac-
tor. We consider a multimedia CDMA cellular system with various service
classes where dedicated channels are used for real-time class connections and
shared channels are used for non-real-time class connections. We formulate a
general mathematical model for the utility-based scheduling algorithms. In
this model, the weighted fairness is defined in the long-term and location-
dependent sense. In order to achieve the long term fairness among connec-
tions in the same service class, a set of target fairness weighting factors for
each connection is determined in terms of the source characteristics. The tar-
get weighting factor is further modified according to the location-dependent
factor so that the radio resource in terms of power is fairly allocated and
the resulting rate is strongly dependent on the location. Since dedicated and

shared channels are involved in the resource scheduling, a priority bias for



each service class scales the weighting factor so that the connections using
dedicated channels may have relative priority over those using shared chan-
nels. We also define a QoS requirement achievement weighting function to
guarantee the QoS of each connection in a short term sense.

The utility function of each connection is the radio resource function
weighted by both the QoS requirement achievement function and weighted
fairness function. The system resource is scheduled in terms of the resource
assignment vector via maximizing the overall system utility so that the system
throughput is maximized within the QoS guaranteed region. We prove that
the mathematical structure of the resource function is a polymatroid [14].
This radio resource assignment vector is finally obtained by the direct result
of a polymatroid, and the scheduled transmission rate is therefore determined.
We investigate the performance of the proposed algorithm by comparing with
Ezxponential Rule [9] for systems using both dedicated and shared channel for
different class of services. The results show that the utility-based scheduling

scheme 1is efficient and effective for multimedia CDMA networks.

2.2 System Model and general problem formulation

For the downlink transmission in the multimedia CDMA cellular system with
chip rate W, assume there are N connections with different values of QoS
requirements, which are categorized into .J service classes. For a connection
with service class j, four QoS requirements are defined by both packet level
one, such as BER;, and call level ones, such as delay bound D7, packet
dropping ratio P} ;, and minimum transmission rate I, ;. Without loss of

generality, we denote 7; = (BER}, D}, P} ;, R}, ;) as the requirement vector



for connection ¢ in service class j.

In the downlink transmission, real-time connections transmit on the ded-
icated channels and non-real-time connections transmit on the shared chan-
nels. For every active connection using either dedicated or shared channels, a
fixed number of code channels with their corresponding spreading factors are
given in the connection setup phase. Therefore, there exists an available peak
transmission rate Ry, .. ; related to connection i. For real-time connections,
if channel is in bad condition, the scheduler can drop the packet while the
long-term QoS requirements are satisfied. The connections in both dedicated
channels and shared channels are scheduled according channel condition, ra-
dio resource efficiency, fairness and QoS requirement achievement. The radio
resouce efficiency of a connection i is denoted by R;(¢) which indicates the
maximum achievable transmission rate for connection i corresponding to their
channel and physical layer conditions and requirements when total downlink
power P s allocated and modulation scheme &; is adopted. The link con-
dition (;(t) and interference Z;(t) information are assumed to be available at
base station. Adaptive and coding scheme will be selected according to the
reported (;(¢) and Z;(t). The weighted fairness for connection ¢ is measured
by the service measurement function w;(t) indicating the amount of service
received by connection i. And the QoS achievement of connection ¢ is mea-
sured via the head-of-line delay D;(t) and the the queue length Q;(¢) at time
t.

The scheduling algorithm is extended from purely time-division fashion
to jointly deal with the conventional resource allocation problem. Since the

maximum transmission power of base station is P’ . the scheduler allocates

max?
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the power ratio to each connections, denoted by the resource assignment
vector ¢ = (¢y, ¢9, 3, ...,cy,) With constraint ¥y = {¢(¢t) : %jcn(t) =1},
The scheduler decides the ¢ for all connections and the actual transmission
rate r;(t) of connection i will be determined via downlink power control.
Note that two actual factors, minimum spreading factor and reamining queue
size, should be involved in the determination of 7(¢) and ¢(¢). No further
utility can be gained if the assigned rate exceeds the supported rate or the
necessary one to transmit the remaining packets. Denote by 7;(t) = Qi/Tframe
the virtual data rate required for transmission of all remaining packets in

one frame time. Then the vector ¢ has one further constraint expressed by

Uy = {¢(t) : cilt) < min{ g5, Fes}, Vil

2.3 THE UTILITY-BASED SCHEDULING ALGORITHM

The system resource is scheduled via maximizing the overall system utility
so that the system throughput is achieved as high as possible within the QoS
guaranteed region. Then the scheduling algorithm is
N

c(t) = arg 1’%1(65{ {ZZ: Ui(t)} , subject toW () ¥y (2.1)
where U;(t) is the individual utility function for connection ¢ at time t. U;(t)
is defined by the radio resource function weighted by the QoS requirement
achievement and the weighted fairness if a fraction of total radio resource of
transmission power ¢;(t) is assigned. Therefore, the individual utility function

of connection ¢ at time ¢ {/;(t) is modeled by

Ui (1) = ci(t) - Ri (t) - Ai(Qi(t), Di(t)) - Fi (wi, wi(t)) . (2.2)

11



In the following, we will discuss the radio resource function R;(t), the QoS

requirement achievement A;(¢), and the weighted fairness function F;(t).

2.3.1 Radio Resource Function

Assume that the interference Z;(t) and the link gain condition (;(¢) is perfectly
known. With a specific modulation scheme and the corresponding E, /Ny to
satisfy the BE R requirement, the following inequality should hold

W ) Cz(t)Pmasz(t) > &
Rs,i(t) (1 - Of)PmaxCi(t) + 2 PmaxCi,b(t) + NOW o ]Vo7

(2.3)

where R, ;(t) is the symbol rate function for connection i, « is the othorgonal-
ity factor for downlink, b is the index referring to the adjacent base stations,
Cip(t) is the link gain from base station b to conneciton ¢, and the denominator
can be replaced by Z;(t). Denote M, as the order of the adaptive modula-
tion scheme. The upper bound of BER for M, -QAM in fading channel can
be expressed by BER < 0.2 [, exp{ }f,y( )dv, where v is the instanta-
neous (Ej/Ny); received by connection ¢, and f,(7) is the pdf of 4. Since the
channel state is assumed to be known and to remain constant during a frame

time, the upper bound is simply BER < 0.2exp {L"QNO)} [11]. For given

BER}! = BER*(j) requirement for class j, we can set the smallest E},/Ny to
be

—(M,, —1)-In{5BER}}
1.5 '
By replacing E,/Ny with (2.4) and rearranging (2.3), we can define the mawi-

Gi(t)) <

. However, for a given spreading factor SF; for the allo-

(Es/No)w, = (2.4)

mum symbol rate with given (;(¢) and modulation scheme x; by R ; (M,,

W . (&3 (t)Pmasz (t)
(Eb/No),QZ. Ii(t)—i‘NOW

cated code channel, the maximal symbol rate is limited by %, then the
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symbol rate function is obtained by

R,:(t) = min {Rs,i (M, |Gi(1)) SKF} | (2.5)

According to (2.5), the most efficient modulation scheme index &; is selected

with given (;(t) and Z;(¢) if the following iequality holds,

SF;-¢; - (t)Pmax'Ci(t) < M 2.6
(Z(t) + NoW) - (R ERY = (2.6)

) <

(K?Z'—l

Note that R, ;(t) is increasing function with respect to ¢;(¢). From the defini-
tion in section 2.2, the radio resource function R;(t) is the maximum available

transmission rate for the connection ¢ and the information bit of one symbol

is log, M,,. Therefore, R;(t) can be obtained by

(M, — 1) [tk — 5] Tilt) + NoW

If the ratio ¢;(t) of P, is assigned to connection i, then the transmission

rate is therefore the product ¢;(t) - R;(t).

2.3.2 The Weighted Fairness Function

The weighted fairness function, F;(t), indicates the unfairness of resource
sharing among all connections. The unfairness is defined by the difference

between the targeting amount of resource and the received resource. There-

fore, the F;(t) is defined as follows,
Fi(t) = Bi - (wi — w;) - u(w; — wy), (2.8)

where w; is target weighting factor, 3; is the priority bias for differentia-
tion among services classes, w;(t) as the moving-average of transmission rate

received by the connection ¢, and u(zx) =1 as x > 0 and u(x) = 0 otherwise.
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To the target weighting factor, w;, the fairness among all connections
should be associated with the characteristics of traffic source. For real-time
connections, dedicated channels are used and the scheduling of radio resource
is QoS-requirement driven. The fairness among all real-time connections is
ignored and the fairness weighting factor for each connection is therefore set
to be 1. For non-real-time connections, no strict delay requirement is set and
the fairness is the key design criteria for them to keep the buffer size of each
connection similar. The target weighting factor is intuitively proportional to
the source rate of each connection. In the CDMA downlink transmission, the
total transmission power is the transmission resource to be shared among all
connections, and the fairness weighting factors of all connections will base
on the radio resource in terms of power. From this viewpoint, the long-term

fairness can be defined in the expression of the fairness weighting factors by

E [c¢i(t) - Pl _wi
E [Ck(t) : Pmax] wk’

(2.9)

for Vi, k in the same service class. Since the allowable transmission rate is
inversely proportional to link loss and interference, this definition of fairness
and its resulting weighting factor may have scheduler starve connections in
bad link conditions frequently. Therefore, for a measured average link state
(; and a average interference level 7;, the fairness weighting factor w; for

connection n is modified by

Wi — max{woiétn
L Zi - ()

cwy, Ry (2.10)

where w; is the targeting weighting factor considering the source character-

Pmax/
Do W

transmission rate above the minimum rate share the resource according to

istics only, and wy = This weighting factor will make connections with
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their source characteristics and location-aware factor. The w; is given by the

effective bandwidth with hurst parameter H,

11(0) = m&%ng [eﬂi))] | (2.11)

where 6* is the solution of A'() = Rm‘”_(l_}gE[Zi Qi(t)], A'() is the aggregation

of the €2;(t) for all 4, and Rumaz 1s the maximum capacity.

The (3; is the priority bias so that the resource separation is with relative
priority among real-time and non-real time connections. To ensure that a
real-time connection can receive enough resource to fulfill its packet dropping
ratio, the only condition that a real-time connection will release the resource

is that the radio resource efficiency with respect to current channel state is
th

sus i» Teal-time

bad enough. Consider a real-time connection i. For (;(t) > (

connections will have absolute priority over NRT connecitons; for (;(t) <
th

ons s Teal-time connections may release radio resource to other connections,

th

where (g, ; referring to the link suspension threshold for real-time class and is

given by P {Cl(t) < Zj“} < Pp ;. According to the above criteria, we have the
relative priority bias between real-time connection ¢ and any other non-real
time connection k as

Bi _ ElG®)]

il e (2.12)

2.3.3 The QoS Requirement Achievement Function

As we discuss in section II, the QoS requirements are defined by both packet
level and call level requirements. The resource function R;(¢) mainly indicates
the maximum achievable rate constrained by the BER requirement. For the

remaining call requirements, the requirement achievement weighting function

15



A;(t) will weight the utility of the resource function according to the difference
of the performance measures and their corresponding call level requirements.

For a real-time connection ¢, a hard delay bound D} is imposed to each
packets. Since QoS over wireless interface can be provided in a soft fashion, a
packet dropping ratio R}, ; is defined and can be modelled by P {D;(t) > D;}} <
P ;» where D;(t) is the waiting delay for head-of-line packet at time ¢. For
a non-real time connection i, a different notion of QoS requirement is that
a minimum transmission rate must be guaranteed by E[Q;(t)] > R}, ;. The
Ry, ; 1s set for each types of service and might be ignored for several non-real
time connections. For example, the R; ; requirement for best-effort connec-
tions is set to be 0, but for several interactive connections, the minimum rate
requirement is greater than zero.

From [13], the proposed Modified Largest Weighted Delay First (M-LWDF)
algorithm suggests that an exponential rule [9] is the form with throughput
optimal for the above call level QoS requirement constraints. The requirement
achievement weighting function A;(t) jointly considers the above two soft QoS

requirements and follows the exponential form by

exp {QSD,iianig()t)]n} , 1 € {RT class}
Q;(t)

Ai(t) = exp{qu,iW@;W}, i € {NRT class}, (2.13)

L, an,i =0

where ¢p; and ¢p; are the positive constants for connection i, € (0,1), ap,

and ap are the constant, D(t) = % > ¢p.iDi(t), and Qt) = % S QSR,i%i*(t?.

m,i
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2.4 The Optimal Solution of Utility-based Scheduling
Algorithm

To the solution in Eq. (2.2), the polymatroid structure is used and the op-
timal solution is directly the key feature of a polymatroid. Here, we briefly
describe the methodology to model the scheduling algorithm by a polyma-
troid structure and eventually arrive at the solution, and detailed proofs are
ignored

Define by N, = {1,2,..., N} the index set of all active connections and
Ve = {5 : S C N,} to be the collection of all subset. For VS C A, and
X = (x;,1 € N3), a set function is defined for X by )?() :2Ne 5 R, and a
norm operator for it is also defined by H)?(S)H = Yies X
Definition 1: The Rate Region Conditioning on ¢(t)
For given resource assignment vector ¢(t) and channel condition vector E(t),

the reasonable rate region is expressed by

-

Cr ((1).(8)) = {F(1) : [F(S)]l < [R(S)
where 7(t) is the available rate assignment vector,

Definition 2: The Overall Reasonable Rate Region Cr

VS C N} (2.14)

The overall reasonable rate region consists of all reasonable rates contained
in Cr(c(t), E(t)), for all reasonable resource assignment vector ¢(t), where the
reasonability of ¢(t) is the constraints on it. From the two constraints on ¢,

U, and Uy, we can formulate the over reasonalbe rate region Cx by

Cr= U Cr(c.C0). (2.15)
T (t)ew N,
We can prove that the reasonable rate region Cg(:) defined above is a

polymatroid. Furthermore, for a given vector u(t) € ?Rf and a resource
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assignment vector, the optimization problem
max g - 7(t), subject to 7(t) € Cp (2.16)
r(t)

has a solution 7" associated with a permutation, 7* : A, — N, so that
(1) 2 Hz=(2) = « -« 2> Ha=(v)- Lhe solution 7" can be derived by greedy algo-
rithm defined by the radio resource function. Denote by pu;(t) = A;(t) - Fi(t)
the prodcut of QoS requirement achievement function and weighted fairness
function. Then the problem formulaion of scheduling algorithm defined in

Eq. (2.1) of section 2.3 is rewritten by

ok N

¢ (t) =arg 1’%1(65{ {p(t) - r(t)}, 7(t) € Cp. (2.17)

Moreover, for a given fi(t), 77 (t) is the solution to the above problem, then

there exists a A € %ﬁ, reasonalbe rate vector 7(t), and a radio resource

-

assignment vector ¢(t) so that (7(t), c¢(t)) is the solution to the optimization

problem

max {(0)7(0) = M(0) (1)}

subuect to 7(t) € Cr (2(1), (1)), (2.18)
where 7(t) = 77(t) and ¢(t) € ¥; N ¥y. The rank function Hﬁ()H defined

for reasonable rate region Cr(c(t), ((t)) is generalized symmectric and can be
expressed by

R(9)| = llg @S- (2.19)
Moreover, the formulation in Eq. (2.18) can be rewritten in terms of Eq.

-
-

(2.19), and from the constraint ¥y, the second term of Eq. (2.19) A(t) - ¢(¢)

is constant. Then the optimization problem in Eq. (2.18) can be shown to
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be

_max {u(t) - r(f)},
C(t)E\Iflﬁ\Ifz

subuect to [|7(S)]| € |G (¢(S))]],VS C N. (2.20)

Furthermore, the optimal rate vector 7" (¢) can be obtained using greedy algo-
rithm while the ¢(t) reaches the boundary on ¥y N ¥y with repect to the best
permutation 7*. Finally, we can obtain the optimal solution by the greedy
algorithm as follows,

Algorithm 1: Optimal Resource Scheduling Solution

Define 7* : N, = N, is the permutation so that Are(1) 2 Age2) 2 - 2 A ()
where A = i - V.0 SN - And rpey(8) = IR (T (WD 19 (6) =
IR ({7 (1),....7* (@)D= IR {7*(1),....,7* (i = 1)})||. The cz(;)(t) is there-
fore set to support the rate r.(t) till 3; e (t) = 1.

2.5 RESULTS AND CONCLUSIONS

To investigate the performance of the proposed utility-based scheduling algo-
rithm, we compare its average throughput with the Exponential Rule schedul-
ing algorithm. Two typical types of services are simulated in the scenario.
Type-1 service is assumed to be real-time class of traffic with traffic rate
15kbps, activity 0.45, Pf, = 0.05, D* = 40ms, and BER* = 0.01. Type-2 ser-
vice is assumed to be non-real-time class of traffic with batch Poisson process
of which the mean rate is 12kbps, peak rate is 128kbps, and R, = 12kbps
and BER*=0.001. Type-1 connections use dedicated channels, while type-
2 connections transmit in the shared channel. Four modulation schemes,

BPSK, QPSK, 16QAM, and 64QAM, are available for transmission, as the
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BER requirement can be fulfilled and the remaining queue is enough. In this
simulation scenario, the ratio of the number of type-1 and type-2 connections
is kept 1.5. We increase the number of connections and examine the aver-
age throughput of the utility-base scheduling algorithm compared with the
Exponential Rule scheduling algorithm.

Fig. 2.1 shows the average throughput of utility-based scheduling algo-
rithm compared with Exponential rule scheduling algorithm. It can be found
that the utility-based scheduling scheme has higher throughput than that
of exponential rule scheme when both dedicated and shared channels are
used in the system. As the number of connections increases, the gain in
throughput goes higher. The optimal radio resource assignment vector ¢(t)
is the most efficient way to schedule the resource for connections with high-
est system utility in terms of the link quality, the QoS achievement, and the
fairness. The location-dependent fairness and the priority bias further make
the utility-based scheduling scheme reduce the resource consumption on the
connections with bad link quality. The utility-based scheduling algorithm is
effective for multimedia CDMA systems with diverse of QoS requirements and
with dedicated and shared channels support. More complicated simulation
scenarios with variant service types will be carried out to further investigate

the performance and the features of the utility-based scheduling algorithm.
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Figure 2.1: The average throughput of utility-based scheduling algorithm compared with
Exponential rule scheduling algorithm.
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Chapter 3

A Situation-Aware Data Access
Manager for Multi-cell WCDMA
Systems Using Fuzzy Q-learning
Technique

In this chapter, a novel situation-aware data access manager using fuzzy
Q-learning technique (FQ-SDAM) is proposed for multi-cell WCDMA sys-
tems. The FQ-SDAM contains a fuzzy Q-learning-based residual capacity
estimator (FQ-RCE) and a data rate scheduler (DRS). The FQ-RCE ac-
curately estimates the situation-dependent residual system capacity and the
DRS effectively allocates the resource for non-real-time terminals by adopting
a modified exponential rule which takes the location-dependent link capacity
into consideration. Simulation results show that, compared to the link and
interference-based demand assignment (LIDA) scheme [7], the proposed F Q-

SDAM can effectively reduce the packet error probability.
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3.1 Introduction

The WCDMA cellular system will support integrated services with mixed
QoS (quality of services) requirements: real-time services require continu-
ous transmission and intolerance to time delay, while non-real-time services
require bursty transmission and tolerance to moderate time delay. For max-
imizing the system capacity and fulfilling the complementary QoS require-
ments, an adequate radio resource management (RRM) is required. The
RRM adopts a call admission control scheme to ensure that the system will
not be overloaded, based on the long-term availability of radio resources. On
the other hand, it employs a data access control scheme to provide bursty
transmission permission for non-real-time services, based on the short-term
availability of radio resources.

The capacity of WCDMA system is interference-limited and is affected
by the up-link multiple access interference (MAI). In [1], a simulation study
showed that the interference and SIR (signal to interference) variations in an
integrated services environment are much larger than those in a voice-only
service one. The behavior of interference variation is also influenced strongly
by factors, such as: user location and path loss/shadowing; therefore, one
service profile could result in various kinds of interference level in different
kinds of transmission scenarios. Taking advantage of the short-term varia-
tion of the network dynamics, the data access control scheme can effectively
improve the system throughput.

The main purpose of the data access control scheme in WCDMA systems
supporting integrated services is to maximize the throughput of non-real-

time services while maintaining the transmission quality of real-time services

26



[2]-[5]. To achieve this goal, dynamic access probability schemes [2]-[4] and a
base station-controlled scheduling scheme [5] were proposed, where the resid-
ual system capacity for non-real-time services was firstly estimated and then
shared to non-real-time terminals. A single-cell environment was considered
in [2]-[4], while a multi-cell environment was studied in [5]. In the multi-cell
scheme [5], the interference generated from other-cell terminals was treated
as if from several home-cell ones, and consequently the multi-cell environment
was regarded as a single-cell one. However, the mutual-affected behavior of
radio resource allocation in the multi-cell environment was still not consid-
ered. Note that, in the multi-cell WCDMA system, the increment of data
transmission power in one cell would cause the rising of interference level
in the adjacent cells. If each cell allocates the whole possible residual ca-
pacity for bursty transmission without taking the interference influence from
adjacent cells into account, the system then would trap into an overloading
condition.

The over-loading phenomenon could be alleviated by an appropriate coor-
dination scheme among cells [6]. Knowing the information of radio resource
of all cells, a centralized data access scheme for the multi-cell WCDMA sys-
tem can maximize the system throughput by applying a global optimization
method. Unfortunately, the coordination procedure takes long time to trans-
act the resource information between cells so that it is infeasible for practical
implementation. Usually, the data access control scheme operates in the
short-term time scale, e.g. frame time, which makes a distributed one prefer-
able. Kumar and Nanda [7] proposed a distributed scheme called load and
interference-based demand assignment (LIDA). The LIDA is a kind of re-
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source reservation-based scheme in which some portions of resource in each
cell are reserved against the interference variation. Also, it employs the con-
cept of burst admission threshold for high-rate transmission in a cell to avoid
excess interference to adjacent cells . In this scheme, only when the strength
difference between the received pilot signals from home cell and adjacent cell
is larger than the threshold, the bursty transmission is permitted. The ef-
fectiveness of this scheme relies on the selection of the reservation threshold,
which should be dynamically performed according to the system loading and
the received interference power level.

Additionally, a rate scheduling scheme is also embedded in the data access
control scheme to allocate the residual capacities for non-real-time terminals
according to a service principle. Ramakrishna and Holtzman adopted a maax-
imization throughput criterion for the scheduling scheme [8]. Indeed, this
criterion can maximize the system throughput, but the low-class users may
suffer from starvation. Alternatively, Jalali, Padovani, and Pankai proposed
a proportional fairness criterion [9] for a down link scheduling scheme in a
CDMA-HDR (high data rate) system. In the scheme, a utility function was
defined as a ratio of the supported data rate and the average data rate. The
supported data rate was determined by channel condition, while the aver-
age data rate was the window average of the transmitted throughput. The
terminal with the highest utility value would transmit in the next frame
time. This algorithm may lead to large transmission delay for some termi-
nals. Also, Shakkottai and Stolyar proposed an exponential rule criterion [10]
for the utility function of the scheme to make a good balance between the

system throughput and the transmission delay. However, applying the expo-

28



nential rule to the uplink transmission should take the location factor into
consideration such that the adjacent cell interference could be maintained to
a sustained level.

This chapter proposes a situation-aware data access manager using fuzzy
Q-learning technique (FQ-SDAM) for multi-cell WCDMA systems. The FQ-
SDAM scheme consists of two parts: fuzzy Q-learning-based residual capacity
estimator (FQ-RCE) and data rate scheduler (DRS). The FQ-RCE, by fuzzy
(-learning technique, estimates the appropriate situation-dependent residual
system capacity, in term of interference power, for non-real-time services; the
DRS assigns transmission rates for non-real-time terminals by a modified
exponential rule.

Fuzzy inference system (FIS) and reinforcement learning technique have
been separately applied to solve network resource management problems [11],
[12], [13], and [14]. A fuzzy resource allocation controller was proposed, where
the FIS technique was adopted to estimate the resource availability [12]. A re-
inforcement learning technique, Q-learning, was applied respectively to deal
with the dynamic channel assignment in [13] and multi-rate transmission
control problems in [14] for wireless communication systems. By means of
learning from the system environment, the Q-learning technique can converge
to a pre-defined optimal control target. In [15], Jouffle proposed a reinforce-
ment learning technique for FIS, called fuzzy Q-learning (FQL). The FQL
technique combines the benefits of FIS and reinforcement learning, where
the FIS provides a good function approximation for the FQL and a prior:
knowledge can be easily applied to the system design; also, the reinforcement

learning provides a model-free approach to obtain a control target. By apply-
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ing the FQL technique, the radio resource, therefore, can be managed under
partial, uncertain information, and the optimal resource management can be
reached in an incremental way.

The FQ-RCE chooses three essential measures of interferences: the re-
ceived real-time interference from home cell, the received non-real-time in-
terference from home cell, and the received interference from adjacent cells
as input linguistic variables to estimate the situation-dependent residual ca-
pacity in the multi-cell environment. Note that the received interference
from home cell is regarded as different different variable from the received
interference from adjacent cells in order to distinguish their according vari-
ations. Therefore, by extent of the measuring the adjacent-cell interference,
the FQ-RCE in the home cell can implicitly perceive the extent of the radio
resource allocation by those FQ-SDAMs in the adjacent cells. The FQ-RCE
can be aware of the loading situation of the multi-cell WCDMA environment
and precisely estimate the residual resource in a distributed fashion; thus, an
explicit action coordination scheme is negligible.

On the other hand, the DRS adopts a modified exponential rule to as-
sign the transmission rates for non-real-time terminals, based on the residual
capacity estimated by FQ-RCE. The modified exponential rule is a utility
function-based scheduling algorithm which considers factors of transmission
delay, average transmission rate, and link capacity. Its main difference from
the original exponential rule [10] is on the definition of the link capacity. For
the modified exponential rule, the link capacity is defined as the maximum
available rate under current link condition while the transmission power emit-

ted to the adjacent cells is below a threshold. With the feature of location
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awareness, the modified exponential rule is more suitable for applications in
the uplink transmission of multi-cell WCDMA systems. Simulation results
show that the proposed FQ-SDAM outperforms the LIDA scheme and it can
effectively reduce the packet error probability.

The rest of the chapter is organized as follows. The system model is
described in Section 4.2. The concept of fuzzy Q-learning is briefly stated
and the design of FQ-SDAM is proposed in Section 4.3. Simulation results
are presented in Section 4.4, where the performance comparison between the
FQ-SDAM and the conventional scheme is made. Finally, concluding remarks

are given in Section 4.5.

3.2 System Model

A multi-cell WCDMA system containing N cells is considered, where each
cell has a base station with an omni-directional antenna to take charge of
communicating with real-time and non-real-time terminals within its coverage
area. The reverse link that supports slotted transmission is adopted. Each
terminal transmits at the same frequency band and is distinguished by its own
spreading code. It holds two communication channels: dedicated physical
data channel (DPDCH) and dedicated physical control channel (DPCCH).
The DPDCH is used to carry data generated by layer 2 protocol, while the
DPCCH is used to carry control information. The channel is defined in a
frame-based structure, where the frame length Ty = 10 ms is divided into
15 slots with length T = 2560 chips, each slot corresponding to one power
control period. Hence, the power control frequency is 1500 Hz. The spreading
factor (SF) for DPDCH can vary between 32 ~ 256 by SF = 256/2% k =
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0,1,---,6, carrying 10 x 2* bits per slot, and the SF for DPCCH is fixed at
256, carrying 10 bits per slot.

Two types of traffic are considered in this chapter: real-time traffic as
type-1 and non-real-time traffic as type-2. The system provides continuous
transmission for real-time traffic and bursty transmission for non-real-time
traffic. The real-time terminals may transmit at any possible data rate while
necessary; on the other hand, the transmission of non-real-time terminals
is controlled by the base station. Considering terminal’s link gain and the
received interference strength from both home and adjacent cells, the base
station assigns an appropriate data rate for each non-real-time terminal. For
the bursty transmission, the available data transmission rates are 1X, 2X, 4X
and 8X, and 1X transmission rate is called the basic rate. A strength-based
power control scheme is assumed such that the required transmission power
is directly proportional to the transmission rate. Also, the overall capacity is
determined by the upper bound of the total received interference power, and
the residual capacity is defined as the allowable received interference power
from the non-real-time terminals.

The link gain between terminal ¢ to base station j, denoted by h;;, is
usually determined by the long-term fading F'L;; and the short-term fading
FS;; [18], which is given by

hij = FLZ] X FSZJ (31)

The long-term fading F'L;;, combining the path loss and shadowing, is mod-
elled as

FLij =k xr™ x 10710, (3.2)
where k is constant, r is distance from mobile 7 to base station j, a is path
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loss exponent whose value usually lies between two and five for mobile envi-
ronment (o = 4 in this chapter), and 5 is normal-distributed random variable
with zero mean and variance o2. The parameter o is affected by the config-
uration of the terrain and ranges from 5 to 12 (¢7=10 in this chapter). The
short-term fading F'S;; is mainly caused by multi-path reflections, and it is
modelled by Rayleigh distribution.

The real-time service is modelled as an ON-OFF Markov process with a
transition rate g from ON to OFF and A from OFF to ON state. The non-
real-time service is modelled as a batch Poisson process; that is, the arrival
process of the data burst is in Poisson distribution and the data length is
assumed to be with a geometric distribution. An erroneous real-time packet
will be dropped since there is no re-transmission for real-time packets, while
the erroneous non-real-time packets will be recovered via ARQ (automatic
repeat request) scheme. The measure of the packet error probability, de-
noted by P,, and packet transmission delay, denoted by Dy, are regarded as
the system performance indices. Also, the maximum tolerable packet error

probability, denoted by P’, is defined as the system QoS requirement.

3.3 Design of FQ-SDAM

The FQ-SDAM contains two functional blocks of a fuzzy Q-learning-based
residual capacity estimator (FQ-RCE) and a data rate scheduler (DRS). The
FQ-RCE estimates the residual interference power budget, and then the DRS
allocates the resource for the non-real-time terminals. In the following, the
fuzzy Q-learning and the detailed design of the two function blocks are de-

scribed.
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3.3.1 The Fuzzy Q-Learning (FQL)

Denote S the set of state vectors for the system, S={S;, i =1,2,---, M};
each state vector S; is constituted by L fuzzy linguistic variables selected to
describe the system. Denote A the set of actions that are possibly chosen
by system states, A={A4;, j =1,2,---, N}. For an input state vector x con-
taining the L linguistic variables, the rule representation of FQL for state S;
is in the form by

if x is S;, then A; with ¢[S;, 4], 1 <i<Mand1<j<N,
where A; is the j-th action candidate that is possibly chosen by state .S,
and ¢[S;, 4] is the Q-value for the state-action pair (S;, A;). The number
of state-action pairs for each state S; is equal to the number of the elements
in the action set; 7.c., there are N possible consequence parts for the same
antecedent. Every fuzzy rule has to choose an action A; out of the action can-
didates set A by an action selection policy. In the FQL, the action selection
policy for each fuzzy rule may be select-max or other exploration strategy.
As to the defuzzification of the M fuzzy rules, the inferred action a(x) for the

input vector x is expressed as

. sz\il a; X A;
a(x) = S

, (3.3)

where «; is the truth value of the rule representation of FQL for state S;.
Also, the Q-value for the state-action pair (x,a(x)) is

XMy xS, Ajl
B Zij\i1 a -

Q(x, a(x)) (3.4)

For the current system state x, after applying the chosen action a(x),

the next-stage system state is assumed at y and the system reinforcement

34



signal is ¢(x,a(x)). To update the Q-value, the next-stage optimal Q-value,
Q*(y,a(y)), is defined as

M ay x g[S, af]

* = 3.5

Q"(y,a(y)) LA (35)

where ¢[S;, a!] is the Q-value of state-action pair (S;, af) and af = argmax
4

{q[Si, Aj]}. According to the Q-learning rule [17], the Q-value update in the
FQL can be expressed as

where 7 is the learning rate, 0 < 7 < 1, and
Ag[Sis ai] = {c(x, a(x)) +7Q"(y.aly)) — Qx, a(x))} x

¢(x,a(x)) in (3.7) is the reinforcement signal.

a
i .
Zk’:l A

(3.7)

3.3.2 Fuzzy Q-learning-based Residual Capacity Estimator (FQ-
RCE)

The received interference in the WCDMA system is a good indicator of
the system loading. Also, in WCDMA system, the interference generated
from home cell can be distinguished by PN codes and the interference from
adjacent cells can be distinguished by long scrambling codes [20]. Therefore,
three interference measures: the received real-time interference from home
cell (I;1), the received non-real-time interference from home cell (I;2), and
the received interference from adjacent cells (I,), are chosen as the system
state vector for FQ-RCE. Accordingly, the vector x containing the three
linguistic variables input to FQ-RCE is defined as

X = (Ih17[h27lo)- (38)
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Figure 3.1: Structure of FQ-RCE

After comprehensive simulation experiments, it is found that five terms for
both Ij; and I,, and three terms for I;9 are proper. Hence, their fuzzy term
sets are T(I;;)={Largely High, HiGh, MeDium, LoW, Largely Low}={LH,
HG, MD, LW, LL}, T(I;2)={HiGh, MeDium, LoW}={HG, MD, LW}, and
T(1,)={Largely High, HiGh, MeDium, LoW, Largely Low}={LH, HG, MD,
LW, LL}. From the fuzzy set theory, the fuzzy rule base forms with dimen-
sions | T(Ip1)| x| T (Ine)|xT|(L,)|. Accordingly, M=75. On the other hand,
the step-wise incremental /decremental action of the interference power bud-

get for the non-real-time services, denoted by Fj,., is selected as the output
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linguistic variable. Here, seven levels of increment actions (IN=7) are decided,
and the corresponding fuzzy term set is T(Py,.)={PL, Pl,, Pl;, Pl;, PI;,
Plg, PI;}. After the interference increment is estimated by the FQ-RCE,
the residual system capacity (RC') allocated for the non-real-time services is

given by
RC = Iy + Py (3.9)

Also, the reinforcement learning signal ¢(x, a(x)) is defined as

c(x.a(x)) = [T = T (3.10)

where P.(x, P;,.) is the packet error probability of real-time services for the

state-action pair (X, P,.), which is a performance measure of the system, and
P’ is the QoS requirement of real-time packet error probability.

Fig. 3.1 shows the structure of FQ-RCE; it is a five-layer adaptive-network-
based implementation of fuzzy inference system. In the FQ-RCE, layer 1 to
layer 3 are the antecedent part of the FIS while layer 4 and layer 5 represent
the consequence part. The node function in each layer is described as follows.

Layer 1: Every node k, 1 < k < 13, in this layer is a term node which
represents a fuzzy term of an input linguistic variable, where k= 1, ---, 5
(6,7,8) (9, -+, 13) denotes node k being the k-th ((k-5)-th) ((k-8)-th) term
in T'(Iy1) (T(In2)) (T(1,)), respectively. The node function is defined to be

the membership function with bell shape for the term. Thus, for an input

linguistic variable x, the output Oy is given by
O = b(; m*, "), (3.11)

where b(-) is the bell-shaped function, and m* and ¢* is the mean and the

variance of the node k.
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Layer 2: Every node k, 1 < k < 75, in this layer is a rule node which
represents the truth value of k-th fuzzy rule; it is a fuzzy-AND operator.
Here, the product operation is employed as the node function. Since each
fuzzy rule has three input linguistic variables, the node output Oy} is the
product sum of three fuzzy membership values corresponding to the inputs.

Therefore, Oy, is given by
Og’k = H{OU},VZ € Py, (3.12)

where P,={l| all ls that are the pre-condition nodes of the k-th fuzzy rule}.

Layer 3: Every node k, 1 < k < 75, in this layer is a normalization node
which performs a normalization operation; it makes the summation of the all
truth values be unity. After the normalization, the output of this node Os

is given by

0 Oa
3k — =75

Layer 4: Every node k, 1 < k < 75, in this layer is an action-select

(3.13)

node which represents the consequence part of k-th fuzzy rule. Based on the
action selection policy and Q-values of the possible action candidates (PI;,
j=1,2,---7), the node is to choose an appropriate action. Since improper
initial setting of fuzzy parameters would lead to a bad learning result, the
Boltzmann-distributed exploration strategy in [19] is employed to explore
the set of all the possible action candidates. In the Boltzmann-distributed
exploration, the node chooses the state-action pair (Si, ar), ax € T(Pp.), for
the k-th rule, with the probability £(Sy, ar) given by

eq[Sk,ak]/T
&(Sk, ar) = ST e LT

(3.14)
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where T is the temperature which reflects the randomness of action selection.
After the action is chosen, the node sends two outputs Oy ;1 and Oy 1 2 to the
action node and Q-value node in layer 3, respectively. O, 1 and Oy 9 are
represented by

Osp1 =034 X ay, (3.15)

and

04’147’2 = Og’k X q[Sk, ak]. (3.16)

Layer 5: There are two output nodes in this layer: action node Os ; and Q-
value node Os 9, which represent the fuzzy defuzzification of FQ-RCE. Here,
the center of the area defuzzification method is applied. Since the truth value
of the antecedent part of the i-th fuzzy rule is normalized in layer 3, the node
functions in this layer are summation of the inputs from layer 4. Hence, Os ;

and Os 9 are given by

M=T75
05,1 = Py = Z 04,147,17 (317)
k=1
and
M=T75
Os2=Q(X. Pinc) = 3. Oupo. (3.18)
k=1

After the action is performed, the FQ-RCE computes the reinforcement sig-
nal ¢(x,a(x)) by (3.10) and updates the Q-value of each state-action pair
according to (3.6).

It is noted that the convergence property of Q-learning is only held for
the single-agent (learner) case but may not be held for multiple-agent cases.
The convergence of QQ-learning would be a difficult task for the multi-cell
WCDMA systems because the decision policies of all cells change concur-

rently during the learning phase. To deal with this problem, the perceptual
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coordination mechanism (PCM) is applied to design the input linguistic vari-
ables. In FQ-RCE, the input variables are the received interference which
are separated into two parts: the received interferences from home cell, I;;
and Ip9, represent the current state of the radio resource usage in home cell;
the received interference from adjacent cell, I,, represents the radio resource
allocations performed in the adjacent cells. The radio resource allocations
of the adjacent cells result in the interference fluctuation; by measuring the
adjacent-cell interference, the FQ-RCE in the home cell can implicitly per-
cetve the radio resource allocation (action) in the adjacent cells. That is, the
action policies are transacted implicitly in the multi-cell environment. By
PCM, the multi-cell learning environment could be simplified as a single-cell

one. The convergence property for the FQ-RCE can still be held henceforth.

3.3.3 The Data Rate Scheduler (DRS)

A modified exponential rule scheduling algorithm is proposed for DRS.

The formula of the modified exponential rule is given by

g

W,

3

j = argmax {Q X e VW (3.19)
i T

where r;, 7;, and W; are the link capacity, the average transmission rate,
and the waiting time of the i-th data terminal, respectively, and W is the
average waiting time of all the data terminals. The main difference between
the modified and the original exponential rules is the definition of the link
capacity. The original exponential rule was proposed for downlink transmis-
sion in the CDMA HDR system [9], where the link capacity was defined as

the maximum transmission rate under current link condition. However, in
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the multi-cell WCDMA environment, the uplink transmission power would
interfere the adjacent cells. The closer the terminal near the cell boundary
is, the larger the interference power will be. Therefore, the modified expo-
nential rule algorithm takes this factor into consideration, and the location-
dependent link capacity r; is defined as the maximum available transmission

rate that satisfies the following condition:

and

hir = max{Gj;|j € adjacent cells}, (3.21)

where P(r;) is the transmission power of rate r;, hy is the best adjacent-cell
link gain of the terminal, and P, is a guard threshold. Here, the condition
(3.20) is used to keep the adjacent-cell interference emitted from single termi-
nal lower than a pre-defined threshold. In the strength-based power control
scheme, the transmission power P(r;) is given by

r; X (Eb/No)* X Imax
PG x hl 7

P(r;) = (3.22)

where (Ej/Ny)* is the signal-to-noise requirement, I,,,, is the maximum re-
ceived interference power, PG is the processing gain, and h; is the home-cell
link gain of the terminal. Also, h; and hj can be measured by monitoring the
received pilot strength from the home and adjacent cells. Hence, the modified
exponential rule can be considered as the uplink version of the original expo-
nential rule, which is now interpreted as: the terminal with higher maximum
available transmaission rate, lower average transmatted rate, and longer delay
well get higher transmission priority. As the terminal moves toward the cell

boundary, the emission power to the adjacent cells will go high. In this case,
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the transmission priority will be low and the waiting time will accumulate.
However, as the terminal’s waiting time is long, the transmission priority
will be high. Therefore, the modified exponential rule can make a balance
between the link gain, the location, and the waiting time of terminals.

The DRS performs the rate allocation according to terminal’s priority.
The terminal with highest priority gets the rate allocation first, and other
terminals get the allocation in order. The operation of the DRS will stop
until all the data power budget is used out. Its procedure is described in the

following:

[The DRS Algorithm)|

Step 1 Calculate the overall situation-dependent residual system ca-
pacity (RC') for non-real-time services by (3.9).

Step 2 Choose highest-priority data terminal j by (3.19).
Step 3 Compute the remaining RC' by
RC = RC — P(r;)/ PG.

If the remaining RC is larger than 0, go back to Step 2.
Otherwise, go to
Step 4.

Step 4 Inform terminals the assigned data rate via DPCCH. End

3.4 Simulation Results and Discussion

In the simulations, a concatenated 19-cell (N=19) environment is config-
ured as the multi-cell WCDMA system. The central cell is labelled as cell 1,
the cells in the first tier are cell 2 ~ cell 7, and the cells in the second tier are

cell 8 ~ cell 19. Three kinds of real-time traffic are considered: voice traffic,
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Table 3.1: TRAFFIC PARAMETERS IN THE MULTI-CELL WCDMA SYSTEM

Traffic Type Traffic Parameters
2-level real-time voice Mean talkspurt duration: 1.00 seconds
Mean silence duration: 1.35 seconds
High-bursty Peak rate (R, ;): 4-fold of basic rate
real-time data traffic Mean rate: 1-fold of basic rate
pr: 0.25
Low-bursty Peak rate (R,;): 2-fold of basic rate
real-time data traffic Mean rate: 1-fold of basic rate
pi: 0.5
Mean data burst size: 200 packets
Non-real-time data traffic | r;,: 1-fold of basic rate
rmax. S-fold of basic rate

high-bursty real-time data traffic and low-bursty real-time data traffic. The
voice traffic assumes 2-level transmission rate traffic which is modelled by
a 2-level MMDP (Markov modulated deterministic process). The real-time
data traffic is modelled by an ON/OFF traffic stream with specific burstiness
1/pn (1/p) and peak rate R, (R,;) for high-bursty (low-bursty) real-time
traffic. The two real-time data traffics have the same mean rate but different
burstiness. On the other hand, the non-real-time data traffic is considered to
have a Poisson arrival process with data burst length in geometric distribu-
tion. All the detailed traffic parameters are listed in Table. 3.1. A basic rate
in the WCDMA system is assumed to be a physical channel with SF=256.
For each connection, DPCCH is always active to maintain the connection re-
liability. To reduce the overhead cost of interference produced by DPCCHs,
the transmitting power of a DPCCH is smaller than its respective DPDCH
by an amount of 3 dB. The QoS requirement of the packet error parameter,

Pr, 1s set to 0.01.
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The conventional resource reservation scheme proposed in [7], LIDA (load
and interference demand assignment), is used as a benchmark for performance
comparison. The basic concept of the LIDA scheme is two-folded: firstly, a
portion of interference power budget, 3, is reserved to avoid the over-lading
situation; secondly, burst-mode admission is applied for the high-rate traffic.
In the LIDA scheme, the allocation of the incremental of transmission power,

P, to the non-real-time data traffic is given by
Pinc - (1 - 6)Imax - Ihl - Ih? - [0- (323)

Note that the performance of the LIDA scheme highly relies on the choice
of reservation threshold, 3. We consider, in the simulations, three differ-
ent degrees of reservation threshold, 5 = 0%, 5%, and 10%, and apply the
modified exponential rule to the LIDA scheme with P;=2dB. Also, a scheme
which combines the FQ-RCE with the original exponential rule, called FQ-
RCE/EXP, is considered to further evaluate the effectiveness of the modified
exponential rule. Noted that all the considered schemes are applied for non-
real-time terminals. All the real-time terminals initiate data transmission

whenever they have packets in queues.

3.4.1 Homogeneous Case

In the homogeneous case, all cells are assumed to contain 22 voice termi-
nals, 40 real-time data terminals and 20 non-real-time data terminals. The
forty real-time data terminals consists of Np j (Np;) high-bursty (low-bursty)
data users; obviously, Np ,+Np ;=40.

Fig. 3.2 shows the packet error probabilities versus the number of high-
bursty real-time data users. From the figure, it can be found that the packet
error probability of the LIDA scheme will violate the QoS requirement and
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the LIDA scheme without reservation (8=0%) has the largest packet error
probability. The results justifies the necessity of a precise residual capacity
estimation to avoid the overloading condition in the multi-cell WCDMA en-
vironment. As to the FQ-SDAM and FQ-RCE/EXP schemes, their packet
error probabilities always satisfy the QoS requirement. The FQ-RCE esti-
mates the residual system capacity by monitoring the loading status of the
home cell and the interference variation of adjacent cells such that it can
adaptively determine the residual capacity according to the current loadings
in the home cell and the radio resource allocation in the adjacent cells. Also,
whatever the number of Np is, the FQ-SDAM scheme always achieves lower
packet error probabilities than the FQ-RCE/EXP scheme does. This is be-
cause the up-link transmission powers emitted from terminals interfere the
users from home cell and adjacent cells in the multi-cell environment. With
the awareness of location, the modified exponential rule effectively curbs the
interference to a sustainable level, which would reduce the error probabilities

consequently.

3.5 Concluding Remarks

For multi-cell WCDMA systems, a novel situation-aware data access manager
using fuzzy Q-learning technique (FQ-SDAM) is proposed, which contains a
fuzzy Q-learning-based residual capacity estimator (FQ-RCE) and a data rate
scheduler (DRS). By applying the perceptual coordination method (PCM),
the FQ-RCE treats the received home-cell interference and adjacent-cell in-
terference as two separate linguistic variables such that it can adaptively de-
termine the residual capacity according to the current loadings in the home

cell and the radio resource allocation in the adjacent cells. Simulation results
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Figure 3.2: Packet error probabilities: homogeneous case

show that, compared to the LIDA scheme [7], the proposed FQ-SDAM can
effectively reduce the packet error probability.

The present is still on-going. we will continue to evaluate the aggre-
gate data throughput. Also, the performance of FQ-SDMA under non-
homogeneous will be evaluated. All the remaining works will be presented in

the final project report.
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Chapter 4

A Power-Efficient MAC Protocol for
Integrated Voice and Data Services
over 802.11e HCF

A novel power-efficient MAC protocol, named on-demand polling (ODP) scheme,
is presented for supporting integrated voice and data services over WLAN.
The ODP scheme combines the polling-based and the contention-based mech-
anisms over HCF. In the ODP scheme, a voice station is in the polling list
when it is in the active mode. During the idle mode, it is configured to oper-
ate in the sleep mode for saving power. Also, it adopts the contention-based
mechanism to join the list again when returning from the idle mode. In this
chapter, we investigate the RR-Brady, the RR-CBR and the proposed ODP
schemes and derive the power consumption and the aggregate throughput for
voice and data stations, respectively. Simulation results show that the ODP
scheme can reduce the power consumption for voice stations and enhance the

throughput for data stations.
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4.1 Introduction

The integration of WLANs and 3G networks has recently evolved into a
very hot topic. The service continuity is one of the issues needed to be re-
solved for the 3G/WLAN heterogeneous networks. In order to provide service
continuity, it is essential for WLAN to support voice services. To support
integrated voice and data services over WLAN, the WLAN has to support
differentiated quality of services (QQoSs) to guarantee the requirements of
voice users. In addition to provide the differentiated QoS, the 3G/WLAN
voice-enabled device needs to increase its stand-by time by reducing power
consumption. Existing WLAN card may operate in either of three operation
modes. In the active mode, all of the RF and based band chipsets are turning
on and the power consumption is the highest. In the sleep mode, most of the
functions are disabled and the power consumption could be minimized.

In order to support differentiated QoSs, the task group E of the IEEE
802.11 standardizes the MAC enhancements for WLANSs, denoted as 802.11e
[1]. The IEEE 802.11¢ defines a hybrid coordination function (HCF) which
supports a contention-based and a polling-based channel accesses. The en-
hanced DCF (EDCF) is the contention-based channel access, which allows
the QoS access point (QAP) to exchange frames with QoS stations (QSTAs)
based on CSMA /CA mechanism. The HCF controlled channel access adopts
a polling-based mechanism, which allows the QAP to enable the contention-
free frame exchange with the QSTAs during a contention period. Several pa-
pers [2-4] studied the performance of integrated voice and data services over

WLANSs. In these chapters, the operation of WLANSs is limited to a point
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coordinator function (PCF) and a distributed coordinator function (DCF), in-
stead of the HCF. Moreover, a round-robin (RR) polling scheme was adopted
to schedule the voice sources. It may cause power waste due to the excess
polling of silence stations (STAs).

In this chapter, a novel power-efficient MAC protocol, named on-demand
polling (ODP) scheme, is proposed for 802.11e¢ HCF. In the proposed ODP
scheme, a superframe of WLAN is divided into controlled access phase (CAP)
and contention phase (CP), in which the voice services are transmitted at
CAP and data services at CP. The operation of the ODP scheme is designed
according to the properties of two-way voice conversation which can be mim-
icked by a four-state Brady model [5]. In the ODP scheme, a voice QSTA is
allowed to transmit /received only when it is polled by a QAP. The QAP keeps
a polling list to maintain the state of each voice QSTA. A voice QSTA will be
temporarily removed from the list when it is silence. The voice QSTA may
uses EDCF to request the QAP to include it to the polling list again when it
starts its talkspurt. Also, the performance of the ODP scheme is evaluated
in terms of power efficiency and data throughput. The power consumption of
voice QSTAs in the ODP scheme can be derived by analyzing the mean du-
ration of CAP and mean contention time of voice QSTAs. The throughput of
the data QSTA can be further obtained by applying two-dimensional Markov
chain queuing analysis. The performance of the proposed ODP scheme is
compared with the method proposed in [4]. Simulation results show that the
ODP scheme could reduce the power consumption for voice terminals and
enhance the throughput for data terminals.

This chapter is organized as follows. In Section 3.2 HCF mode and Brady
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voice model are introduced. In Section 3.3 the concept of the proposed ODP
scheme is described. The analyses of the ODP scheme are showed in Section
3.4. The performance evaluation of the ODP scheme by various simulation
results are presented in Section 3.5. Finally, concluding remarks are given in

Section 3.6.

4.2 System Overview

We assumed that all of QAP and QSTAs is operated in HCF mode for their
QoS data transmission. HCF allows exchanging frames during both the con-
tention period (CP) and contention free period (CFP) In the CP, the EDCF
mechanism is employed for the contention-based access. The HCF-controlled
channel access mechanism provides a polling-based access in the CFP.

The behavior of each voice conversation pair in the coverage of a QAP is
assumed to be independent and identically distributed. The property of each
conversation pair is modeled by a four-state Brady model, which consists
of double-talk state, mutual-silence state, downlink-only state, and uplink-
only state. The double-talk state indicates that uplink and downlink are
both talking; mutual-silence state indicates that uplink and downlink are
both silent; uplink-only state indicates that uplink is talking and downlink is
silent; and, downlink-only state indicates that uplink is silent and downlink
is talking. In Brady model, the sojourn time of each state is assumed to be
exponentially distributed. The state transition rates, A;; , can be obtained
by fitting the mean duration of talkspurt, pause, double talk, and mutual

silence, given in [5].
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4.3 The On-Demand Polling Scheme

In the ODP scheme, non-real-time data services are only transmitted by
EDCF. On the other hand, based on the ON/OFF property of voice model,
voice packets are transmitted by HCF controlled channel access or EDCF
under different conditions. After accepting a new voice call, the QAP would
add the QSTA in polling list. Then, the QAP will periodically poll QSTAs
according to the list and wait for transmission of uplink voice packets. In
order to enhance transmission efficiency, the QSTAs entering the silence pe-
riod will be removed from the polling list. When the QSTAs are initiating a
talkspurt, they will use higher access priority in EDCF to send voice packets
for joining the polling list.

The period of a superframe in the ODP scheme is identical to the time
interval of two successive voice packets generated by a QSTA. The superframe
is divided into two periods: controlled access phase (CAP) and contention
phase (CP) as shown in Fig. 1. In CAP, QAP polls QSTAs to get uplink voice
packets or transmits downlink voice packets directly without acknowledge
based on HCF controlled channel access. In CP, the voice QSTAs which
are initiating a talkspurt and data QSTAs with packets in queue contend
the channel based on EDCF with different priorities. The CAP within a
superframe are further divided into three transmission periods: bi-direction
voice transmission, uplink-only voice transmission (UL-only), and downlink-
only voice transmission (DL-only). An active voice QSTA will be polled one
of the three periods according to their current states.

For the bi-direction voice transmission period, the QAP combines the

QoS(+)CF-Poll frame and the downlink voice packet into a single data frame
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by the QAP. After receiving the frame, the QSTA transmits an uplink voice
frame to the QAP. For the UL-only voice transmission period, the QAP sends
a sole QoS(+)CF-Poll frame to the QSTA and then waits for a uplink voice
packet. For DL-only voice transmission period, the QAP consecutively sends
remaining downlink voice packets without acknowledgement response from
the corresponding QSTAs. Note that, during bi-direction voice transmission
and UL-only voice transmission periods, the QSTA will be regarded as enter-
ing the silence period and removed from polling list if two consecutive QoS
Null frames are received by QAP. After the CAP, the remaining time of a
superframe is allocated for the CP which is shared by EDCF.

Moreover, QAP should assign different ATF'S,CW i, and CW,,.for voice
and data stations. For the guarantee of access delay, the AIFS of a voice
QSTA, AIFSgyp, is set to be PIFS. And theC'Wy;,, denoted as CWiin gy
,and CW.x, denoted as CW,,.«_rr, are given by

CWiin Rr1=CWax_rr=max(2, [ E[Ny] + 1]), (4.1)

where Ny is number of voice QSTA contending in a superframe and [.] is

a ceiling function. For data QSTAs, in case of contending with uplink voice

QSTAs, theAITF'S, denoted asAIFSygr, is given by

AIFSNpr=PIFS+CW,,in RT. (42)

The minimum and maximum contention window of data QSTA, CWiin _~r7
and CWi.x nvgrr, could be variable values set by QAP. Here, all the data
QSTAs are with the same C'W,,, rr and set to beW,. Let M denote the
maximum backoff stage and Mbe the value such that CW . npr=2" - W},

35



PIFS

-«

CAP CP

Bi-direction voice UL-only voice DL-only voice
transmission transmission transmission

PIFS PIFS PIFS PIFS PIFS
[« [« oo > -

Beacon

Poll(1)+D1 ‘ Poll(2) Poll(3) D4 D5

U1 U2 U3

«> «~> «>
SIFs SIFS SIFS

Figure 4.1: An example of the timing diagram of ODP scheme

4.4 Performance Analysis

In the analysis, Ny real-time voice QSTAs and Np non-real-time data QSTAs
are considered in the coverage of a QAP. An ideal channel condition without
hidden terminals and with error-free transmission is also assumed. The mean
duration of CAP in a superframe and mean contention time for a voice QSTA
are analyzed in IV.A and IV.B, respectively. Using these two analytic results,
the power consumption of a voice QSTA in the ODP scheme is directly derived

in IV.C. Then, the frame transmission probability and aggregate throughput
of data QSTAs are analyzed in IV.D.

4.4.1 Mean duration of CAP

The four-state Brady model is assumed to be symmetrical in the sense that
the statistical behaviors of downlink-only state and uplink-only state are the
same. By balance equation, we can obtain the state probability of a single
communication pair staying in mutual-silence state (state A), downlink-only
state (state B), uplink-only state (state C), and double-talk state (state D),
denoted by p., ps, pe, and pg, respectively, which yields
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(/\ab + /\ac)pa - /\bapb + Acapca

(Aba + Xod) Db = AabPa + Aaspas

(/\ca + /\cd)pc - /\dcpd + /\acpaa

(Adb + Adc)pa = ApapPy + Acape-

Given normalization condition for stationary probabilities,

Pa+ Py +pe+pa=1,

the state probabilities are expressed as

Aba * Adb
ba * Adb + 2Xab - Adb + Aab - Avd

pa:A

Aab * Adb
ba * Adb + 2Xab  Adb + Aab * Avd

pb:pC:A

Aab * Abd
ba * Adb + 2Xab  Adb + Aab + Apad

(4.7)

(4.8)

(4.9)

(4.10)

Since the process of each conversation pair is independent and identical,

the probability of the integrated source of the conversation pairs staying in

the four states, denoted by N,, Ny, N., and Ny, respectively, can be obtained

by using multinomial distribution
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P[(Ng, Ny, Noy Nyg)]

_ Ny! Ny No N, Ng (411)
= NalN NN Pa "Po P Pa s

where N, + Ny+ N.+ Ny = Ny. Also, the time durations for packet exchange
in the four states, denoted by7,.1}.1T., and T, are calculated by

T,=0 (4.12)

Hyrac+ Hyp + Rs - Tsp

Ty =Tprrs + (Tpay + R ) (4.13)
Hyac
T, =Tsips + (Tpuy + e )+ Ty (4.14)
Hyac+ Hyp + Rs - T,
Ti=Tpirs + Tsirs + 2(Tpyy + — URPc Rl (4.15)

From (4.12) to (4.14), the system parameters are listed in Table I. Denote
E[T¢4p] the mean duration of CAP in a superframe. By the properties of

multinomial distribution, the mean duration of CAP is expressed by

ElTcapl= ¥ E[N|-T;

i€(a,b,c,d) ' 416
=Ny- ¥ pi-T; (4.16)

i€(a,b,c,d)
4.4.2 Mean Contention Time of Voice QSTA

During a contention period, due to the behavior of intermittent transmis-
sion, the mean number of contending voice QSTAs is smaller than 2 in our

analysis. Thus, CWyin gy = CWiax _rr=2. Firstly, we derive the successful
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contention probability during one contention period provided that there are
N¢ contending voice QSTAs, denoted by Ps(N¢).

Denote N; as the number of contending QSTAs with counter set to 1,
and N, as the number of contending QSTAs with counter set to 2. The
successful contention event during a contention period is just either {N; = 1}

or {Ny = 1}. Equivalently, it can be written by

P (Nc) = Pr [{Nl = 1} U {NQ = 1}|N1 + Ny = Nc]
— Pr[N, = [N+

N¢
> Pr[{N,=1}N, = Ne — k] - Pr [N, = k| N ], (4.17)
k=0

k41

1, k =Ng—1
where Pr[{Ny = 1}|Ny = No — k] = 0. otherwise
For Ne=1, Ps(N¢) = 1; for Ne=2, Ps(N¢) = 0.5;, and for No > 3,
Ps (N¢) = N¢ - (%) et Since successful contention in either time slot 1 or
time slot 2 are also equally probable for N > 3 cases, the average time spent

in one successful contention period is given by

Lg+ %aforNC =1
TS = 2Lg+ 20forN¢ =2 . (418)
Lg+ %aforNC >3

For the time spent in collision period given N¢ contention users, we enu-
merate all the situations how the collision happens as:(Ny = N¢, Ny = 0),
(Ny =0, Ny = N¢),and (N > 2,Ny > 2, N; + Ny = N¢). The first two events
are equally probable and can be expressed by
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Pl,coll
=Pr{allcountersaresettol|failurecontentionperiod}

= Pr{N; = N¢|N¢, failure} = (%)NC/(l — Ps (N¢)) (4.19)

orequivalently,
. (1)%
= Pr{Ny = N¢|N¢, failure} = \3 /(1 — Ps(Ne)):
For N¢ > 2,

P2,coll

=Pr{collisionsoccurinboth |failurecontentionperiod }

— Pr{N, > 20Ny > 2|N¢, failure} (4.20)
— (1 = Ps(N¢) — 2P cou (N

= (1= P (Ne) = 2Prea (NeDjiy _ po vy

The average time spent in one contention period that collision occurs is

given by

A (5™
Te(Ne)=2Le+20 = +— Py (Ne) (2Lc +o0). (4.21)

Define random variable Ky as the number of contention periods such
that first one of N users successfully contends. We further define T as the
random variable for the contention time. In general, the average contention

time can be recursively given by

ElTer| Ne!
=5 (k= 1) T (Ne) + Ts] - Pr{Kx. =k} + E[Ter|(Ne — 1)) (4.22)
= Ts (No) + Te (Ne) - 5205 + ElTer|(Ne = 1))

Then, we can get the approximation form as follow

E[Tcr|Ne] = E[Ter|(Ne = 1)]

+T¢ (Ne) I_PS(NC),forNC >3

(4.23)
" Ps(Ne)
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Also, for N =1, E[Ter|Ne =1] = %0 + Lg, and, for Ng = 2,
E[Tcr|Ne =2]=2Ls+ L + Lo.
Finally, the mean duration of contention time, E[T¢7], can be written as

follow

E[Tcr] =

N Ny+N,
5 S E[Ter|NGIP[NG| N, Ny P[Na, Ny] (4.24)
(Na+Nb):0 Ne=0

4.4.3 Power Consumption

Here, the power consumption of a voice QSTA is defined as the ratio of
power-on period over superframe duration. For the ODP scheme, the power

consumption factor nopp is equivalently expressed by

E[Tcap] + E[Teor)
NV X TSF

Nopp = (4.25)

4.4.4 Aggregate Throughput of Data QSTA

To calculate the aggregate throughput, the frame transmission probability,r,
is obtained firstly. The frame transmission probability here is derived by
two-dimensional Markov chain queuing model. After some derivations, the

probability can be expressed by

2 x YoM, P
M P X (205 Wy + 1)
2(1 — 2P)

T Wo(l - P)(1— (2p)Mt)/(1 — PMH) (1 —2P) (4.26)

61



where P is the collision probability of data QSTAs. Then, we can derive
the P based on its definition. P is the probability that a ready-to-transmit
QSTA collides with any other QSTAs, which yields

P=1-(1-7)""1 (4.27)

Eq. (4.26) and (4.27) represent a nonlinear system in the two unknowns
7 and P, which can be solved using numerical method.

Define P,y the probability that none of data QSTAs transmit in a ran-
domly chosen time slot. Py, is given by Also, denote P,,. the probability
that only one data QSTA transmits in a randomly chosen time slot. P,,. is
given by Then, the throughput of a single data QSTA, S’, can be obtained
by

E[Payload Information in a slot time]
E[length of a slot time]

_ (1 — )"~ 1E[P] (4.28)
Pidle c 0+ Pone'TS + (1 — Pidle — Pone)TC'

S =

where T (T) is the average time that channel is sensed busy because of a
successful (collided) transmission, and E[Lpgr] is the average frame length.
Since the transmitted frames of data QSTAs cannot preempt those of voice
QSTAs, the aggregate throughput of data QSTAs, denote as S, can be written

as

Tsp —Tp — E[Tcap] — ElTcr]
Tsr

where Tsp 1s maximum duration of the superframe, T’z is the time to send

S = )-S5 (4.29)

a Beacon. Due to the chapter limitation, the detailed derivations of frame
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Table 4.1: SYSTEM PARAMETERS

Parameter Symbol |  Value
Duration of the superframe Tsp 20ms
Voice coding rate in bps Rg 8K
Transmission rate in bit/sec Re 11M
MAC header (QoS data type) in bits Hyac | 30%8
Header overhead (IP+UDP+RTP) in bits Hip 40*8
Physical overhead in sec Tpruy 192us
(including preamble length and header length)
Beacon size in bit B 40*8
SIFS TSIFS 1OMS
PIFS Tp[FS SOMS
Slot time o 20us
Time to send a beacon Ty Computed
Time to successfully transmit a contention packet | Lg Computed
Time to transmit a collided packet L¢ Computed
Time to send an ACK frame (14bytes) Tick Computed

transmission probability and aggregate throughput are not shown here. Please

refer to our previous work [6].

4.5 Simulation Result

The parameters used for the following numerical analysis and simulations are
summarized in Table 1, where the values of PHY-related parameters are re-
ferred to IEEE 802.11b [1]. Unless otherwise specified, a constant frame pay-
load size of 1028 bytes, which includes 1000 bytes application data payload,
20 bytes IP header, and 8 bytes UDP header, is used in the simulations. The
maximum backoff stage M was set to be equal to 5. The power consumption

of voice QSTAs and the aggregate throughput for data QSTAs are investi-
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gated by using the proposed ODP scheme, a round robin mechanism with
Brady’s model (RR-Brady) and a round robin [2] mechanism with constant
bit rate (RR-CBR) [2], respectively. The coding rate of CBR source model
is 8Kbps. Since the voice QSTAs will not contend in CP within RR-Brady
and RR-CBR schemes, AIFSygr is set to be DIFS.

Fig. 2 shows the normalized power consumption versus the number of
voice pairs. The normalized power consumption is defined as the percentage
of a voice QSTA operating in active mode within a superframe. From the
figure, it can be found that the power consumption of ODP scheme increases
with the number of voice pairs, which is resulted from the increased mean
contention time. However, the ODP scheme consumes the least power while
the RR-CBR consumes the most. In the ODP scheme the voice QSTA will
be removed from the polling list when there is no packet to transmit. It is
beneficial to reduce the power consumption. When the number of voice pair
is 25, the ODP scheme outperforms the RR-Brady and RR-CBR schemes by
an amount of 12.5% and 32.4%, respectively.

Fig. 3 shows the aggregate throughput of data QSTAs versus the number
of voice pairs. The number of data QSTA is 15 and the minimum contention
window is 32. The number of voice QSTAs is ranging from 0 to 25. The curves
of simulation results and numerical results of ODP are very close, which jus-
tifies the accuracy of our analysis. Also, comparing the three schemes, it can
be found that the aggregate throughput of ODP scheme is the highest among
the three schemes. The throughput enhancement increases as the number of
voice QSTAs increases. When the number of voice QSTAs is 25, the ODP
scheme outperforms the RR-CBR (RR-Brady) scheme by an amount of 90.6%
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(56%). The aggregate throughput of ODP scheme is smaller than that of RR-
Brady and RR-CBR schemes for the cases that accommodated voice pairs is
smaller than two. The reason is that the AIFSyrr of RR-Brady and RR-
CBR schemes is smaller than that of ODP, which contributes to a higher
aggregate throughput.
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Figure 4.2: Normalized power consumption for voice QSTA

4.6 Concluding Remarks

We propose a power-efficient MAC protocol, named ODP, for WLAN sup-
porting integrated voice and data service. In the ODP scheme, the voice
QSTAs are polled by the QAP at the CAP while the data QSTAs contend
for transmission at the CP. When a voice QSTA is back from silence mode, it
uses EDCF to request for including itself to the polling list. Simulation results
show the accuracy of our analysis and the performance of the ODP scheme.

It is found that the ODP scheme consumes less power and achieves higher
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Figure 4.3: Aggregate throughput for data QSTAs

data throughput compared with the RR/Brady and RR/CBR schemes.
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Chapter 5

Concluding Remarks and Future

Works

In the second year of the project, we study the the radio resource man-
agement techniques for the B3G networks. Extending the research results of
the first year, we propose a utility-based scheduling algorithm with differen-
tiated QoS provisioning, a situation-aware data access manager using fuzzy
Q-learning technique (FQ-SDAM) for WCDMA systems, and a on-demand
polling scheme for WLAN in chapter 2, 3, and 4, respectively.

In chapter 2, we propose a utility-based scheduling algorithm assuming
three design aspects of radio resource efficiency, QoS requirement achieve-
ment, and weighted fairness for multimedia CDMA networks. The utility
function of each connection is the radio resource function weighted by both
the QoS requirement achievement function and weighted fairness function.
The system resource is scheduled via maximizing the overall system util-
ity while the weighted fairness and the QoS requirements are kept. The
optimal scheduling solution is derived as a resource assignment vector for
active connections by solving the optimization of overall utility function via

a polymatroid structure. To investigate the performance of the proposed
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utility-based scheduling algorithm, we compare its average throughput with
the Exponential Rule scheduling algorithm. Simulation results show that the
utility-based scheduling scheme has higher throughput than that of expo-
nential rule scheme when both dedicated and shared channels are used in
the system. Therefore, the utility-based scheduling algorithm is effective for
multimedia CDMA systems with diverse of QoS requirements and with ded-
icated and shared channels support. In our future work, more complicated
simulation scenarios with variant service types will be carried out to further
investigate the performance and the features of the utility-based scheduling
algorithm.

Chapter 3 proposes a novel situation-aware data access manager FQ-
SDAM for multi-cell WCDMA systems, which contains a fuzzy Q-learning-
based residual capacity estimator (FQ-RCE) and a data rate scheduler (DRS).
By applying the perceptual coordination method (PCM), the FQ-RCE treats
the received home-cell interference and adjacent-cell interference as two sep-
arate linguistic variables such that it can adaptively determine the residual
capacity according to the current loadings in the home cell and the radio
resource allocation in the adjacent cells. For the DRS, a location-dependent
scheduling algorithm, modified exponential rule, is also proposed. Simula-
tion results show that, the proposed FQ-SDAM can effectively reduce the
packet error probability. In our future work, we will continue to evaluate
the aggregate data throughput. Also, the performance of FQ-SDMA under
non-homogeneous will be evaluated.

In chapter 4, we propose a power-efficient MAC protocol, named ODP,
for WLAN supporting integrated voice and data service. The main design
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concept of the ODP scheme is to exploit the nature of two-way voice commu-
nication; that is, the ODP scheme will adjust the polling list according to the
communication state. In the ODP scheme, the voice QSTAs are polled by
the QAP at the CAP while the data QSTAs contend for transmission at the
CP. When a voice QSTA is back from silence mode, it uses EDCF to request
for including itself to the polling list. Simulation results show the accuracy
of our analysis and the performance of the ODP scheme. It is found that
the ODP scheme consumes less power and achieves higher data throughput
compared with the RR/Brady and RR/CBR schemes. In our future work, we
will study the techniques for power saving by considering the effect of silence
mode and other physical layer behaviors of the WLAN.

Perspectively, we will integrate all the developed RRM technologies for
WCDMA and WLAN network in the first and second years of the research
and apply them to the B3G network in the third year.
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