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Abstract

Desktop videoconferencing is becoming more practical and accessible in recent years.
But typical systems today still lack a nearly face-to-face conference look and feel. The
purpose of this project is to research into technologies for distributed desktop multipoint
videoconferencing, wherein we especially emphasize the processing of video signals. On
the computer screen of each conference terminal, we intend to show a virtual conference
room where the images of conferees at all other terminals are shown. For this, each terminal
will first need to segment the local input video to extract the image of the local conferee,
encode it, and transmit it to the other terminals. Each terminal will also need to decode all
the received videos and form a composition. The research is conducted based on the
MPEG-4 specifications, utilizing personal computers as the realization platform. Subjects in
this research can be divided into four major groups: conferencing system, network transport,
transmitter video processing, and receiver video processing. The intended period of research
is three years. This report is concerned with research done in year one, where we have
emphasized video segmentation techniques, efficient MPEG-4 video coding, and the
understanding of MPEG-4 specifications. In video segmentation, we proposed several
methods and implemented a real-time video input and segmentation system on a personal
computer. In MPEG-4 video coding, we implemented a faster MPEG-4 video encoder on a
personal computer by improving a public-domain software. In understanding of other
MPEG-4-related specifications, we studied literature about scene composition and the
signal transmission interface, and we tried to acquire some relevant software packages and

examine their functionalities.

Keywords: Video Segmentation, Video Composition, MPEG-4 Video, Real-time Software
Video Coding, Multipoint Videoconferencing
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Paper 1

Edge-and-Motion-Based Semantic Video Object Extraction and
Application to Scene Composition
Yih-Haw Jan and David W. Lin, Senior Member, IEEE

Abstract — We consider automatic segmentation of
natural video for content-based video applications. In
particular, we present a segmentation algorithm employing
both motion and edge information. It employs the edge-linking
approach for accurate determination of object boundaries and
bidirectional motion estimation for robust tracking of object
motion and shape change. The algorithm is designed with
computational complexity also in mind. We further consider
scene composition using the segmented objects. We describe
and evaluate a method to enlarge or shrink objects for such
purpose. The method is amenable to spatial-scalable coding.*

Index Terms — Object resizing, object tracking, scene
composition, video segmentation.

I. INTRODUCTION

VIDEO segmentation for object-based coding and video
content manipulation has received much recent attention.
In this work, we consider employing the segmented video
objects in scene composition. It is noted that current
segmentation techniques are still in need of improvement in
two areas to make them more practical for various
applications. The two areas are accuracy in identification of
object boundaries (especially when the objects are grossly
nonconvex in shape) and computational complexity.

In terms of object boundary identification, several major
approaches are watershed analysis [1], [2], contour evolution
[3], [4], and edge linking [5], [6]. We take the edge linking
approach, which appears to be able to result in reasonably
accurate identification of object boundaries. We present a
method that performs edge linking efficiently. To track
robustly the motion and potential shape changes of the
segmented objects, we conduct both forward and backward
motion estimation. The motion estimation method is designed
with computational complexity in mind.

In using the segmentation results in scene composition, we
frequently need to enlarge or shrink the objects. We consider
how these can be done efficiently with good performance, in a
manner that is also suitable for spatial-scalable coding.

In what follows, Section II describes the video
segmentation algorithm and the associated experimental
results. Section III discusses the use of the segmentation

! This work was supported by the National Science Council of Republic of
China under grant no. NSC 92-2219-E-009-009 and by the Lee and MTI
Center for Networking Research at National Chiao Tung University.

The authors are with the Department of Electronics Engineering, National
Chiao Tung University, Hsinchu, Taiwan 30010, ROC (e-mails:
yhjan.ee86g@nctu.edu.tw, dwlin@mail.nctu.edu.tw).

results in scene composition. And Section IV is the conclusion.

II. PROPOSED VIDEO SEGMENTATION ALGORITHM

The proposed video segmentation algorithm is shown in Fig.
1. The algorithm employs both motion analysis and edge
analysis, where the motion analysis consists in the blocks
marked “change detection,” “forward tracking,” and
“backward validation,” and the edge analysis consists in the
blocks marked “edge detection” and “video object extraction.”
In edge detection, we employ the Canny edge detector [7]. In
change detection, we employ a statistical significance test on
the interframe pixel value differences [8], [9]. Details are
omitted. The primary novelty of the algorithm consists in the
forward tracking, backward validation, and video object
extraction blocks.

A. Video Object Tracking

“Forward tracking” and “backward validation” apply to the
second and subsequent frames in a video sequence. They are
omitted for the first frame, for there is no prior presence of
objects to track in the first frame.

“Forward tracking” tracks the motion and shape change of
each object. It employs hierarchical, block-based motion
estimation [10] to find the motion vectors, where the finest
block size is 2x2 . It is carried out for the segmented objects
only and the effective search range is +14 pixels. Hierarchical
motion estimation can capture true object motion better at a
reduced complexity compared to straightforward block-
matching motion estimation [10]. Nevertheless, because we
have used a small final block size for added accuracy in the
estimated motion, the complexity of motion estimation
becomes relatively high and it amounts to roughly 97% of
full-search motion estimation with an equal search range (but
only over the areas where motion estimation is conducted).
Since subsequent backward wvalidation and video object
extraction will adjust the object shape, we can tolerate some
inaccuracy in forward tracking. This can be used to reduce the
complexity of motion estimation, but it is not pursued in the

FRAME n EDGE
[ | DETECTION i
VIDEO CHANGE FORWARD BACKWARD VIDEO OBJECT
INPUT DETECTION || TRACKING [ |VALIDATION[ | EXTRACTION
FRAME n-p FRAME n-1
FRAME
MEMORY

Fig. 1. Proposed structure of video extraction and tracking algorithm.
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Fig. 3. Arbitrary example for illustration of the first three steps in video
object extraction. (a) Backward-validated object mask M. (b) Same as

(a) with edge pixels marked in black. (¢) M, the mask after orthogonal
scans. (d) My, the mask after mask trimming. (e) After segmental
horizontal scan. (f) Mg, the mask after segmental vertical scan.

present work.

“Backward validation” projects (after motion compensation)
those pixels in the change detection mask but not in the
forward-tracked object footprint into the previous frame and
verifies if they are part of the segmented object. If not, they
are deleted. This requires backward motion estimation, which
is also done using the above-described hierarchical motion
estimation method. But the complexity is low because it is
needed only for a small portion of the pixels in a frame.

B. Video Object Extraction

After motion tracking, the resulting pixel mask for an object
may not match the object accurately. For example, it may
contain some holes in the interior and its boundary may
contain cracks or bulges. “Video object extraction” attempts
to rectify these problems by edge-based morphological
processing. The process involves four steps as illustrated in
Fig. 2, where the purpose of the first three steps are to attain a
suitably tight sketch of the object mask so that the last step
(edge linking) can obtain the final, precise object mask
efficiently.

We illustrate the steps using an arbitrary example of the
backward-validated object mask shown in Fig. 3(a) (the gray
pixels). For convenience, denote the mask M. Let the edge
pixels (obtained by the Canny edge detector) in M be as
shown in black in Fig. 3(b). We assume that the edge pixels in
M and near its outer perimeter are the ones that define the

Dw

(©) (d)

Fig. 4. Illustration of edge linking method. (a) M, the mask after
segmental vertical scan. (b) Search windows for gap regions AB and
CD, respectively, at search depth Dw = 4. (¢) Edge search results for
gaps AB and CD, respectively. (d) Final object mask after edge linking.

object boundary. The problem is to identify these pixels and
bridge all the gaps.

For this, we first stop the “holes” inside M through the
“orthogonal scans” step. In this step, similar to [11], we first
conduct a “horizontal scan” over each row of M to fill in the
space between the leftmost and the rightmost pixels. Then the
result is subject to a “vertical scan” that fills in the space
between the topmost and the bottommost pixels of each
column. For the arbitrary example, we obtain Fig. 3(c) as the
result. Denote it M, for convenience.

As can be seen, holes inside M are stopped in M,, but the
mask may also be significantly expanded. Thus in the “mask
trimming” step, we trim the overgrowth by eroding M, from
the outer side inwards, deleting every pixel that is not an
eight-connected neighbor of the original backward-validated
mask M. This can patch up any one- and two-pixel-wide
“cracks” that may remain in M,, but will also leave a one-
pixel-wide “coating” around M, that is outside the original
perimeter of M. Therefore, we conduct the erosion for one
more time, trimming away any pixel on the outer boundary of
the remaining M, that does not belong to M. The result for the
arbitrary example is shown in Fig. 3(d). Denote it M; for
convenience.

The next step, “segmental orthogonal scans,” tries to tighten
up the mask further for the benefit of the last step, “edge
linking.” It first examines each connected horizontal line
segment in M; and fills in the space between the two farthest
edge pixels (see Fig. 3(e) for the arbitrary example). Then a
similar operation is conducted in the vertical direction, but this
time regarding pixels in the horizontal result as equivalent to
edge pixels. Denote the final result My for convenience. Fig.
3(f) illustrates this result for the arbitrary example.

After the foregoing steps, we have now obtained an object
mask that is solid inside and relatively tight around the
(assumed) object boundary edges on the outer side. This can
be seen from Fig. 4(a), which redraws Ms in gray and black
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Fig. 5. Segmentation result of Akiyo. Top row: original frames; bottom
row: extracted moving object. Numbers below are frame numbers.
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Fig. 6. Fractional agreement between segmentation and reference mask
for Akiyo sequence.

(the latter denoting edge pixels). We now perform the last step
of work, “edge linking,” to finalize the boundary of the
extracted object. For this we resort to the well-recognized
Dijkstra shortest-path algorithm [12] to bridge all the gaps,
including the “apparent gaps” AB and CD.

In application of the Dijkstra algorithm, each gap is treated
separately. An edge pixel in M is assigned a distance d and

(We set dy =1 and
d; =10 in the experiments reported below.) A suitable search

depth into Mg (denoted Dw) is chosen. Fig. 4(b) illustrates the
edge search windows for gaps AB and CD under Dw = 4.
Since the complexity of the Dijkstra algorithm is typically

each nonedge pixel a distance d .

O(n 2) where n is the number of pixels in the search window,

the smaller the window, the higher the algorithm efficiency.
Because we have suitably tightened the outer perimeter of M;
around the (assumed) object boundary edges, the search depth

80 150

Fig. 7. Segmentation result of Mother and Daughter. Top row: original
frames; bottom row: extracted moving object. Numbers below are
frame numbers.

Dw can be quite small (experiments show that DW<S5 is
enough) and yet we can find most of the desired edges. Fig.
4(c) shows the edge search result for gaps AB and CD, and
Fig. 4(d) the final object mask obtained by video object
extraction.

C. Experimental Results

We show some results from segmenting the Akiyo and the
Mother-and-Daughter sequences in CIF format (352x288).
Fig. 5 shows the results for Akiyo at Dw = 5. Fig. 6 shows the
fractional agreement of the segmented object mask compared
to a reference mask, calculated as proposed in [13]. The
agreement is always above 0.995. Fig. 7 shows the results for
Mother and Daughter, also at Dw = 5. The identified object
boundaries are rather accurate.

III. APPLICATION IN SCENE COMPOSITION

A. Method for Object Enlargement and Shrinkage

Consider scene composition using the extracted video
objects. This is expected to require often enlargement or
shrinkage of the video objects. For convenience, we consider
employing the interpolation and decimation filters specified in
MPEG-2, which are [-12, 140, 140, -12]/256 for interpolation
and [-29, 0, 88, 138, 88, 0, -29]/256 for decimation. The
frequency responses of these filters are shown in Fig. 8.

Several modifications are necessary, however. First,
MPEG-2 only considers enlargement and shrinkage by a
factor of two (both horizontally and vertically), but we
consider arbitrary-factor interpolation and decimation. And
second, MPEG-2 only considers interpolation and decimation
for rectangular video frames, whereas we have arbitrarily
shaped video objects.

Consider enlargement by arbitrary integer factors first. We
consider a simple interpolation method illustrated by example
in Fig. 9. In essence, enlargement by an integer-power-of-2
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Fig. 9. Proposed enlargement algorithm, illustrated by example. (a)
Enlargement by two or three times. (b) Enlargement by two, four, or
five times. (Gray squares denote pixels in the original object mask or as
obtained by interpolation using the MPEG-2 filter; white squares
denote linearly interpolated pixels. Dashed lines indicate linear
interpolation between nearest pixels.)

(say 2") times is accomplished by repeated application of the
MPEG-2 interpolation filter n times. Enlargement by a factor
that is not an integer power of 2 is accomplished by enlarging
to the nearest lower integer power of 2, followed by linear
interpolation between two nearest pixels according to the
relative pixel distances. Shrinkage by arbitrary integer factors
operates on a similar principle and is illustrated also by an
example in Fig. 10. Again, shrinkage by an integer-power-of-
2 times is accomplished by repeated application of the MPEG-
2 decimation filter. Shrinkage by a factor that is not an integer
power of 2 is accomplished by shrinking to the nearest lower
integer power of 2, followed by linear interpolation between
two nearest pixels according to the relative pixel distances.

A rational-factor (say, g/p where p and q are coprime
integers) enlargement or shrinkage can be obtained as follows.

Find the nearest lower powers of 2 for p and g, say, 2™ and

2" | respectively. Enlarge or shrink the object by 2" times.
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Fig. 10. Proposed shrinkage algorithm, illustrated by example. (a)
Shrinkage by two or three times. (b) Shrinkage by two, four, or five
times. (Gray squares denote pixels in the original object mask or as
obtained by decimation using the MPEG-2 filter; white squares denote
linearly interpolated pixels. Dashed lines indicate linear interpolation
between nearest pixels.)

Then perform linear interpolation between nearest pixels
according to the factor g/p in a similar way as that for integer-
factor enlargement or shrinkage.

In either enlargement or shrinkage, when the filter memory
extends beyond the object mask (this happens when operating
on pixels near the object boundary), we repeat the boundary
pixel values for filtering purpose, similar to the principle used
in H.263 and MPEG-4 for motion estimation.

Note also that the way object enlargement and shrinkage
are conducted fits well into a context of spatial-scalable
coding.

B. Experimental Results

Since we deal with arbitrarily shaped objects, the
interpolation and decimation performance at object boundaries
is of particular interest. In Fig. 11 we show some results on
the similarity (in PSNR) between the original segmented
object and the resulting one that is enlarged X times and
shrunk to the original size, where X is between 2 and 5. As
expected, the interior pixels (inside a three-pixel-wide band at
object boundary) are subject to less distortion from
enlargement and shrinkage compared to pixels near the object
boundary. But overall, the PSNR is reasonably high.

Fig. 12 shows two synthesized scenes (two frames each)
obtained by superimposing the moving objects segmented
(and shrunk by two times) from the Claire, the Akiyo, and the
Salesman sequences onto some background and middle
ground, and with an additional foreground overlaid on them.
The synthesized scenes appear natural.



~45.2 1
o
i s
& . /0
~ Ar
o ps // NEVAVASR \\ “ B
, IVSVARSVEA WAL
Voo, Y e
. IO \ /
NERANS 0 /
- o~
2481 i - A
A// \\‘ / ! /
N ' I
—~ AN ’ W/
\ ,\\/\/’\ - IS S /»/\/\\r‘\\, AN
44611 vAr Yy N / 3
44.4 L L
0 50 100 150
Frame Number
(@
45
445 B
44 A
o N o
= [ M4y
24 P Y ety
Z MAKARN VR AT ' LA ) !
7] \ ' I
9 v A ' N R
[ N Vv B S
4351 NP N b
(RS I ’/
AREA AH\\ A
\ \ ! \ /.
AN Loy AR
AR T BN L) Ny Ly ¥
I [ENSTREE i ] l
L 1 I AR R R VA il
43 i ’\H”\y I A AN I
\ \ i
W / v !
; — Two
Three
— - Four
— - Five
425 . ‘
50 100 150
Frame Number

Fig. 11. Similarity, in PSNR, between the original segmented video
object in CIF Mother-and-Daughter sequence and that enlarged X times
and shrunk to original size, where X is between 2 and 5. (a) For interior
of object (inside a three-pixel-wide band at object boundary). (b) For
the three-pixel-wide band at object boundary.

IV. CONCLUSION

We proposed an automatic video segmentation (or video
object extraction) algorithm for content-based video
applications. The algorithm employed edge analysis for
accurate determination of object boundaries and it employed
bidirectional motion estimation for robust tracking of object
motion and shape change. The algorithm had been designed
with computational complexity in mind, but further reduction
in computational complexity is still highly desirable,
especially in motion estimation.

We considered using the segmented video objects in scene
composition. For this we discussed a way to enlarge or shrink
arbitrarily shaped video objects. The method worked in a
spatial-scalable manner. The synthesized scenes appeared

Fig. 12. Synthesized scenes using segmented (and shrunk by two times)
video objects and other video contents.

rather natural.
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ABSTRACT

We design a video segmentation algorithm and conduct a
real-time implementation on a personal computer (PC). The
algorithm is based on background subtraction. To facili-
tate the setting of some thresholds used in the algorithm,
we develop a novel method to estimate the camera noise.
The algorithm builds a stationary background buffer by con-
sidering short-term background and temporary foreground
masks. When camera motion occurs, we recover the station-
ary background from panorama background buffer through
global motion estimation. Simulation results show that the
proposed techniques perform reasonably well. The real-
time PC-software implementation employs a graphical user
interface. With a P-4 2.4-GHz CPU and 512-MB RAM,
the current un-optimized implementation yields a speed of
about 5 frames per second (fps) for CIF-size video when the
camera is still. In presence of camera motion, the speed is
about 1.7 fps.

1. INTRODUCTION

We consider the design and implementation of a video seg-
mentation algorithm on a personal computer (PC). The in-
tended application is to support PC-based multipoint video-
conferencing.

Our segmentation algorithm is based on the “back-
ground subtraction” approach. One way to obtain the back-
ground image is to find and remove all moving objects, but
in many situations this may not be easy. In our method, the
background is obtained by gathering the stationary regions.
Because flat inner regions in moving objects may be mis-
taken to be background, we use a temporary object mask
to alleviate this problem. In the event of camera motion,
we need to rebuild a new background. In order to reduce
the rebuilding delay, we use the idea of mosaic (“sprite”) to
salvage most of the existing background.

This work was supported by the National Science Council of R.O.C.
under grant no. NSC 92-2219-E-009-009.

In deciding whether a pixel should be considered back-
ground, some thresholds are needed which should be set
taking camera noise into account. We thus develop a novel
two-stage method for camera noise estimation.

In what follows, Section 2 describes the proposed seg-
mentation method. Section 3 describes the PC-based imple-
mentation. Section 4 presents some simulation results. And
finally, Section 5 contains the conclusion.

2. PROPOSED SEGMENTATION METHOD

Figure 1 shows a block diagram of the proposed segmen-
tation method. We explain its functioning in the following
subsections.

2.1. Two-Stage Noise Estimation

To facilitate the choice of the many noise-dependent thresh-
olds needed in the segmentation algorithm, we develop a
two-stage method for accurate camera noise estimation.

Assume that the camera noise obeys zero-mean Gaus-
sian distribution. Since the camera noise is uncorrelated
between frames, the interframe difference of a stationary
pixel obeys zero-mean Gaussian distribution with variance
o? that is twice the variance of the camera noise. This is
similar to [1] and other works.

To estimate o2, we should use the pixels belonging to
stationary background and exclude those belonging to mov-
ing objects. In our experience (and as is intuitively reason-
able), the pixels with larger interframe differences usually
form a cluster when they belong to moving objects. The
larger frame differences caused by camera noise are usually
randomly distributed. Therefore, similar to [2], we check
for existence of directional structure in the interframe dif-
ference at each pixel to detect pixels belonging to moving
objects. Specifically, for each pixel, we calculate the four
directional sums in frame difference map using the masks
shown in Fig. 2. If one of them is larger than a certain
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Fig. 2. Four masks for directional sums.

threshold, we assume that the pixel belongs to a moving
object.

Now we face a problem: how can we set the thresh-
old without knowing the amount of camera noise in the first
place? To solve this problem, we calculate the interframe
pixel variance o7, over the entire frame and use it to set an
initial threshold ac to test the directional sums. After we
remove the pixels with large directional interframe differ-
ences, the remaining pixels are used to compute a second
interframe variance o7. Then we use Bo? as the threshold
to classify the pixels and obtain the final estimate for 2.

To verify the validity of our method, we first estimate
the true variance o2 from manually chosen pixels in video

Fig. 3. Image areas used to estimate the true camera noise
variance for (a) Mother-and-Daughter and (b) Claire se-
quences.
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Fig. 4. Noise estimation for Mother-and-Daughter se-
guence.
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Fig. 5. Noise estimation for Claire sequence.

frames that belong to the stationary background. For exam-
ple, the white areas in Fig. 3 mark the pixels used to esti-
mate o2 for the two images. Figures 4 and 5 (curves labeled
“Stage 1”) show that using ac?, we can remove most pixels
belonging to moving objects, but not completely satisfacto-
rily. The result of stage 2 is closer to the exact value.

2.2. Temporary Foreground Mask

We now generate a temporary foreground mask to be used in
obtaining the stationary background buffer, detecting scene
change, and global motion estimation.

2.2.1. Get Initial Object Mask

At first, we use the 3 x 3 window to calculate the mean-
square frame difference at each pixel. If the result is larger
than a threshold o2, then the pixel is classifed as belonging
to a moving object. An example of the thresholded frame
difference map is shown in Fig. 6(a). Next, we use the fill-
in technique proposed in [3] to get a rough mask. For this
the pixels between the first and last white pixels (indicating
pixels in moving objects) in each row is made white. Then
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Fig. 6. (a) Thresholded frame difference map. (b) Fill-in for
each row. (c) Fill-in for each column. (d) Second fill-in for
each row.
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Fig. 7. (a) Initial object mask. (b) Edge map. (c) Refined
mask. (d) Edge map after removing background edges. (e)
Final object mask.

this is doen for each column and once again for each row.
The step-by-step results are shown in Fig. 6.

2.2.2. Refine Initial Object Mask

A rough mask obtained above is enough in some cases but
not in others. In Fig. 7, for instance, there are two persons
sitting side by side. The background between the two per-
sons is included in the mask by the fill-in process. Hence we
use edge information to refine the initial mask, where the
edge information is obtained using the Canny operator [4].

The Canny operator performs a gradient operation on
the image that has been convolved with a Gaussian filter.
Then nonmaximum suppression is applied to thin the edges.
Lastly, thresholding with hysteresis is used to find and link
edges. The edge map after applying Canny operator is shown
in Fig. 7(b). The code for it is obtained from [5].

We refine the initial object mask by shrinking the ini-
tial mask to fit the edge map. Figure 7(c) shows the shrunk
mask for Fig. 7(a). The example shows that the edge map
may include many background edges and these edges may
impact the result adversely. To reduce their influence, we
use a buffer to store the background edges. When an edge
always appears at a certain position, we assume that it is
a background edge. The edge map after removing back-
ground edges is shown in Fig. 7(d) and the resulting object
mask is shown in Fig. 7(e). Comparing Figs. 7(c) and (e),
we see that the overgrowth due to background edges can be
effectively removed.

Fig. 8. Result of short-term background estimation.

Fig. 9. Weighting mask for the Mother-and-Daughter se-
guence.

2.3. Short-Term Background Estimation

We consider six consecutive frames fr(7) (1 < k < 6)
and calculate the frame differences d,,, (1) = f6(i) — fm (¢)
(1 < m < 5) at each pixel . For every pixel ¢, we calculate
the variance of d,,,(7) (1 < m < 5)ina3 x 3 window. If
the variance is smaller than a threshold given by Ao2, then
we consider the changes in the six frames small and regard
pixel 7 in the sixth frame as background. The result is shown
in Fig. 8 for the earlier example.

2.4. Construct Stationary Background Buffer

Most wrong decisions in short term are due to flat inner ob-
ject regions because they do not show significant variations
across frames. Such effects can be seen from Fig. 8. To re-
duce this problem, we use the temporary foreground mask
to weigh every pixel before putting the short-term back-
ground into the final background buffer.

A weighting mask for the earlier example is shown in
Fig. 9, where black pixels indicate reliable background pix-
els and are given higher weight while white pixels indicate
moving objects and are given zero weight. A pixel marked
gray is one in the short-term background and also in the tem-
porary foreground mask. It may suffer from the flat inner re-
gion problem and we give it a lower weight. We accumulate
the weights at every pixel and the short-term background is
put into the stationary background buffer when the accumu-
lated weight meets a threshold.

2.5. Deal with Camera Motion

In background subtraction, the background should ideally
be stationary. If the camera moves, the background buffer
should be rebuilt. Typically, there may be a large overlap
between the old and the new backgrounds. Thus we employ
the image mosaic technique to make use of the overlap and
speed up background reconstruction.
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Fig. 10. Global motion estimation.

2.5.1. Scene Change Detection

We use scene change detection to detect camera motion.
When the difference between background frames at differ-
ent times is large, we assume that camera motion has oc-
cured. The background here is obtained by excluding the
temporary foreground mask. Since a flat region may yield
no frame difference in small camera motion, we only con-
sider the regions near edges.

2.5.2. Global Motion Estimation

Figure 10 illustrates the method we use to estimate the global
motion due to camera motion, which is based on the hierar-
chical architecture of [6] and [7]. The advantage of a hierar-
chical architecture is that it can handle large displacements
and reduce computational complexity.

We minimize the sum-squared difference E between the
current frame I and the displaced reference frame I':

where e; = I'(gy}) — I(x;,y;) . Considering both perfor-
mance and simplicity, we adopt the affine motion model:

! 1
T; = a0 + a2%; + a3y, Y; = a1 + aax; + asyi,

where ag, . .., as are the motion parameters. The gradient
descent method [6], [8] needs a set of initial values for ay,.
We use stepped search to obtain the initial ag and a;. The
search range is +15 in both coordinates and therefore the
range in full size is 60. The others a;’s are set to a; =
as = landaz = a4 = 0.

The gradient descent iterations are carried out according
to
atl =a +H o

where af denotes a at iteration ¢, H is an 6 x 6 matrix equal
to one-half times the Hessian of E:

N
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and b is an 6-vector equal to minus one-half times the gra-
dient of E:

Besides, in the first iteration of each level, the histogram of
le;| is computed to find a threshold T" such that the number
of |e;| bigger than T is about 15% of considered pixels. In
the following iterations, the pixels whose |e;| are larger than
T are excluded in gradient descent operation. By observing
the speed of convergence for the Stefan sequence and the
related results in [6], we set the maximum number of iter-
ations at each level to 34. The transform between (z;,y;)
and (z4;) is usually non-integer and therefore bilinear in-
terpolation is used.

The projection of motion parameters from one level to
the next is effected by multiplying a¢ and a; by two and
keeping the others the same.

2.5.3. Panorama Background and Background Recovery

After we have obtained the camera motion, the background
can be stored in the panorama background buffer accord-
ing to the motion parameters. When camera motion oc-
curs, the stationary background buffer can be rebuilt from
the panorama background quickly. The bilinear interpola-
tion is adopted to deal with non-integer motion.

2.6. Background Subtraction

The final object mask is obtained by differencing the cur-
rent frame and the stationary background buffer. In general,
the background in the current frame may be subject to light-
ing change and contain shadows, and the stationary back-
ground may contain some wrongly identified background
pixels. Therefore, the differencing result may still contain
some error regions. We therefore remove the small isolated
pixel groups outside and inside the resulting object mask.
Figure 11 shows an example.

3. PC-BASED IMPLEMENTATION

The PC-based implementation employs a capturing camera
and a PC, where the PC is used for system control, video
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Fig. 11. (a) 255th frame. (b) Stationary background buffer.
(c) Mask after subtraction and thresholding. (d) Final object
mask.
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Fig. 12. The application program interface.

segmentation, and result display. We develop a GUI (graph-
ical user interface) employing the Windows SDK (software
development kit) from Microsoft.

We use the VW (Video for Windows) 1.0 library, origi-
nally released by Microsoft in November 1992 for the Win-
dows 3.1 operating system, to interface with the camera.
The captured frame is embedded in an AVI (Audio-Video
Interleaved) file with its beginning marked by “##db”.

After the video segmentation, we display the result in a
window created through the Windows SDK.

We implement two major control units: capture control
and threshold control. The former controls the digital cam-
era, such as start, stop, image size, and luminance. The lat-
ter is used to adjust the thresholds in temporary foreground
mask, short-term background, and background subtraction.

The application program interface is illustrated in Fig. 12.

With a P-4 2.4-GHz CPU and 512-MB RAM, the cur-
rent un-optimized implementation yields a speed of about 5
frames per second (fps) for CIF-size (352x288) video when
the camera is still. In the presence of camera motion, the
speed is about 1.7 fps.

4. SIMULATION RESULTS

4.1. Segmented Image Masks

Figure 13 shows some results of the Mother-and-Daughter,
the Claire, and the Akiyo sequences. The required number
of frames to obtain enough background for them is observed
to be about 260, 150, and 10, respectively. We can see that

@

Fig. 13. Some segmentation results of the Mother-and-
Daughter ((a)—(d)), the Claire ((e)—(h)), and the Akiyo ((i)-
(1)) sequences. Panels alternately show stationary back-
ground buffer and segmented object mask. The frame num-
bers are as follows. (a), (b) 140. (c), (d) 260. (e), () 60. (g),
(h) 150. (i), (§) 10. (k), (I) 165.

the object masks are more accurate as we obtain more back-
ground.

Two major factors influence the required number of
frames to gather enough background. First, if the back-
ground is covered by moving objects for a long time, then
of course we would need to wait for a long time until the
background becomes uncovered to gather it. Second, it also
depends on the amount of camera noise. For a low cam-
era noise sequence, we can set more critical thresholds for
the short-term background and the temporary foreground.
This can lead to a shorter time in gathering the station-
ary background buffer. The amount of camera noise in the
three test sequences, in descending order, is Mother-and-
Daughter, Claire, and Akiyo. We see that the required num-
ber of frames to obtain enough background, in descending
order, is also the same for the three sequences.

4.2. Global Motion Estimation and M osaic

We now examine the effect of global motion estimation and
background mosaic. First, Figure 14 shows two panorama
background buffers obtained using the Stefan test sequence,
for which a reference segmentation exists

Next, we show the benefit of background salvaging us-
ing a sequence captured in our lab. Figure 15 shows the
segmented image masks for several frames after a camera
motion when we just reset the background upon camera
motion. If we use background mosaic to salvage existing
background, the resulting image masks are as shown in Fig-
ure 16. It is obvious that the result with background mosaic
is more accurate during the rebuilding of new background.



Fig. 14. Mosais results for the Stefan sequence. (a) From
1st to 13th frames. (b) From 40th to 73th frames.

i3]

Fig. 15. Segmented image masks without background mo-
saic. Frame numbers are: (a) 145 (where camera motion is
detected), (b) 146, (c) 147, (d) 148, (e) 149, (f) 150, and (g)
151

5. CONCLUSION

We developed a video segmentation algorithm based on the
background subtraction approach and implemented a real-
time video segmentation system on PC based on the algo-
rithm. The intended application was PC-based multipoint
videoconferencing.

The algorithm used a temporary foreground mask to re-
duce the influence in background construction of the inner
flat regions in the moving objects. It also used a panorama
background buffer (mosaic or sprite) to improve the seg-
mentation accuracy immediately after camera motion. A
two-stage method for camera noise estimation was devel-
oped to facilitate the setting of various algorithm thresh-
olds. Simulation results show that the algorithm performs
relatively well, although further improvements are still de-
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Fig. 16. Segmented image masks with background mosaic.
Frame numbers are as in previous figure.

sirable.

With a P-4 2.4-GHz CPU and 512-MB RAM, the cur-
rent un-optimized implementation yields a speed of about
5 fps for CIF-size video when the camera is still. In the
presence of camera motion, the speed is about 1.7 fps.
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Appendix A

VARIABLE-STEP-SIZE MULTIMODULUSBLIND DECISION-FEEDBACK
EQUALIZATION FOR HIGH-ORDER QAM BASED ON BOUNDARY MSE ESTIMATION
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Dept. of Electronics Engineering and
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Hsinchu, Taiwan 30010, ROC

ABSTRACT

We consider blind decision-feedback equalization (DFE) un-
der high-order modulation, which presents more difficult operat-
ing requirements than lower-order modulation. We base our de-
sign on the multimodulus algorithm (MMA). To attain fast con-
vergence speed and low steady-state mean-square error (MSE), we
consider varying the adaptation step size according to the presently
achieved MSE. For this we investigate the properties of the MSE
under blind MMA-based DFE and, based on the results, propose a
method to estimate its value. The estimate is obtained by analyzing
those equalizer filter outputs whose values fall outside the bound-
ary of the modulation’s constellation. Simulation results demon-
strate the effectiveness of the proposed scheme.

1. INTRODUCTION

Blind equalization is of use in transmission systems where there
exist no (or insufficient) known signal patterns that can be used for
equalizer training. An example is downlink cable modem trans-
mission where the known signal patterns are quite sparse that, if
they are used to adapt equalizers in conventional training-sequence-
based ways, the convergence may be very slow. A number of
blind equalization algorithms have been proposed in the last few
decades, of which many are of the stochastic gradient type. We
consider the recently proposed multimodulus algorithm (MMA)
[1], [2], which has relatively good performance.

A well-known design issue of stochastic-gradient type of adap-
tive algorithms is the choice of the adaptation step size, which has
to strike a balance between convergence speed and steady-state
SNR. In QAM-based transmission, this issue is more acute for
higher-order modulations than for lower-order ones, because the
former require higher SNR values to attain a given error perfor-
mance than the latter and thus the convergence speed has to be sac-
rificed more. A way to alleviate this problem is to employ a vari-
able step size (VSS) [3], [4]. For automatic adjustment of the step
size, however, a mechanism to determine the current state of con-
vergence is required, where the state of convergence may be char-
acterized, for example, by the estimated mean-square error (MSE)
at equalizer output [4]. Herein lies another problem that is more
serious for blind equalization under higher-order modulations than
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under lower-order ones. That is, the equalizer output errors are rel-
atively large before final convergence. Thus, for higher-order mod-
ulations, tentative decisions are liable to greater error probabili-
ties and simplistic MSE estimates may suffer greater inaccuracy.
In this work, we propose a method for reliable MSE estimation
and an associated VVSS multimodulus algorithm for blind decision-
feedback equalization (DFE) under high-order QAM-based trans-
mission, such as 1024-QAM over downlink digital cable channels.

The remainder of the paper is organized as follows. Section
2 presents the MMA algorithm for blind DFE and motivates our
VSS design based on MSE estimation. Section 3 discusses the
proposed MSE estimator. Section 4 further discusses the design
of the VSS MMA algorithm and elucidates it with an example that
also illustrates the superiority of the VSS MMA over a single-stage
MMA. And Section 5 is the conclusion.

2. BLIND DFE EMPLOYING MMA

2.1. System Structure
The MMA [1], [2] seeks to minimize a cost function given by

U(y) = E[(yr — Rn)” + (yi — Ry’ 1)
with ( _ ) ( )
E (a2F E (a?*

R} = ~L = e 2

E(al) B (lal") @)

where y is the filter output in the equalizer, with y, being its real
part and y; its imaginary part, a, and a; are, respectively, the real
part and the imaginary part of the QAM symbol a, L is a postive
integer, and R, is called the constraint value of the algorithm. In
practice, L = 2 is a good choice to compromise between imple-
mentation complexity and performance [2]. Letting L = 2 and
taking the gradient of ¥ (y) with respect to y yield

Y(y) =yr (yr — Rm) +5vi (¥ — R) . ®)
With fractionally-spaced DFE, we have

—1N;-1

y(n) = Zz,szxzn—k) Zbka(n—k) (4)

i=0 k=0

where we now associate a time index = (in number of QAM sym-
bols) with the equalizer filter output y, f ; is the kth coefficient



of the 4th phase of the feedforward filter (FFF), by, is the kth coef-
ficient of the feedback filter (FBF), z;(n) is the equalizer input in
phase ¢ of symbol n, L is the oversamping factor, IV is the length
of the FFF in number of symbols, N, is the number of taps in the
FBF, and a(n) is the decision output of the equalizer. From (3),
we obtain the MMA blind DFE adaptation equations as

fri(n) = friln—1) = py(y) =7 (n — k), Q)
br.(n) br(n—1) + pe(y)a*(n — k), (6)

where p is the step size.

2.2. Steady-State M SE of the MM A

We start by considering the simpler case of linear equalization.
For this, let w be the vector of equalizer coefficients and z be the
vector of input signal samples stored in the equalizer tapped delay
line. The adaptation equation is given by

w(n) = w(n —1) — py(y(n)) 2" (n). (7
Letw

w,,; be the optimal filter coefficient vector and define @(n) =

Wopy — w(n). Then the a priori and the a posteriori estimation

errors are given by, respectively,
ea(n) = z(n) w(n — 1), ®)

ep(n) = z(n) @(n) = ea(n) — pllz(n)||* P (y(n)).  (9)
In the steady state where E{@w(n)} = E{@w(n — 1)}, the mean-
squares of the estimation errors are related by [5]

. { Jea(n)[? } e { [ea(n) — pllz(m)IP(y(n))

| 2

llz(n)l? llz(n)? ’
(10)
which can be simplified to

E{Rlea(n)y(y(n))]} = %E{”&(")”Q )’} @)

Now, assume that the residual error is small when the equalizer is
converged. Then first-order approximation as in [6] gives

P(y(n) = Y(a(n)) + ¢'(a(n)) ea(n), (12)

where a(n) is the transmitted symbol at time n. (Without loss of
generality, the transmission and filtering delays are disregarded.)
Substituting (12) into (11) and assuming independence among
(a(n)), ea(n), and ||z(n)||? as in [5], we obtain the MSE as

oy _ 1w E(lel) - B @P)
Plel3 =5 oy~ @

Since E(||z||*) = P N where P, is the mean-square value of the
equalizer input and NNV is the length of the equalizer, we have

oy n PN E(Q(a)l)
B 7 77) S

Now we turn to the case of DFE. The update equations (5) and
(6) can be combined into

f(n) fn—=1) z’
[ E(Z) :| = [ E(::_ 1) :| —py(y(n)) [ @*xn(z)l) :| )
(15)
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Fig. 1. Steady-state SNR of MMA blind DFE for 1024-QAM
transmission over the channel in [7]. Solid lines: simulation;
dashed lines: theory.

with obvious definitions for f(n), b(n), z(n), and @. Extending
the result (14) for linear equalization to the case of DFE yields

E{lea|?} = %% (NjLP, + N,E,)  (16)

where E; = E{|a|?} is the QAM symbol energy. Now since

¥'(@) = Slaf* - B2, a7)

we get

. -E 2

Bileal’) = LW (1P, 1 om). 19
To verify the above results, we simulate 1024-QAM transmis-
sion over the (rather bad) cable channel in [7]. Theoretical analysis
of the achievable SNR under MMSE (minimum MSE) DFE shows
that Ny = 10 and IV, = 20 should be suitable choices for L = 2
(i.e., T/2-spaced FFF). The equalizer input SNR is 36 dB. The
results for several adaptation step sizes and several equalizer in-
put signal power levels are depicted in Fig. 1. The figure shows
that the theory agrees reasonably well with the simluation results
at larger step sizes that yield smaller steady-state SNR. The dis-
crepancy at smaller step sizes (larger steady-state SNR) should be
due to that the assumptions made earlier do not fully capture the

dynamic behavior of the algorithm.

2.3. Approach to Variable-Step-Size MMA

The above results may be used in the following way: At any time,
we calculate the actual SNR and compare it with the steady-state
SNR for the presently used adaptation step size. If the latter has
been reached, then we may switch to a smaller step size. Finally,
when the SNR is high enough, we may switch out of blind mode
of operation and enter decision-directed (DD) mode of equalizer
operation.



05

04r

0.3

0.2r-

- ~ _ ~
0 + — =, = >~

-6 -4 -2 0 2 4 6

Fig. 2. Motivation and principle of boundary MSE estimation,
illustrated for the case of 4-PAM (applicable also to 16-QAM).
The constellation points are at 1 and +3. Dashed lines illustrate
PDFs of equalizer filter output y(n) corresponding to different val-
ues of a(n); solid line their sum.

Key in this procedure is the estimation of actual SNR, or equiv-
alently, the estimation of the actual MSE given by E{|y(n) —
a(n)|?}, the mean-square difference between equalizer filter out-
put and the transmitted QAM symbol. To see how this can be
accomplished, consider Figure 2 which illustrates the situation of
4-PAM (applicable also to 16-QAM), where the signal points are
at +1 and £3. In the figure, the dashed lines illustrate the PDFs of
the equalizer filter output y(n) corresponding to different values
of a(n) and the solid line is their sum. An estimator of the MSE
can be obtained from analyzing the PDF of y(n). However, when
the SNR is not high, the center part of the PDF is relatively flat.
The variation in this part with changes in SNR (when the SNR is
not high) is relatively small. Thus this part does not contribute
significantly to the ability of MSE estimation. Numerical results
also verify this observation. PDF variation outside the boundary
symbol values is greater. Thus we base our MSE estimation on
analysis of values of y(n) that fall outside the boundary symbol
values. Accordingly, we call this approach boundary MSE estima-
tion. It is further described and analyzed in the next section.

From Fig. 2, we also see that only about 1/M of the equalizer
input samples will be used in performing the estimate, but not all
samples. This is a price we pay to have good sensitivity in MSE
estimation.

3. BOUNDARY MSE ESTIMATION

Treat a QAM symbol as the direct sum of two PAM symbols. Let
1y denote the value of either dimension of the equalizer filter output
y. The boundary MSE, for PAM, is defined as

BMSE = E { (§ — Gimax)” | 17] > Gmax } , (19)

where @max is the largest symbol value in the PAM constellation.

For convenience, let the constellation points of A -PAM have
values £1,+3,---,+(M — 1). Due to symmetry, in theoretical
analysis we only need to consider the positive side. Let P be the

probability that the transmitted symbol value is (M — 1 — 2k) but

Y > Amax. Then
2
exp (—M> der =Q (%) , (20)

202

P / T
k —
o V2mwo?

where we have assumed that the sum of the residual intersymbol
interference (1S1) and additive noise is Gaussian and let o denote
its variance. Note that o2 is the target of estimation. The corre-
sponding mean-square boundary error is given by

/”Lexp _@+2m”
o V2mo? 202

2
(4k” 4+ 6*) Py, — \/gka exp (—20%) . (21)

Assume all constellation points are transmitted with equal prob-
ability. Then the total boundary error probability and total mean-
square boundary error, on the positive side, are given by

Vi

Il

1 M-1 1 M-1
P:M;Pk and V:Mk_ovk, (22)

respectively. The BMSE is thus given by

Vo, A5FQEk)
P ZkQ(2k/a)
V2/ma Y, k exp(—2k/a”)

- S, Q(2k/o) - @)

Figure 3 plots the ratio of ¢ to BMSE in log scale for 32-PAM
(applicable to 1024-QAM) over a range of SNR values (where
SNR = E{a*}/o” with @ being PAM symbol value). Note that
the ratio is nearly unity in large SNR. This is because when the
true MSE &2 is small, the last two terms in the RHS of (23) are
close to zero. Even for an SNR as low as 0 dB, the difference is
only about 1.65 dB. In any case, this difference is compensated for
in our variable-step-size MMA.

Practical estimation of the BMSE, for QAM, may be effected
by time averaging, such as

v 2

BMSE(n) = 8-BMSE(n—1)+(1—8)-2(|7(n)| —@max)’, (24)

where 3 is the forgetting factor, the factor 2 is to account for the
difference between QAM and PAM, and the recursion is executed
only when |g(n)| > @max.

4. VARIABLE-STEP-SIZE MMA BLIND DFE AND
SIMULATION RESULTS

Our proposed variable-step-size method works in a multistage, gear-
shifting fashion rather than employing a continuously varying step
size as some other researchers have considered. First, we decide
an SNR that is safe to switch to DD mode with little concern of di-
vergence afterwards. In the case of 1024-QAM, for example, sim-
ulation results indicate that 27 dB appears to be proper. Hence, the
objective of blind equalization is set to be 27 dB. Figure 1 can then
be used to find a suitable step size. For example, when P, = 709,
a suitable step size is around 5 x 10~'°. This constitutes the last
stage of blind equalization.
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Fig. 3. Ratio of MSE to BMSE for 32-PAM (and 1024-QAM).

Table 1. Algorithm Parameters for the Example Design

Stage Index 1 2 3
Objective SNR (dB) 16 23 27
Step Size 8e-9 | 2e-9 | 5e-10
Stage Transition Threshold | 13.6 | 2.9 13

Prior to the last blind stage, we can have one or more stages
with larger (but diminishing with stage index) adaptation step sizes
to effect fast initial convergence. We here present an example us-
ing two additional stages. For this, note again from Fig. 1 that a
step size of 8 x 10~ 2 can yield an SNR of 16 dB after convergence
and a step size of 2x 109, 23 dB. The BMSE value corresponding
to these SNR values can be obtained as

Es

TH= S R RSNR)’

(25)

where R(SNR) is the ratio of MSE to BMSE at the given SNR
value as can be obtained from (23) and shown in Fig. 3. For ex-
ample, at SNR = 16 dB the ratio is about 1.1 dB. In the case of
1024-QAM for which E; = 682, we get TH = 13.6. Once the
estimated BMSE of the first stage reaches this level (call it thresh-
old), we can switch to the second stage. And this continues to the
last stage of blind equalization. The resulting algorithm parame-
ters for this example are summarized in Table 1.

Figure 4 shows some simulation results for blind DFE under
1024-QAM transmission over the cable channel in [7] where the
equalizer input SNR is 36 dB. The parameters of the multistage,
VSS MMA blind DFE are as given above. The forgetting factor
used in BMSE estimation is 0.99. The single-stage MMA uses
a step size of 5 x 1071°, The multistage algorithm clearly out-
performs the single-stage algorithm. It only requires about 50,000
samples to converge and switch to DD mode whereas the single-
stage MMA requires about 125,000 samples. Hence the former
can provide a much faster startup speed than the latter.

An alternative algorithm design that sidesteps Fig. 1 is under
investigation. Nevertheless, we note that the parameters in Table 1
are found applicable to all the cable channels that we simulated.
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Fig. 4. Convergence of multistage VSS MMA and single-stage
MMA.

5. CONCLUSION

Higher-order modulations lead to more stringent design require-
ments for blind equalization than lower-order ones. We considered
the problem of blind DFE employing the multimodulus algorithm
under high-order QAM, and developed a novel variable-step-size
adaptation scheme based on a new way of MSE estimation. Simu-
lation results show that the proposed method is effective in achiev-
ing fast startup.

6. REFERENCES

[1] J. Yang, J.-J. Werner and G. A. Dumont, “The multimodu-
lus blind equalization algorithm,” in Proc. Int. Conf. Digital
Sgnal Processing, vol. 1, pp. 127-130, July 1997.

[2] J. Yang, J.-J. Werner and G. A. Dumont, “The multimodulus
blind equalization and its generalized algorithms,” 1EEE J.
Select. Areas Commun., vol. 20, no. 5, pp. 997-1015, June
2002.

[3] R. H. Kwong and E. W. Johnson, “A variable step size LMS
algorithm,” |EEE Trans. Sgnal Processing, vol. 40, no. 7,
pp. 1633-1642, July 1992.

[4] F.-B. Ueng and Y. T. Su, “Adaptive VSS blind equalizers,”
|EEE Sgnal Processing Lett., vol. 4, no. 4, pp. 100-102, Apr.
1997.

[5] J. Mai and A. H. Sayed, “A feedback approach to the
steady-state performance of fractionally spaced blind adap-
tive equalizers,” |EEE Trans. Sgnal Processing, vol. 48, no.
1, pp. 80-91, Jan. 2000.

[6] V. Liand K. J. R. Liu, “Static and dynamic convergence be-
havior of adaptive blind equalizers,” |EEE Trans. Sgnal Pro-
cessing, vol. 44, no. 11, pp. 2736-2745, Nov. 1996.

[7] C.-l Hwang and D. W. Lin, “Joint low-complexity blind
equalization, carrier recovery, and timing recovery with ap-
plication to cable modem transmission,” |EICE Trans. Com-
mun., vol. E82-B, no. 1, pp. 120-128, Jan. 1999.



Appendix B

CHIP-INTERLEAVED WCDMA WITH PARALLEL-INTERFERENCE-CANCELLATION
RECEIVER IN MULTIPATH RAYLEIGH FADING CHANNELS

Yu-Nan Lin and David W. Lin

Department of Electronics Engineering and Center for Telecommunications Research
Nationa Chiao Tung University, Hsinchu, Taiwan 30010, ROC
E-mails: ynlin.ee87g@nctu.edu.tw, dwlin@mail .nctu.edu.tw

ABSTRACT

Multiple access interference (MAI) is a major limiting factor
of DS-CDMA system capacity. Parallel interference cancellation
(PIC) is an effective means to mitigate MAI. However, if the ini-
tial decisions of which PIC is based on have high error probabil-
ities, then PIC cannot perform well. To improve the performance
of PIC, we propose chip-interleaving to provide intra-bit diversity.
Then the initial decisions can be more accurate so as to enhance the
PIC’s performance. We design a chip-interleaving scheme based
on some 3GPP WCDMA system features, such as the use of the
Q-branch to transmit control bits and the I-branch to transmit data
bits in a QPSK-like modulation scheme. Simulation results show
that the proposed chip-interleaved WCDMA (CI-WCDMA) trans-
mission can have significant performance advantage compared to
simple WCDMA in transmission over fading multipath channels
with MAL.

1. INTRODUCTION

Direct-sequence code division multiple access (DS-CDMA) has
been employed in the second- and the third-generation mobile
communication systems, and it has been envisioned for use in
other contexts as well. Since it is hard to maintain orthogonal-
ity among simultaneously transmitting user signals, multiple ac-
cess interference (MAI) has been a limiting factor to the capac-
ity of DS-CDMA systems. Various multiuser detection (MUD)
technologies have been proposed. Among them parallel interfer-
ence cacellation (PIC) [1], [2] is an efficient yet practical choice
due to its lower complexity. However, the performance of PIC is
highly dependent on the correctness of tentative decisions in previ-
ous stages. In the transmission over fading channels, the decision
signals may fluctuate enormously in magnitude, which hampers
the interference cancellation capability of PIC.

Bit-interleaving is a common way to remedy channel fading in
a channel coded system. However, most MUDs including PIC per-
form interference cancellation before channel decoding, for oth-
erwise the complexity becomes overwhelming. In this case, the
inter-bit diversity provided by bit-interleaving provides no help
to the MUDs. Chip-interleaved DS-CDMA (CI-CDMA), which
spreads out the chips of each single bit, has been proposed by sev-
eral research groups recently. And some discussions of its per-
formance in fading channels can be found in [3], [4]. Due to the
resulting intra-bit diversity, chip-interleaving should provide great
help to the performance of PIC.

This work was supported by the National Science Council of R.O.C.
under grant no. NSC 92-2219-E-009-018.

The wideband code division multiple access (WCDMA) wire-
less communication standard completed recently by the Third
Generation Partnership Project (3GPP) is now entering the
stage of commercial operation. Based on some features of
3GPP WCDMA, we propose a chip-interleaved WCDMA (ClI-
WCDMA\) technique in this paper and examine its transmission
performance in multipath Rayleigh fading channels both with and
without use of PIC.

This paper is organized as follows. Section 2 describes the
CI-WCDMA signals. Two receiving strategies, including a rake-
like receiver and a PIC receiver, are discussed in Sec. 3. Some
simulation results are presented in Sec. 4. They demonstrate the
effectiveness of the proposed scheme in addressing the MAI. Fi-
nally, Sec. 5 is the conclusion.

2. CI-WCDMA SIGNALING

In a chip-interleaved DS-CDMA system, bits are first spread as in
conventional DS-CDMA and are then transmitted with interleaved
chips. Consider the spreading and modulation method defined in
the FDD mode of 3GPP WCDMA [5]. Figure 1 shows the pro-
posed CI-WCDMA signaling scheme. As in WCDMA system,
the data and control bits are first spread by channelization codes
and carried in I- and Q-branches, respectively. A scrambling code
is applied after block interleaving of the complex output chips.
Let M be the interleaving depth in number of data bits and IV the
spreading factor of each data bit. Then we have N M chips in one
interleaving block. The interleaving output forms N chip-blocks,
with M chips per chip-block, for each interleaving block. With
this chip-interleaver, we send the chips of each data bit in different
chip-blocks and hence increase the intra-bit diveristy. The con-
trol channel always uses 256 as the spreading factor and therefore
R = 256 /N is the spreading factor ratio of data channel to control
channel. And each interleaving block contains M /R control bits
in addition to M data bits.

Consider one interleaving block. The transmitted signal by the
kth user can be expressed as

N-1M-1

SO = 3 [(mmicin

n=0 m=0
+38% b9 1Cal(m +m)%256))
M +mp(t — (nM +m)T2)], (1)

where % [m] and b$*'[m] denote the mth data and control bits
for the user, respectively, C[n] and Cq[n] are the orthogonal
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Fig. 1. The proposed CI-WCDMA signaling scheme.
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Fig. 2. An example of CI-WCDMA signal.

channelization codes for the data and the control channel, re-
spectively, cgk)[n] is the scrambling code, T is the chip period,

p(t) is a square pulse of chip duration that is normalized so that
fT“ 2(t)dt = 1, and % denotes the modulo operation. The

weighting factor ) usually should be less than 1 for power effi-
ciency. The channelization codes are Walsh-Hadamard sequences
and the scrambling code is a pseudo-random sequence with much
longer period than the spreading factor. Figure 2 gives a illustra-
tive example of the CI-WCDMA signal with M =4 and N = 2,
where each thick rectangle marks a chip-block.

In an asynchronous system, transmission over a multipath fad-
ing channel results in a received signal as

+ (1),

O]
where /2P is the normalized signal amplitude of each user, K is
the number of users in the system, L is the number of multipaths
of each user, 7T is the relative signaling delay of the kth user,
n(t) is the additive noise (assumed white Gaussian), and al(k)(t)
are time-varying channel coefficients which, under a Rayleigh fad-
ing assumption, are zero-mean, complex -valued Gaussian random
variables. In additon, let Z E{|a(’°)(t)|2} = 1 forall k so
that no user is ata dlsadvantaged position. Thus, we are consider-
ing a perfect slow power-controlled systems.

r(t) = \/ﬁz {Za(k) (t)sg(t — T — IT)

k=0

3. RECEVING OF CI-WCDMA SIGNALS

3.1. Rakelike Receiver

A PIC receiver is usually built on a rake receiver. Like in con-
ventional DS-CDMA, a rake-type receiver which can provide
multipath diversity is also an efficient receiver structure for Cl-
WCDMA signals. Figure 3 shows such a receiver, where 2z~
denotes delay by M chips. Channel estimation is performed be-
fore chip deinterleaving using the control bits transmitted in the
Q-branch. If the channel remains constant during each chip-block
but varies independently randomly between chip-blocks, then with
known control bits (pilot bits in 3GPP WCDMA language) and

known channelization code, the maximum likelihood estimate of
the channel coefficient in Gaussian noise and interference for each
chip-block is the normalized correlation between the input signal
samples and the product of the control bits and the channeliza-
tion code in the chip-block. This is what shown in Fig. 3. Practi-
cal fading channels usually behave differently from the above and
usually are not independent from chip-block to chip-block, and ac-
cordingly samples from several chip-blocks can be combined in a
more complicated way to achieve better channel estimation. But
such is not considered in the present work.

Without loss of generality, consider the detection of user 0’s
signal. After matched filtering and descrambling, the input signal
to the Ith finger of the rake-like receiver is given by

(n47o+14+1)Te
5] = ¢t O[n)- / r(t)-p(t— (n+10+1)T.)dt.
(nt+ro+)Te
©))

The control bits 65”) [m] in 3GPP WCDMA may include pilot bits,
power control bits and other control bits. In the following discus-
sion, we treat them as only consisting of pilot bits (that is, all bits
are known). The results can be easily extended to other situations.
To estimate the channel coefficient of the /th path during the ng4th
chip-block, we therefore calculate

&% [nd]

M-1
1
arp 2 (e +
m=0

: bg(’)[L@ JICol(mN + nd)%256])

a[ng] + Z Cl(o) [n4]
Ul
K—-1L-1

+ Z Z ¢ [na] + infna), @)

k=1 1'=0

where 7;[nq] summarizes the effect of the AWGN (additive white

Gaussian noise), and Cl(';,) is the interference from user k’s I'th path
to the estimation of user 0’s Ith path coefficient. Thus, the second
and third terms in (4) are the interpath interference (IP1) and MAI,
respectively. It can also be shown that for channel estimation, the
“processing gain” provided by chip-interleaving in reducing the
effect of IPl and MAI is M. Therefore, a larger interleaving depth
increases the robustness of the channel estimate. But this is on the
condition that the channel stays relatively constant over the chip-
block. For fast fading channels a large M may not be beneficial.
Unlike channel estimation, data detection is performed after

chip deinterleaving. Let 5*[m] = sign{R{y®[m]}} be the de-
cision for b’ [m], we have the decision signal y®[m] as

L-1 N-1
ym) =Y 3 {0 madt +m) (67 nalCilnal) |
1=0 ng=0
L—-1 N-1
=2P. b(O)[m (Z Z 2. a*(o)[nd ()[nd]>
=0 ng=0
L-1L-1 L-1K-1L-1

YD LR+ DY & m]

1=0 UI'#1 =0 k=11'"=0
+7©[m], )
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Fig. 3. A rake-like receiver for CI-WCDMA signals.

where 51 ,)[m] has a similar interpretation as C( [m] but the pro-
cessing gain here is2N. By (5), itis clear that the decision 5|gnal is
the combination of VL independently faded coefficients )[nd]
Thus, there is an intra-bit diversity of order NL in CI-WCDMA
systems.

3.2. PIC Detector

The basic idea behind PIC is quite simple: regenerate the inter-
ference to all received user signals from all others and substract
such interference from the received signals simultaneously. For
simplicity, only wideband hard-decision PIC is described here. In
the first stage of PIC, the regenerated received signal of user k can
be written as

79 (t) Z AW W (¢ — 7T, —IT2), 6)

where §%)(t) has the same expression as (1) except that b(k) [m] is
replaced by bg’“)[m]. Then for user 0, we pass the following signal

again to the rake-like receiver: r(t) — 3 ;' #*)(t). Subsequent

PIC stages regenerate 3)(¢) and #(*)(t) using the respectively
previous stages’ output in a similar fashion, in hope that better
detection results can be obtained with more repetitions.

Evidently, the correctness of the tentative decisions i’c(zk)[m]
will affect the PIC performance greatly. With chip-interleaving,
the output of rake receiver is more resistant to channel fading ef-
fects and hence the regenerated signals are more correct. An al-
ternative to wideband PIC is narrowband PIC, which does not re-
generate the received signals but the resultant interference in the
despread signals directly [2]. That is, & ;s [m] is regenerated and
substracted from 3®[m]. Narrowband PIC has exactly the same
performance as wideband PIC but with lower complexity espe-
cially when the spreading factor is high. Variants of these basic
PIC schemes also exist. No matter what the kind of PIC is per-
formed, CI-WCDMA can always help the interference cancella-
tion ability.

4. SIMULATION RESULTS

We compare the performance of CI-WCDMA and nonchip-
interleaved WCDMA by computer simulation. Similar to the
3GPP WCDMA, we let the chip rate be 3.84 Mcps. The inter-
leaving depth M is set arbitrarily to 2560. Therefore, there are 10

control bits in each chip-block. (As indicated previously and will
be touched on again in a later paragraph, a good choice of M has
something to do with the channel’s coherence time.) Let the data
spreading factor be N = 32 and SNR be 13 dB. For the channel,
let the number of multipaths be L = 4. And we perform only one
stage of PIC.

Consider first quasi-static (or slow fading) channels, where the
path coefficients remain constant during a chip-block and vary in-
dependently randomly from block to block. Figures 4 and 5 show
some performance results for rake and PIC receivers, respectively.
Clearly, CI-WCDMA has much better performance than simple
WCDMA in both cases and the difference is more pronounced
with PIC-based reception. The influence of 3 is also included
in these simulations. It is interesting to note that, in the case of
rake reception, the performance with 3 = 4/15 is worse than
that with 8 = 1. This is due to the fact that the control chan-
nels also interfere with the data channel and a larger 3 induces a
larger interference although it can facilitate a more accurate chan-
nel estimation. With PIC, however, the converse is true because
the increased interference from having a larger 3 can be dealt with
by its interference cancellation capability.

Next, we consider a more practical channel condition. We gen-
erate correlated Rayleigh fading channels by the baseband Doppler
filtering method [6]. The coherence time of a fading channel can
be defined as B, = 0.423/ f4 where f4 is the maximum Doppler
shift. In 3GPP WCDMA parameters, if the carrier frequency is
equal to 2 GHz and if the coherence time is equal to the chip-
block length M = 2560, then the corresponding mobile velocity
is v = 340 km/h. Let 8 = 1. The performance of PIC is shown in
Fig. 6. Again, CI-WCDMA has much better detection results than
WCDMA. Another observation is that although the fading channel
with velocity v = 240 km/h should yield a larger diversity order,
its performance is inferior to that with v = 120 km/h. This is
reasonable because our way of channel coefficient estimation by
simple correlation does not yield very accurate results in relatively
fast fading.

Additionally, we consider a channel with unequal path ener-
gies, where the path energies show exponential decay and are equal
to 0, —3, —6, and —9 dB, respectively. The results are shown in
Fig. 7. The performance of CI-WCDMA in this channel is quite
similar to that in the equal-energy channel, but the performance of
WCDMA is worse. This is because the main diversity exploited in
WCDMA is path diveristy and hence the diversity gain is reduced
when the paths have larger energy disparity. For CI-WCDMA,
there is an additional time diversity and it is more robust.
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5. CONCLUSION

We proposed a chip-interleaved WCDMA (CI-WCDMA) trans-
mission scheme and considered two ways of signal reception,
namely, rake-like receiver and PIC. Due to the intra-bit diversity
provided by chip-interleaving, CI-WCDMA is shown to have bet-
ter performance than simple WCDMA in various conditions. The
performance gain is especially significant with PIC reception. Es-
sentially, the performance gain of CI-WCDMA comes from the
increased time diversity due to chip-interleaving and, intuitively,
more diversity is always beneficial to performance in multipath
fading channels.

We have used a simple channel estimation scheme in the sim-
ulations. More sophisticated channel estimation methods should
lead to even better performance of CI-WCDMA.
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Abstract —
sequence code-division multiaccess (DS-CDMA) sys-
tems is limited by multiaccess interference (MAI) that

The capacity of conventional direct-

arises from correlation among user signals, especially
in multipath channels. While inducing an intersymbol-
interference (ISI) problem, chip-interleaved DS-CDMA
(CIDS-CDMA) can preserve the orthogonality among
user signals and effect M AI-free transmission. We pro-
pose a multicode CIDS-CDMA (MCIDS-CDMA) tech-
nique which can also remove ISI in addition to MAI
when a sufficient number of multicodes are assigned.
This design facilitates a low complexity receiver struc-
ture. In addition, a low complexity ISI canceller can be
used to deal with the residual ISI, should the number
of codes be insufficient.

I. INTRODUCTION

Due to its high spectrum efficiency, direct-sequence code-
division multiaccess (DS-CDMA) is a favored choice for high-
speed wireless communication systems [1]. The capacity of a
DS-CDMA system is highly dependent on the design of the
spreading codes. In multipath channels, the codes’ odd cor-
relation functions [2] affect the system performance as well as
their periodic correlation functions. While the commonly con-
sidered spreading sequences, such as the Walsh-Hadmard, the
Gold, the Kasami, and the m-sequences have good periodic cor-
relation functions, their odd correlation functions are not as
desirable. As a result, multipath channels can exert serious
impact on the performance of DS-CDMA. This problem has in-
spired the design of some new spreading sequences, such as the
LS-codes [3], [4].

Unlike conventional DS-CDMA, chip-interleaved DS-CDMA
(CIDS-CDMA) transmits a signal with the chips in interleaved
order. By zero-padding between successive data blocks, CIDS-
CDMA can achieve perfect multiaccess-interference-free (MAI-
free) transmission [5]. However, due to the small chip duration
needed for high-speed CDMA systems, CIDS-CDMA may be
subject to large intersymbol interference (ISI). The ISI can be
remedied by single-user equalization, which can be much simpler
than multiuser detection [5]. Nevertheless, equalization is still
a high-complexity operation.

In this paper, we propose a multicode CIDS-CDMA
(MCIDS-CDMA) technique which gluttonously assigns multi-
ple spreading codes to each user. With enough codes for each

IThis work was supported by National Science Council of R.O.C.
under grant no. NSC 92-2219-E-009-018.

user, MCIDS-CDMA can translate a multiuser, multipath chan-
nel into an additive white Gaussian noise (AWGN) channel. By
using a higher-order modulation with a larger spreading fac-
tor, MCIDS-CDMA can serve the same number of users as the
single-code CIDS-CDMA (SCIDS-CDMA) technique proposed
in [5]. The multiple spreading codes assigned to each user signal
are applied periodically. One benefit of this arrangement (to be
explained below) is that, if the number of codes is insufficient,
then the residual ISI that remains will be contributed by much
fewer symbols and can thus be highly reduced. Hence we may
employ a simple receiver structure that combines a rake receiver
and a simple ISI canceller (ISIC). In fact, a wireless system is
free to employ both MCIDS-CDMA and SCIDS-CDMA with-
out mutual interference. This gives much flexibility in system
design.

This paper is organized as follows. Section II describes the
basic CIDS-CDMA signals. In Section III, we present the pro-
posed design. Section IV compares the proposed design with
the recently proposed DS-CDMA system employing LS-codes.
Some numerical results are presented in Section V. And finally,
Section VI is the conclusion.

IT. Basic CIDS-CDMA SIGNALS
The modulated signal under CIDS-CDMA can be described as
follows. First, information symbols are partitioned into blocks.
After spreading, the symbols in each data block are transmitted
with their chips interleaved. The lowpass-equivalent transmit-
ted signal for the kth user is given by

oo M-1

rr(t) = Z Z Sk[gM + m)]
. Z_ cxlnlp(t — (GNM +nM +m)T.) (1)
n=0

where M is the chip-interleaving depth or block length (in num-
ber of symbols), g is the block index, si[h] are the user symbols,
N is the spreading factor, ci[n] is the spreading code (or spread-
ing sequence) for the kth user, T, is the chip period, and p(t)
is a square pulse of chip duration that is normalized so that
f o p?(t)dt = 1. We consider short-code spreading, that is, the
period of ¢g[n] is equal to N. Also, orthogonal spreading codes
are assumed in the following discussion.

Synchronous transmission over a static multipath channel re-
sults in a received signal as

r(t) = V2P Z_ {Zak[l]xk(t - ch)} + @

k=0 =0



where V2P is the normalized signal amplitude of each user,
K is the number of users in the system, L is the number of
multipaths, ax[l] is the channel coefficient of the kth user’s lth
path, and ¢(t) is white Gaussian noise.

III. MAI-FREE AND Low-ISI TRANSMISSION

A. DESPREADING RESULT OF CIDS-CDMA SIGNALS

Like in conventional DS-CDMA, rake receiver is also an efficient
receiver structure for CIDS-CDMA. Without loss of generality,
consider the detection of user 0’s signal. Then a rake combiner
would yield the following decision signal for so[h], where h =

gM + m:
yolh] = (\/ﬁNi Iao[l]|2> so[h]
+ &1s1(h] + Ematlh] + Eawanl(hls (3)

=0
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otherwise;
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i =gMN +m+nM+1, and d = I' —I. Note that £[gplh],
Evarlh], and Eawanl[h] are contributions of ISI, MAT, and
AWGN, respectively.

B. DESIGN FOR INTERFERENCE-FREE TRANSMISSION

The first and the second righ-hand-side expressions in (7)
are the interference contributed from the previous and the fol-
lowing blocks. They give the inter-block interference (IBI). By
padding My zero symbols in each data block, the IBI can be
fully removed as long as Mo > L — 1. Let My = M — My be
the number of symbols in each data block carrying actual user
data, the transmission efficiency can be computed as

ner = Ma/M. (8)

High efficiency can be obtained as the block length, M, is large.
Since IBI is removed by zero-padding, only the last condition
in (7) needs to be considered. Thus we obtain
L-1L-1

arsilh] = V2P 3 S (adllaoll)) - N - solh — (' D] (9)

1=0 I'+#1

and

EmATlh]
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. (Z cO[n]ck[n]> splh— (I — l)]} . (10)

n=0

Equation (10) shows that the zero-shift crosscorrelation of the
spreading sequences are preserved in the transmission over mul-
tipath channels. Since we assume use of orthogonal sequences,
the MAI is perfectly annulled.

While CIDS-CDMA has advantage in controlling the MAI,
(9) brings to light an important problem, that is, CIDS-CDMA
also maintains the zero-shift autocorrelation of the spreading
codes. This is indicated by the factor N in (9), which arises
from correlating co[n] with itself, i.e., Zlnv:_ol co[n]eo[n]. There-
fore, CIDS-CDMA under short-code spreading may suffer a se-
rious ISI problem. This phenomenon has been reported in [5]
where the authors propose to remedy the ISI through equal-
ization. While equalization can be simpler than multiuser de-
tection, it may still be a rather complex operation. An even
simpler solution is desirable and, in fact, possible.

Consider use of different short spreading sequences for succes-
sive symbols, which can be viewed as treating different symbols
belonging to the same user as from different users. Let cgc [n]
be the spreading code for the kth user’s Ath symbol. Then (9)
is changed to

I sz{zzaamao[z']
1=0 U'#l
: (Z cé“[n]céh‘(”"”[n]) solh — (I' - m} :
" (11)

Comparing (11) with (9), we see that ISI is totally eliminated
with the use of orthogonal spreading codes. The MAI term (10)
is changed to

eyarlhl = \/_Z{ZZaol]ak

k=1 (1=0 1/l

(Z céh>[n]c,£”‘<”">>[n]> silh— (' - z)]} :
" (12)

where, again, the MAI can be eliminated as long as no users use
the same spreading codes.

Note that we do not need to assign a distinct spreading se-
quence for every symbol. To deal with multipath delay spread
up to L — 1 chips, it suffices to have L spreading sequences for
each user, to be used periodically. This is evident from (11),
where note that the index difference between two spreading
codes that are correlated together is ' -, and |I'—I| < L—1. For
ease of reference, we abbreviate the multicode and the single-
code CIDS-CDMA as MCIDS-CDMA and SCIDS-CDMA, re-
spectively. A simple MCIDS-CDMA transmitter is shown in
Fig. 1 where chip-interleaving is accomplished by simple block
interleaving.

Though MCIDS-CDMA can remove MAI and ISI without
equalization, one drawback is that less users can be served due
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Fig. 1: A simple MCIDS-CDMA transmitter.

to the gluttonous code usage. To increase the system capac-
ity, a larger spreading factor may be used. But this would re-
duce the user data rate. One solution to this problem is to
use high-order modulations. Use of high-order modulations in
conventional DS-CDMA is not an efficient design due to the
resulting MAI from correlation (i.e., nonorthogonality) among
user signals [4]. In the above MCIDS-CDMA, however, since
orthogonality among user signals can be preserved, high-order
modulations do not incur an interference problem.

When the user number and the multipath number are so
many that there are not enough spreading codes to assign, ISI
would occur whereas the MALI is still zero. As a high-order
modulation is used, the resulting ISI may lead to more serious
performance degradation than with a low-order modulation. An
equalizer can be used in MCIDS-CDMA as in SCIDS-CDMA
to mitigate the ISI. But due to the structure of MCIDS-CDMA
signals, the equalizer can be much simpler. We elaborate on
this point presently.

C. A Low COMPLEXITY RECEIVER STRUCTURE

Assume that each user uses Fis different spreading codes and
therefore the rake receiver has Fs finger inputs. The residual
ISI in (11) becomes

Fpr—1L—1

DD sl — (' =D] - (ag[llaclt'])

1=0 I'#l
N-1
h%F h—('—1)%F
-(Zcé Ml M>[n])}.<13>
n=0

Since Z::_OI c(()h%FM)[n]c(()(h_(ll_l))%FM)[n] = 0 for all (I' —
%Fu # 0, only those paths whose relative delays with a de-
sired finger are multiples of Fs would induce IST at this finger.
These interfering signals all come from the same symbol. Thus
the resulting residual ISI is given by

¢silh] = \/ﬁ{

[
esilhl = > V2PNB; - solh — fFu] (14)
f=1
where
Fa—1
B2 > R{aslaoll + fFu} (15)
1=0

is the interference from symbol h — fFar. It is seen that the
number of multipaths contributing to ISI is reduced to one-
Frth of the channel delay spread. This can simplify the receiver
dramatically.

With Fjs spreading codes, assume the energies of the first
F)r paths can be perfectly collected and we only need to cancel
the ISI from later paths. Omne way to accomplish this is by
decision-feedback equalization (DFE) with a suitable number

of filter taps. However, rather than referring to it as DFE, we
shall term it an ISI cancellation (ISIC) technique as we shall also
consider another ISIC scheme inspired by multiuser interference
cancellation.

The main idea of multiuser interference cancellation is to
regenerate the MAI and cancel it from the received signal. In
ISIC, we regenerate the ISI £yqp[h] and substract it from the
rake output. We consider two ISI regeneration methods: linear
and hard-decision-based; the latter corresponds to DFE but the
former is not linear equalization. Assume perfect knowledge
of the channel coefficients (i.e., the channel state information).
Then the decision signal in linear ISIC is given by

Golh] = yolh] — gt ——— > Br-to[h — fFu]. (16)
P Taoll?

The hard ISIC has a similar form for the decision signal except
that the decision-circuit outputs are used in the cancellation
process:

jolh] = yo[h] = V2PN >~ By -solh— fFu],  (17)
f=1

where 30[h — fFu] are the decision-circuit outputs. Figure 2
shows the receiver structure employing hard ISIC, which can
handle multipath delay spread upto 3Fys — 1 chips due to the
two block delays of Fis symbols in the decision-feedback path.
With B block delays, the receiver can handle (B + 1)Fy — 1
chips of delay spread. Note that we cannot set Fis to be a too
small value because only the energies of paths whose delays are
within Fis chips can be collected. If Fs is too small, unreliable
interference estimates would be regenerated and it may worsen
the decision performance than improves it.

IV. ComPARISON WITH LAS-CDMA

It is of interest to note that the proposed MCIDS-CDMA tech-
nique has some similar properties to LAS-CDMA [3], [4]. LAS-
CDMA is similar to conventional DS-CDMA except that the
so-called LS-codes are used as the spreading codes. Since the
aperiodic autocorrelation sidelobes and crosscorrelation of LS-
codes are all zero within the designed interference free window
(IFW), it is also an MAI- and ISI-free system over multipath
channels. Stariczack et al. [3] provide systematic methods for
the construction of LS-codes with IFW width equal to 2F — 1,
which can effect interference-free receiving as the multipath de-
lay sprad is less than Fas — 1 chips. The number of LS-codes is
bounded above by N/Fur, which is the same as the maximum
user number in MCIDS-CDMA. To use LS-codes, 2(Fa — 1) out
of N+ Fr —1 chips must be zero and the transmission efficiency

becomes
_ N—Fu+1

T N+Fy-1U
which is dependent on both the spreading factor and the IFW
width, whereas that of MCIDS-CDMA, for the same Fu, is
dependent on the block length only.

Another difference is the influence of under-designed param-
eters. When the actual channel delay spread is larger than the
number of codes, MCIDS-CDMA still provides MAI-free trans-
mission with reduced number of ISI terms. However, in DS-
CDMA with LS-codes spreading, MAT appears and may come
from more symbols than for the ISI in MCIDS-CDMA. MAI

MLs (18)
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Fig. 2: Block diagram of hard ISIC receiver.

cancellation is usually a high-complexity operation and is nor-
mally only considered for uplink transmission. Further, MCIDS-
CDMA has more flexibility on spreading codes assignment and
can assign more or less codes to each individual user according
to the channel condition for the user or the processing capability
of the transceivers involved. The construction of LS-codes does
not allow the codes to have different IFW widths. Neverthe-
less, LAS-CDMA can preserve the code property better than
MCIDS-CDMA in fast fading. In conclusion, MCIDS-CDMA
appears to be more robust in dealing with variations in delay
spread while the DS-CDMA with LS-codes spreading may be
better able to handle fast fading.

V. NUMERICAL RESULTS

This section presents some numerical results for the proposed
MCIDS-CDMA system. The chip rate is set to 3.84 Mcps, sim-
ilar to 3GPP WCDMA [1]. For MCIDS-CDMA, the spreading
factor is set to N = 64 and 16-QAM modulation is applied to in-
crease the data rate. Let the user data block length Mg = 128.
And let the number of zeros padded be 8, which can elimi-
nate IBI for multipath delay spreads up to 8 chips. In the
MCIDS-CDMA system, each user is assigned 4 different Walsh-
Hardmard sequences and therefore the maximum allowed user
number is 16. For comparison, both conventional DS-CDMA
and SCIDS-CDMA using a spreading factor of 16 are also simu-
lated. We assume that the path coefficients do not change dur-
ing a block and that there is perfect channel estimation. Each
path coefficient follows Rayleigh distribution, but the system
exercises perfect power control so that the total path energy is
normalized to 1 in each block.

Figure 3 compares the BER, performance between DS-CDMA
and MCIDS-CDMA at SNR = 13 dB for a 4-path channel with
delays 0, 1, 2, and 3 chips and relative powers 0, —3, 0, —3
dB, respectively. As mentioned, DS-CDMA cannot preserve the
orthogonality among user signals in multipath channels, even
when orthogonal spreading sequences are used. Hence it is not
surprising to see in Fig. 3 that DS-CDMA with Walsh-Hadmard
spreading sequences has poor performance even when the user
number is small. The result for DS-CDMA with random-code
spreading is also shown and it outperforms the system us-
ing Walsh-Hadmard sequences as less users are served. With
MCIDS-CDMA, the performance is irrespective of user number
and is much better than the other systems. Another observa-
tion is that the performance of MCIDS-CDMA in such a channel
condition is exactly the same as 16-QAM modulation over the
AWGN channel though the system is one with multiuser trans-
mission and multipath propagation.

The influence of SNR is shown in Fig. 4. The results of
DS-CDMA is for a 4-user condition while the results can be
applied to up to 16 users for the other systems. Apparently,
MCIDS-CDMA performs much better than DS-CDMA even
when the user number is not large. For comparison, perfor-
mance of SCIDS-CDMA using MMSE linear equalization (LE)
is also shown, where “LE(n;)” denotes LE with n, taps. We
simply set the decision delay to ns/2. As shown in Fig. 4, even
with much more equalizer taps, SICDS-CDMA has worse perfor-
mance than MCIDS-CDMA at high SNR while performs slightly
better at low SNR.

To examine the effect of insufficient code number for the
MCIDS-CDMA system, the 3GPP typical urban channel model
(TUx) [6] is considered and adapted. To simplify the model, the
time resolution is set to 1 chip duration by the way mentioned in
Annex B of [6] and the resultant path delays are 0, 1, 2, 3, 5, 6,
7, and 8, with the relative path energies being 0, —1.9, —0.3045,
—3.6367, —5.183, —8.7855, —10.2, and —15.16 dB, respectively.
From Fig. b, it is clear that the basic MCIDS-CDMA has much
worse performance in this channel because the code number is
insufficient and hence cannot perfectly eliminate the ISI. Since
the maximum delay spread is 8 chips, only an ISIC of [£2] = 2
taps is required. The decision results for different ISIC methods
are shown in Fig. 5. As can be expected, nonlinear (hard) ISIC
has better performance than linear ISIC. Different from mul-
tiuser interference cancellation, the nonlinear ISIC results are
quite close to perfect ISIC which uses the transmitted symbols
to regenerate interference. This means that nonlinear ISIC is
near optimal in such a receiving structure, which is because the
interference in MCIDS-CDMA is from few sources and therefore
the ISIC converges relatively easily.

Figure 6 compares the performance of MCIDS-CDMA and
SCIDS-CDMA with equalization under the TUx channel.
Both LE and DFE are considered for SCIDS-CDMA, where
“DFE(n¢,nq)” denotes DFE with ny feedforward taps and ng
feedback taps. The decision delay is set to my/2. In terms
of complexity, our ISIC receiver is comparable to DFE(4,2).
Clearly, at a lower complexity, MCIDS-CDMA with rake-ISIC
receiver can deliver a higher performance than SCIDS-CDMA
with DFE. Although the performance of the latter can be im-
proved by lengthening the equalizer, to better the performance
of the former at high SNR would require very significant increase
in equalizer complexity.

VI. CONCLUSION

We proposed an MCIDS-CDMA technique that employed
multicode spreading with chip interleaving. The ability of this
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Fig. 4: BER performance versus SNR for different systems with a
4-path channel.

technique to remedy MAI and ISI was shown. With high-order
modulation, such a system can support the same number of
users as SCIDS-CDMA. Only an ISIC with a few taps is re-
quired to deal with the ISI under the condition of insufficient
number of codes. It was shown that the proposed technique
could outperform SCIDS-CDMA with equalization at compa-
rable complexity by a large margin. Moreover, the proposed
MCIDS-CDMA can be employed jointly with SCIDS-CDMA in
a wireless system without mutual interference. This gives much
flexibility in system design.

Synchronous tranmission has been assumed in this paper.
However, MCIDS-CDMA actually permits asynchronous trans-
mission to a certain degree if enough zeros are padded.
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