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Abstract

This subproject is a part of an integrated project. It is intended for three years, wherein
the major work is to base on the IEEE 802.16a standard and research into the OFDMA
(orthogonal frequency-division multiple access) transceiving technologies for wireless
mobile communication service. It is also responsible for integrating the implementation
results of all the subprojects. Further, it also considers some fundamental issues concerning
multicarrier modulation. This report is concerned with the first year’s results. In this year,
besides understanding the specifications of IEEE 802.16a, we studied several key
transceiving technologies for the need of system simulation and integration, which include,
especially, synchronization and channel coding techniques. We also considered the digital
signal processing platform suitable for system implementation. In addition, in fundamental
research concerning multicarrier modulation we investigated the performance in multipath
fading channel of SVD (singular value decomposition)-based multicarrier modulation and
its difference with that based on DFT (discrete Fourier transform).

Keywords: |IEEE 802.16a, Orthogonal Frequency-Division Multiple Access (OFDMA),
Orthogonal Frequency-Division Multiplexing (OFDM), Time Synchronization, Frequency
Synchronization, Channel Coding, SVD-Based Multicarrier Modulation
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QPSK 18 1/2 36 (24,18,3) 2/3
QPSK 26 ~3/4 36 (30,26,2) 5/6
16-QAM 36 1/2 72 (48,36,6) 2/3
16-QAM 54 3/4 72 (60,54,3) 5/6
64-QAM 72 2/3 108 (81,72,4) 3/4
64-QAM 82 ~3/4 108 (90,82,4) 5/6
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|EEE 802.16a OFDMA TDD
|IEEE 802.16a OFDMA TDD
OFDM symbol
TDD (frame)
802.16a
OFDM symbol

25% guard interval

Downlink (DL) and uplink (UL) synchronization methods
designed according to the IEEE 802.16a standard's OFDMA TDD
specifications. DL synchronization includes OFDM symbol time sync,
frequency sync, and TDD frame sync. UL synchronization only
includes time sync, for 802.16a specifies limit on UL frequency offset
and frame sync is already achieved in DL sync. A major factor causing
complexity in UL time sync is the alowed OFDM symbol time offset
of up to plus-and-minus 25% of the guard interval length.
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|EEE 802.16a OFDMA

IEEE 802.16a OFDMA
(bit interleaving) QAM
(punctured) (tail-biting)
(generator polynomial) (shortened) -
(RS code) -

Channel decoding method according to |EEE 802.16a standard's
OFDMA specifications, including decoding of punctured tail-biting
convolutional codes after bit interleaving and QAM modulation, and
decoding of shortened Reed-Solomon (RS) code with 802.16a-specific
generator polynomial. The convolutional decoder does soft-decision
decoding whereas the RS decoder, as usual, does hard-decision
decoding.
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Abstract

We consider the use of IEEE 802.16a TDD (time-
division duplex) OFDMA (orthogonal frequency divi-
sion multiple access), originally developed for fixed
wireless communication, for mobile communication.
In particular, we consider the issues of transmission fil-
tering and synchronization. For transmission filtering,
in order to simulate multipath delays at non-integer
sample spacing with ease, we design a four-times over-
sampled RRC (root-raised-cosine) filter that meets the
power mask of the standard. For synchronization, we
consider the DL (downlink) and the UL (uplink) sepa-
rately. The designed DL synchronization method con-
tains four stages. The first two use the guard interval
to estimate the OFDM symbol start time and the frac-
tional frequency offset, respectively. The third stage
uses the guard bands and some pilot carriers to detect
the integer frequency offset. And the final stage does
frame synchronization using the information in the DL
preamble. We consider two schemes for UL time syn-
chronization by correlation of the received signal with
the UL preamble. One does it in the time domain and
the other in the frequency domain. Simulations are
performed to investigate the performance.

1. Introduction

OFDM (orthognal frequency division multiplexing)
transmits data using a set of parallel low-bandwidth
carriers. The carriers are independent of each other
even though their spectra overlap, which results in
bandwidth efficiency. High data rate systems are
achieved by using a large number of carriers. OFDM
symbols can be easily generated and received using in-
verse and forward fast Fourier transforms (IFFT and
FFT), respectively. This technology has been used in
several communication system standards.

To support multiple access, the carriers can be di-
vided into subchannels. Each subchannel can have

This work was supported by the National Science Council of
R.O.C. under grant no. NSC 91-2219-E-009-008.
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Fig. 1: Frequency spectrum of signal after four-times
oversampling and its relation to the power mask.

multiple carriers that form one unit in frequency allo-
cation, and different subchannels can be used by differ-
ent users. This is OFDMA (orthogonal frequency divi-
sion multiple access). In this work, we consider using
the IEEE 802.16a WirelessMAN TDD OFDMA sys-
tem [1], originally developed for fixed wireless com-
munication, for mobile communication. In particular,
we consider the issues of transmission filtering and
synchronization. Proper transmission filtering is re-
quired to contain the emitted power spectrum and to
limit intersymbol interference. And proper synchro-
nization is required for good signal reception. We dis-
cuss these subjects in separate sections, followed by
simulation results and a conclusion.

2. Transmission Filtering

In order to be able to simulate path delays at non-
integer sample spacing, we consider four-times over-
sampled transmitter filtering employing a root-raised-
cosine (RRC) filter. The output needs to meet the
power mask specified in IEEE 802.16a as shown in
Fig. 1.

The frequencies from 0.2087 to 0.292x in Fig. 1
correspond to the guard bands, and therefore the RRC
filter need not be concerned about this part. Thus the
critical point in filter design is the lowest frequency of
the first duplicate (0.2927). The filter needs to have a
smaller value than the power mask at this frequency.
After some computation, we find that a 57-tap RRC
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Fig. 2: Frequency spectrum of 57-tap RRC filter with
roll-off factor = 0.155.

filter with e = 0.155 can comply with the power mask
requirement, as shown in Fig. 2. We consider using the
same design for matched-filtering in the receiver.

As the aliasing would be small after four-times
downsampling over the filtered received signal, we can
apply downsampling before synchronization to reduce
the receiver complexity. The length of the combined
impulse response of a 57-tap transmitter filter and a 57-
tap receiver filter is 29 nonoversampled samples. To
account for non-integer-delay channel multipaths and
possible sampling phase errors, therefore, the guard in-
terval in the OFDM symbol that could be used to deal
with multipath delays is reduced by 28 samples.

For efficiency in computation, polyphase decompo-
sition can be employed in both the transmitter filter and
the receiver filter.

3. Synchronization

Accurate demodulation and detection of an OFDM
signal requires carrier orthogonality. Variations of the
carrier oscillator, sample clock or the symbol time af-
fect the orthogonality and the system performance. In
this study, the sample clocks of the user station and
the base station are assumed to be identical. Hence we
only consider timing and frequency synchronization.

3.1. Some IEEE 802.16a Specifications

The carriers are divided into three types: data, pilot,
and null (guard bands and DC carrier) which transmit
nothing at all. Table 1 shows the specifications. The
pilot carriers in DL (downlink) transmission are parti-
tioned into fixed-location and variable-location pilots.
The carrier indices of the fixed-location pilots never
change. The variable-location pilots shift their loca-
tions every symbol depending on the value of L (L
cycles through 0, 2, 1, 3) periodically every 4 symbols.
The PRBS generator is used to produce a sequence,
wy, Where k corresponds to the carrier index. The
value of the pilot modulation on carrier & is then de-
rived from wy,. The initialization vector of the PRBS
in DL transmission is [11111111111] except for the
OFDMA DL PHY preamble. For the UL (uplink), the
initialization vector is [10101010101).

Table 1: OFDMA Carrier Allocations

Parameter DL Vaue | UL Vaue
Total number of carriers 2048 2048
Number of DC carriers 1 1
Number of guard carriers, left 173 176
Number of guard carriers, right 172 175
Total number of pilots 166 160
Number of data carriers 1536 1536
Nyseq, Number of used carriers 1702 1696
(data carriers + pilot carriers)

fractional integer
symbol time frame
jizati frequency frequency — —— e L
nchronization
synchronization synchronization synchronization

@

symbol time frequency
synchronization tracking

(b)

Fig. 3: Method of synchronization. (a) Initial synchro-
nization. (b) Normal synchronization.

The pilots of the first three OFDM symbols is the
DL preamble in the sense that they indicate where
the OFDMA frame starts. UL preamble is the first
symbol of the UL transmission and all used carriers
in this symbol are pilots. For the DL preamble, the
initialization vector of the pilot modulation PRBS is
[01010101010]. Hence the preamble and other sym-
bols may have the same pilot locations, but they can
be recognized by different modulation values.

3.2. Downlink Synchronization

There are two DL synchronization conditions: initial
synchronization and normal synchronization. If a sub-
scriber wants to join the transmission network for the
first time, both time and frequency need be synchro-
nized. In our design, the initial DL synchronization
is divided into 4 stages, as shown in Fig. 3(a). For
normal synchronization, the frame (symbol) start time
is already known roughly and the frequency has been
synchronized. As a result, only two stages are needed
to detect the symbol start time and to track the fre-
quency offset, as shown in Fig. 3(b). Here we only
focus on the initial synchronization.

The first two stages of DL initial synchronization
is based on the algorithm in [3] and [4] that employ
the maximum likelihood approach to estimate time and
frequency offsets. Under the assumption that the re-
ceived samples are jointly Gaussian, symbol time off-
set § and fractional frequency offset € are given by

6 = argmaz {|T(8)| - p®(8)} &)
and

é= _—lzr(é), )
27
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Fig. 4: The stucture of the symbol time and frequency
estimator.

where
0+L—-1
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k=0
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and p = g 47 With SNR being signal to noise ratio.

The symbol time offset estimator can be viewed as
consisting of two parts: the correlation I'(6) that cor-
relates the received sampled baseband signal, , with a
delayed version of itself, and a part that compensates
for the difference in energy in the correlated samples.
We drop the second part to reduce the complexity. The
structure of this new estimator (guard interval correla-
tor) is shown in Fig. 4.

The third stage uses the guard bands and two pilot
carriers (the edges of used carriers) to detect the in-
teger frequency offset. The first step is to determine
the received OFDM symbol is transmitted from the BS
(DL) or other SSs (UL). The number of the UL guard
carriers is larger than DL by 6 carriers. A threshold
can be set and if any of these 6 carriers is larger than
the threshold, the SS will regard the received symbol
as the DL symbol.

If there is no integer frequency offset, the FFT out-
puts of all the guard carriers will be small. So, all the
guard carriers are checked to see if any of them ex-
ceeds the threshold. The checking direction is from
higher frequency to lower frequency. If the carrier is
detected to be larger than the threshold in the check-
ing procedure, the check is stopped and the frequency
is corrected. The check and correction take turns until
all the guard carriers are checked to be smaller than
the threshold. An additional check is added to see
whether both edges of the used carriers (pilot carriers)
are larger than the threshold. After these three checks,
the integer synchronization finishes. The threshold is
chosen to be 0.55 in our simulation.

The fourth stage use the DL preamble to determine
when a new frame starts. The same as stage 11, the
SS has to check whether the received signal is from
the BS. Then, for a DL symbol, it is required to check
whether the symbol is the beginning of a frame. The
SS knows the values of DL preamble and pilots, so it
can use them as the reference data, as shown in Table 2.
The FFT outputs are correlated with these 7 possible
cases of the reference data. If the received symbol has
the same pilot locations and the same initial vector of

Table 2: 7 Cases of Reference Information in Frame

Synchronization

DL preamble (L, PRBS)
0,01010101010
1,01010101010
2,01010101010

DL norma symbol (L, PRBS)
0,11111111111
2, 11111111111
1,11111111111
3, 11111111111

modulation PRBS with the reference data, the correla-
tion of them will be larger than the other 6 cases. A
frame is determined to start if there are three succes-
sive DL symbols with the maximum correlation corre-
sponding to the preamble.

However, the performance of this method goes
down significantly when the time synchronization in
stage | does not detect the correct location. To solve
this problem, we apply the FFT for the region from
—32 to 32 samples in offset with the detected symbol
start location in stage I. In order to reduce the complex-
ity of FFT, the conventional FFT is only applied to the
location —32. When a new data value is received, the
simplified FFT below is used:

Xn(k) = [Xn_1(k) — Zn_n +2a] &%, (5)

where N is the FFT size, k is the carrier index, n is
sample number, and z,, is the new incoming sample.
After observing the correlation for 65 sample times,
the location with peak correlation is assumed to be the
real symbol start time. The maximum correlation of 7
cases is robust enough to be used.

3.3. Uplink Synchronization

Assuming a successful initial synchronization and
ranging, the mobile enters the time and frequency grid
with a low offset in time and frequency. No frequency
synchronization is done in UL normal transmission.
What the BS has to do is to detect the exact UL sym-
bol arrival time. According to 802.16a, the SSs shall
acquire and adjust their timing such that all uplink
OFDM symbols arrival times coincident at the BS to
an accuracy of +£25% of the minimum guard-interval
or better. The BS shall detect the arrival time of the
first coming signal to keep the symbol ISI free.

Two UL synchronization schemes are considered.
One is using the correlation of the preamble in the fre-
quency domain and the other is in the time domain.
There are two stages in both schemes. The first stage
uses the timing part of the joint ML estimator to detect
roughly the symbol start time. The actual arrival time
of the first arriving signal is likely before the detected
time. As the user arriving time may vary as much as
50% of the guard interval, we apply the preamble cor-
relation for the samples up to 50% of the guard inter-
val earlier than the detected symbol start time. Fig-
ure 5 shows the UL synchronization stage 11 by fre-
quency domain approach. The FFT outputs are corre-
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Fig. 5: Hlustration of UL stage 1 by frequency domain
approach.
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Fig. 6: Hlustration of UL stage Il by time domain ap-
proach.

lated with the preamble reference values over all the
subchannels used by each SS. For time domain ap-
proach, the received samples are correlated with ref-
erence data string which is the IFFT output according
to the subchannels used by each SS. The UL synchro-
nization stage Il by time domain approach is shown in
Fig. 6.

4. Simulation Results

4.1. Downlink Synchronization

Table 3 specifies the transmission parameters of our
simulation system based on IEEE 802.16a. We applied
three channel environments in simulation of DL stage
I and IlI: AWGN channel, one-path Rayleigh fading
channel and multipath Rayleigh fading channel. The
used multipath channel model is chosen from one of
the channel environments defined by ETSI, as shown
in Table 4 [2]. The SNR of additive noise is assumed
to be 10 dB in the fading channels. As for the last two
DL synchronization stages, the simulation is taken in
the multipath channel. Note that the velocity 60 km/hr
would result in the maximum Doppler shift f;Ts =
0.112 (333 Hz) in our simulation condition.

We have simulated the DL stage I, time synchro-
nization, by using time part of the ML estimator and

Table 3: System Parameters Used in Simulation

Number of carriers 2048

Center frequency 6 GHz

Uplink / Downlink bandwidth | 6 MHz/ 6 MHz
Carrier spacing (A f) 3.348 kHz
Sampling frequency (f s) 6.86 MHz
OFDM symbol time (T's) 336 psec

Useful time (T'b) 2982 psec (2048 samples)

Cyclic prefix time (T'g) 371 psec (£Th = 256 samples)

Table 4: Channel Impulse Response Model of ETSI
“Vehicular A” Channel Environment

tap | relativedelay (nsec) | average power (dB)
1 0 0
2 310 —-1.0
3 710 —-9.0
4 1090 —10.0
5 1730 —15.0
6 2510 —20.0

Standard deviation of symbol time errors in AWGN channel
25

Time part of ML estimator

\ — — —  Using guard inteval correlation

Time error standard deviation

SNR (dB)

Fig. 7: Standard deviations of time offset estimation
errors in AWGN channel by using ML estimator and
guard interval correlator (stage I).

guard interval correlation. Figure 7 shows the stan-
dard deviation of these two methods. The standard
deviation is a measure of how spread out a distribu-

~12
tion is, and is defined as E{‘H —0‘ } The ML

estimator has better performance than the guard inter-
val correlator in the AWGN channel. However, from
Fig. 8, we can find that the guard interval correlator
performs better in the fast fading channel. So we can
use the guard interval correlator in the fading channel
to reduce the complexity. Note that the time synchro-
nization performance in one path channel is worse than
multipath channel when the Doppler shift is not zero.
The channel variation causing by Doppler spread de-
strays the autocorrelation property. However, the mul-
tipath channel in some sense provides the time divis-
ity. For all paths, the fading conditions are different
so that the autocorrelation property would be stronger
than one path environment.

The added frequency offset to simulate fractional
frequency synchronization (stage Il) is 0.1 carrier
spacings. The standard deviation is defined by

\JE {|(—: - €|2}. The performance has no difference

by using two DL stage | schemes. The reason is that
the value of the frequency estimation is almost the
same for a small nearby range of the symbol start lo-
cation. Thus we can know that this estimator is ro-
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Fig. 8: Standard deviations of time offset estima-
tion errors in one path channel and multipath channel
by using ML estimator and guard interval correlator
(stage I).

Standard deviation of frequency synchronization error
under different Doppler shifts
0.014

10000)

—— multipath: guard interval correlation L.

0.012 4 ‘. one path: guard interval correlation -

0.010 4

0.008 4

0.006 4

Standard deviation (estimation number

0.00 0.05 0.10 0.15 0.20
Doppler shift (fdTs)

Fig. 9: Performance of DL fractional frequency offset
synchronization in one-path and multipath Rayleigh
fading channels (stage I1).

bust. Figure 9 compares the frequency synchroniza-
tion performance under one-path and multipath fad-
ing channels. The fractional frequency synchroniza-
tion utilize the autocorrelation property of the OFDM
symbol. The one-path channel destroys this property
more seriously than multipath channel, so the perfor-
mance is better in multipath channel.

Table 5 shows the failure probabilty of the integer
frequency synchronization (stage 111) and the required
DL symbol number to finish the synchronization from
stage | to stage Ill. The needed time to sync the sig-
nal tends to be longer as the Doppler shift becomes
larger. The integer frequency synchronization can cor-
rect the offset from —173 to 172 carrier spacings which
is about —579 KHz to 576 KHz in this simulation.

The frame synchronization (stage V) error proba-
bility is shown in Table 6. Note that IEEE 802.16a
is designed for the fixed environments. Observing

Table 5:

Performance of DL Integer Frequency
Synchronization (Stage 1) at Different Maximum
Doppler Shifts

Doppler shift Integer synchronization Average required symbol

faTs failure probability delay to complete integer

estimation frames: 5000 | frequency synchronization
0 0.26 % 8.90
0.037 0.11% 12.67
0.075 0% 12.02
0.112 0% 11.85
0.149 0.08 % 12.02
0.187 0.32 % 12.34
0.224 1.22% 14.15

Table 6: Performance of DL Frame Synchronization
(Stage 1V) at Different Maximum Doppler Shifts

Doppler shift Frame synchronization Average required frame
faTs false alarm probability delay to complete frame
estimation frames: 5000 synchronization

0 0% 1.69
0.037 0% 2.1
0.075 0% 2.06
0.112 0.004 % 2.18
0.149 0.004 % 2.24
0.187 0.019 % 2.37
0.224 0.01 % 2.6

the simulation result, the useable information is really
enough when the Doppler spread is small. But when
the Doppler spread is large, we may need a better DL
preamble format or additional MAC layer information
to check the received signal after demodulation.

4.2. Uplink Synchronization

We simulate the case with 3 SSs. UL burst1 is trans-
mitted by SS1 using 8 subchannels. UL burst2 is trans-
mitted by SS2 using 16 subchannels. UL burst3 is
transmitted by SS3 using 8 subchannels. The arriving
times of burstl and burst2 differ by 25% of the guard
interval, which is 64 sample time, while burst3 lags
burst1 by 50% of the guard interval, which is 128 sam-
ple time. We only apply the multipath fading channel
to simulate the UL synchronization.

The time offset standard deviations for both UL syn-
chronization schemes are shown in Fig. 10. If there
is no Doppler shift, we can always detect the correct
symbol start time of the first coming signal by both ap-
proaches. When the Doppler shift is not zero, the per-
formance of frequency domain approach is decreased
as the Doppler spread increases. As for the time do-
main approach, the Doppler shift has no obvious ef-
fects on the synchronization performance except when
it is very small.

The top plot in Fig. 11 represents the multipath
channel model that is specified in non-oversampling
sample numbers and with average power in normal
scale. The synchronization error distributions for the
signals from three different SSs are compared together
with the channel model in the bottom plot of Fig. 11.
Comparing the time error distribution with the channel
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Fig. 10: Standard deviation of UL symbol time syn-
chronization errors by using frequency and time do-
main approaches.
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Fig. 11: Performance of UL time synchronization
scheme 1I: errors of three signal with different arriv-
ing times, under different Doppler spreads.

model, we see that the different time offsets obtained
at synchronizer output almost concur with the sample
number of the multipath delays. Furthermore, the oc-
currence probabilities at the different time offsets are
proportional to the relative average power of the paths.
No matter when the signal arrives, the synchronization
performance has no difference. Thus we can roughly
detect the start time of all signals from different SSs
and this information should be helpful for channel es-
timation.

5. Conclusion and Future Work

In order to simulate non-integer multipath delays, we
have applied 4-times oversampling to the transmitted

signal. By the specification of the transmit spectral
mask in 802.16a, a 57-taps RRC filter with roll-off
factor 0.155 is designed to suppress the out-of-band
power.

We have designed the synchronization schemes for
DL and UL receivers and analysed the performance
under AWGN and fading channels. For DL, the time
and fractional frequency synchronization would work
well in the AWGN channel and the fading channel
with the Doppler shift lower than 0.1f;T's. The in-
teger frequency synchronization ability to correct fre-
quency offset is from —173 to 172 carrier spacings
and the error probability were about 10~ to 10~2 in
the multipath fading channel. Frame synchronization
is always correct when the Doppler shift was smaller
than 0.08f47's. In summary, the DL synchronization
scheme was suitable for the environment that the max-
imum Doppler shift was smaller than 0.1f47's.

As for UL, the correlation in the time domain has
better performance. The time synchronization errors
are in some degree correlated to the channel model.
Thus the guard interval should be at least larger than
two times of the delay spread.

There are several possible extensions for our re-
search. The synchronization performance can be ana-
lyzed for different guard interval lengths. We cantry to
do DL frame synchronization by using the correlation
in the time domain. Further, the simulation so far has
been done using floating-point arithmetic. If hardware
implementation is in view, then fixed-point simulation
should be considered for implementation efficiency.
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ABSTRACT

IEEE802.16a employs concatenated coding with Reed-Solomon

(RS) outer code and convolutional (CC) inner code, fol-
lowed by bit interleaving before M-ary QAM modulation.
The RS code is shortened and punctured, and the CC code
is punctured and of the tail-biting type. In this paper, we
consider the code properties, their decoding, and the asso-
ciated decoding performance. For the tail-biting punctured
CC codes, we propose a low-complexity decoder. It turns
out that the bit interleaver and the M-QAM modulation im-
pact the design and the performance of the CC decoder sig-
nificantly. We simulate the RS codes, the CC codes, and
the concatenated codes respectively in AWGN channel, and
compare the simulation results with theoretic coding gains
calculated based on minimum codeword distances. We find
that the performance of the RS codes and the CC codes al-
most achieves the theoretic values, which means that our
decoders have good performance. The performance of the
concatenated codes is worse at the Ej; /Ny considered. We
conjecture that their performance will also approach the the-
oretic values at high E/Ny.

1. INTRODUCTION

In the wireless channel, channel coding is an important tech-
nique to reduce the bit error rate. The channel coding scheme
used in IEEE802.16a [1], as shown in Fig. 1, is a concate-
nated code employing the Reed-Solomon (RS) code as outer
code and convolutional (CC) code as inner code. Input data
streams are divided into RS blocks, then each RS block is
encoded by a tail-biting CC code, which can be viewed
as a block code and hence makes the whole concatenated
code a block-based coding scheme. In addition, between
the CC coder and the modulator is a bit interleaver, which
protects the CC code from severe impact of burst errors and
increases overall coding performance. This approach has

This work was supported by the National Science Council of R.O.C.
under grant no. NSC 91-2219-E-009-008.

*—I Convolutional Encoder I——I Interleaver I——I Modulation I—'
<—| Convolutional Decoder H De-interleaver H Demodulation I‘;

Fig. 1: Channel coding structure.

Reed-Solomon Decoder

*—I Reed-Solomon Encoder

been termed “bit-interleaver coded modulation (BICM)” in
the literature [6]. The bit interleaver greatly complicates the
branch metric for soft-decision CC decoding via the Viterbi
algorithm.

To make the system more flexibly adaptable to the chan-
nel condition, there are six coding-modulation schemes de-
fined in IEEE 802.16a, as shown in Table 1. The different
coding rates are made by shortening and puncturing the na-
tive RS code through one RS coder and with puncturing of
the native tail-biting CC code through one CC coder.

The organization of this paper is as follows: Section 2
analyzes coding gains of the six coding-modulation schemes
based on minimum codeword distance. Section 3 designs
decoders for the shortened and punctured RS code, tail-
biting punctured CC code, and BICM. Section 4 compares
the performance of the decoders we design with the analytic
coding gains. Section 5 is our conclusion.

2. CODING GAIN ANALYSISBASED ON
MINIMUM CODEWORD DISTANCE

2.1. Reed-Solomon Coding Gain

A crude estimate of a T-error correcting RS coding gain
with soft-decision in AWGN is

10logo(Re - dmin) dB, 1)

where R, is the code rate [9]. But since RS codes are usu-
ally hard-decision decoded, the coding gains are reduced by

21EL dB [12]. The results are listed in Table 2.




Table 1: Six Channel Coding Schemes

Overall|  Rs cc | cC

Scheme | Modulatior] Code Code | Code| Code
Rate Rate dfree

1 QPSK | 1/2 | 24,18,3) | 2/3 | 6

2 QPSK | ~3/4 1 (30,26,2) | 5/6 | 4

3 | 160AM | 1/2 | (48,36,6) | 2/3 | 6

4 16QAM 3/4 (60,54,3) | 5/6 4

5 | 640AM | 2/3 | (81,72,4) | 3/4 | 5

6 | 64QAM | ~3/4 | (90,82,4) | 5/6 | 4

Table 2: Coding Gain Based on Minimum Codeword Dis-
tance

Hard- Soft-
Decision Decision Conca_tenate )
Scheme| Rg Coding | CC Coding C_odmg
Gain (dB) | Gain (dB) Gain (dB)
1 4.77 6.02 10.79
2 4.15 5.23 9.38
3 7.2 6.02 13.22
4 5.56 5.23 10.79
5 6.48 5.74 12.22
6 6.59 5.23 11.82

2.2. Convolutional Coding Gain

A rough estimate of soft-decision CC coding gain in AWGN
is
10 10g10 (RC * dfr,-ee) dB, (2)

where R, is the code rate and d .. is the free distance [9].
The results are listed in Table 2.

2.3. Concatenated Coding Gain

The theoretic concatenated coding gain is the product of the
coding gain of the outer code and the inner code. It is a very
loose upper-bound for most concatenated codes, except in
the case of turbo codes. The results are listed in Table 2.

3. DECODER DESIGN

3.1. Shortened and Punctured Reed-Solomon Code

The Reed-Solomon code in IEEE802.16a is derived from
a systematic RS (V = 255, K = 239, T = 8) code on
GF(2®), where N is number of overall bytes after encoding,

K is number of data bytes before encoding, and 7' is number
of data bytes which can be corrected. The field generator
polynomial is p(z) = 28 + z* + z3 + 22 + 1. The generator
polynomial for RS code can be generalized as

g(@) = (x + A") (@ + A" - (@ + AT (3)

where h can be any integer. Usually, h = 1. However,
for the RS code in IEEE802.16a h = 0. This affects the
decoding algorithm, as shown later.

This code then is shortened and punctured to enable
variable block sizes and variable error-correction capabil-
ity. The modified RS code is denoted as (', K', T"), listed
in the Table 1. They are shortened to K’ data bytes and
punctured to permit 7" bytes to be corrected. When a block
is shortened to K’ data bytes, the first 239 — K’ bytes of the
encoder input blocks are zeros. When a codeword is punc-
tured to permit T" bytes to be corrected, only the first 27"
of the total 16 parity bytes are employed.

The Euclid’s algorithm is a common (hard-decision) de-
coding algorithm for RS codes [10]. It includes four steps:

1. Compute the syndrome value.

2. Compute the error location polynomial.
3. Compute the error location.

4. Compute the error value.

The shortening does not affect the RS decoder because
the RS code in IEEE802.16a is a systematic code and the
initial zero bytes will not affect each step of the decoder.
As for the puncturing, the punctured bytes can be viewed as
erasures.

By the use of h = 0 in IEEE802.164a, step 1 and 4 of the
decoding algorithm need to be modified [11]. To see how,
note that the syndrome value computed in step 1 is .Sy, for
the root of z = A", Sy, for the root of 2 = Ah+L ...
and Sy, 1o7_1 for the root of z = A**+2T—1 The error value
computed in step 4 for any h is the error value computed
for h = 1 multiplied by x;(h_l), where k denotes the error
location. Since h = 0 for the RS code in IEEE802.164a, the
syndrome value is Sy, Si, - - -, Ser—1 and the error value is
the error value computed for & = 1 multiplied by z;.

3.2. Tail-Biting Punctured Convolutional Code

Each RS block is encoded by a binary convolutional en-
coder, which has native rate of 1/2, a constraint length equal
to 7, and the generator polynomials for the two output bits
are 171pcr and 1330cT-

This CC code is then punctured to allow different rates.
Furthermore, tail-biting is performed, by initializing the en-
coder’s memory with the last data bits of the RS block.
Puncturing does not affect the Viterbi decoding algorithm
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Fig. 2: Tail-biting convolutional decoder.

very significantly. The metrics associated with the punc-
tured bits are simply disregarded in metric accumulation [2].

IEEE802.16a uses the tail-biting approach, which has
better performance compare with direct-truncation CC code
and does not lose rate compared with zero-tail CC code.
However, we pay the cost of a complex decoder. The op-
timal decoder of tail-biting CC code, as suggested in [3],
is to run 2™ (m is register length, and m is 6 here.) par-
allel Viterbi decoders, each decoder postulating a different
starting and ending state. The Viterbi decoder that produces
the globally best metric gives the maximum likelihood es-
timate of the transmitted bits. The obvious disadvantage of
this method is the 2™ times complexity compared to de-
coding for the code with tail bits. Therefore, combined [4]
and [5], we propose a suboptimal decoder which can reduce
the complexity to less than 2 times the normal Viterbi algo-
rithm. The performance is shown in Section 4.

Our suboptimal tail-biting CC decoder is depicted in
Fig. 2. We first extend the received sequence by repeat-
ing the first (a + B)(n/k) received bits, where « and
are two important parameters that we have to set. In the
Viterbi decoder, the trellis is initialized by making all states
equally likely (i.e., setting the a priori probabilities of all
survivors equal), and the Viterbi algorithm is executed for
the extended received sequence. A traceback is performed
from the best state at the end of the extended received se-
quence, and a portion of the data in the decoded block, from
position «: on for the length of information bits, is chosen as
the estimate of the data block.

This scheme relies on the fact that if the received se-
quence is circularly repeated, the trellis of the extended re-
ceived sequence can be considered circular since tail-biting
code starts and ends in the same state. The trellis of the tail-
biting CC decoder is depicted in Fig. 3. Because the starting
state is unknown, the first « surviving paths of the decoder
may not be the correct paths. Only after enough depth can
the surviving paths approach the correct ones. Thus the later
part of the decoded block will be more like to the informa-
tion data.

Furthermore, we need to consider the traceback mecha-
nism. The surviving path will be almost unique after some
depth into the trellis. Therefore, the trellis can be truncated
and the traceback mechanism performs after some delay,
say 7. The conventional value of 7 is 5 times the register

Information Length (L)

®
@ @ circularly // @

repeat

Repeat Length (a+p)

cortect path

VA
ANEAY
- LY
@\ D e @D
non-unique

@ incorrect path @
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Length L (the valid decoded bits)

Length

Length o

Fig. 3: Trellis of tail-biting convolutional code.
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Fig. 4: Soft-decision CC decoding performance in AWGN
with a = § =30, 60, and 90 of the six coding schemes.

length [2]. Since the ending state of the trellis for the ex-
tended received data is unknown and the decision depths
for the latest decoded data are not long enough to make the
surviving paths unique, the latest decoded data will not be
reliable and can’t be chosen as the decoded data. The un-
reliable data length is set to 3, which is related (actually
equal) to .

To decide the values of a and 3, we run simulation un-
der different Ey/Ng fora = = 30, a = 8 = 60, and
a = B = 90 for the six coding schemes in AWGN. We
show simulation results of scheme 5 and 6 in Fig. 4; other
schemes have similar simulation results. We find the perfor-
mance is almost the same fora = 8 = 60and a = 5 = 90,
and both are better than « = 8 = 30. Considering the
trade-off between performance and decoder complexity, we
adopt o = 60 and 8 = 60 in the Viterbi decoder.



3.3. Bit-Interleaved Coded Modulation Code

For optimal soft-decision Viterbi decoding in AWGN chan-
nel, the metric is the Euclidean distance between each trellis
path and the soft-output of the demodulator. The problem
now is that there is a bit interleaver between the CC en-
coder and the modulator in the transmitter. Thus, we adopt
a suboptimal decoder based on bit-by-bit metric computa-
tion, which is proposed in [6], [7], and [8].

Let a[i] = ar[i] + jagli] denote the QAM symbol trans-
mitted in the ith sub-carrier of OFDM symbol and {br 1,
<o brg, o brebo,t, o bok, -+ bo,e} be the corre-
sponding bit sequence. Assuming that the ISI (inter OFDM
symbol interference) and ICI (inter channel interference)
are completely eliminated, then the received signal of the
sub-carrier can be written as

rli] = Gen[i] - ali] + wld], (4)
where G 4[] is the channel frequency response complex co-
efficient for the ith sub-carrier and w(i] is the complex Ad-
ditive White Gaussian Noise (AWGN) with variance o2 =
Ny. If the channel estimate is error free, the output of the
one-tap equalizer is given by

y[i] = ali] + wli]/Genli] = ali] + w'[i], (5)
where w'[7] is still complex AWGN noise with variance o2 (i) =
o? [|Genli]|*.

Assuming that G5 [#] is known to the receiver and that
the transmitted bits are i.i.d, the following maximization is
performed to estimate the encoded bit sequence b according
to the ML (maximum likelihood) criterion:

b= argmax Plr|b]. (6)

For each in-phase(bs, ) and quadrature(bg,x) bit, two
metrics are derived corresponding to the two possible values
0 and 1,respectively. For bit by g, first the QAM constella-
tion is split into two partitions of complex symbols, namely
S§0,Z comprising the symbols with a “0” in position (I, k)

and S}l,)c which is complementary. Then the two metrics
are obtained by

> logp(r[d]lali] = )

aeSf?,)c

my(bry) =

Q

max log p(r[illa[i] = a), ¢=0,1(7)

I,k
Since the conditional pdf of [] is complex Gaussian

il = o) — L 1{rli) = Genlilo
plrlillali] = @) = —o= exp{—5—— S},

(8)

Table 3: Bit Metric for Method-ML and Method-LLR

Method-ML Method-LLR
Bit metric (decided “0”) mo T(mo —my) + 1
Bit metric (decided “1”) my 1(mg —my) — DI

and r[i] = Gen[i] - y[i], the metrics defined in Eq. (7) are
equivalent to

me(brk) = |Genli]]” - min_|y[i] - al?. )
Finally, these metrics are de-interleaved, i.e., each couple
(mg, my) is assigned to the bit position in the decoded se-
guence according to the de-interleaver map, and fed to the
Viterbi decoder which selects the binary sequence with the
smallest cumulative sum of metrics. We name this method
Method-ML in the following discussion.

From the concept of Log-Likelihood Ratio (LLR), a method
named Method-LLR is proposed in [8]. Because of the Gray-
coding used in the M -ary QAM constellation, this method
can reduce the complexity of Method-ML. It defines LLR(br,1)
as follows (the following applies to the quadrature part, too).

LLR(brx) = (mo(brr) —ma(brk))/4
|Genli]]? - D, (10)

The metrics sent to the Viterbi decoder of the two methods
are defined in Table 3. Note that the difference between the
bit metrics for the decided “0” and “1” is the same for the
two methods, namely +(mgo — m1). Thus the decoded bit
sequence are the same for the two methods.

Fig. 5 shows the partitions (S}?,)E,Sg,)c) for the generic
bit bz 1 in the case of the 16-QAM constellation. As a con-
sequence,

Dy

_ 1 . . 2 . . 2
» = g{ i, Wi = af = min, ] - o’

I,k

can be simplified as follows.

{ —y1lil, lyr(i)] < 2
Dip = { =2(li]-1), w(i)>2 (11
=2(yrli] + 1), yr(i) <2
Dr> = |yili]l - 2. (12)

The same observation holds for QPSK and 64-QAM
constellations.

4. PERFORMANCE AND ANALYSIS

We simulate the six Reed-Solomon codes, convolutional codes,
and concatenated codes with « = 60 and 8 = 60 respec-
tively in AWGN channel. We show simulation results of
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Fig. 5: Metric partitions of the 16-QAM constellation.

scheme 1 (QPSK), 3 (16QAM), and 5 (64QAM)in Fig. 6;
other schemes have similar simulation results. The axes
present energy per information bit (E,/Ng) and information
bit error rate (BER). The coding gains are obtained from re-
duction E,/Ny in coded BER curve compared to the curve
of uncoded transmission with coherent demodulation.

We find that in AWGN channel, the performance of the
concatenated code is worse than a single CC code under low
Ey/Ny. We conjecture that the reason is, the errors exceed
the correction capability of outer RS code under low E/ Ny,
yet the codeword energy of the concatenated code is inverse
of RS code rate times of a single CC code.

Table 4 lists coding gains of the six concatenated codes
obtained from simulation at BER=10"%. Comparing with
the theoretic coding gains based on minimum codeword dis-
tance in Table 2, we find the RS coding gains are less than
the theoretic values by 2 to 3.5 dB and the CC coding gains
are less than the theoretic values by 1 dB, which means
that our low-complexity tail-biting suboptimal decoder have
good performance and BICM mechanism only have little
impact on the CC code. However, the overall coding gains
under low Ej/ Ny are far away from the theoretic values, and
we conjecture that the performance will more achieve above
values under high Ey/Ny.

5. CONCLUSION

In this paper, we designed the decoding algorithm for the

shortened and punctured RS codes and proposed a low-complexity

decoder for the tail-biting punctured CC codes under the
BICM arrangement. From the simulation results in AWGN
channel, we found that the coding gains of the RS codes and
the CC codes almost achieved the theoretic values calcu-
lated based on minimum codeword distances, which means
that our low-complexity suboptimal tail-biting decoder has
good performance and the BICM mechanism only has little
impact on the CC decoding performance. The performance
of the concatenated codes is worse at the E}, /Ng considered.
We conjecture that their performance will also approach the

BER
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Table 4: Coding Gain from Simulation, in AWGN at BER

=10-¢
Soft-
RS Coding | Decision | Concatenated
Gain from | CC Coding | Coding
Scheme| Simulation | Gain from | Gain from
(dB) Simulation | Simulaton
(dB) (dB)
1 2.57 5.19 4.62
2 2.24 4.19 3.62
3 3.6 5.9 6.04
4 2.9 4.43 4.38
5 3.24 5.62 6.04
6 3.19 4.9 5.1

theoretic values at high E,/Ng. These results can provide
a basis for various further studies. For example, they can
be used in guiding the work towards a practical hardware
implementation.
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