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Asthe wireless technology becomes a common solution to set up alocal area network
(LAN) gradualy, the quality of transmitting data by wireless mediais more important. One of the
general applications of wireless local area network (WLAN) is called infrastructure mode
proposed by IEEE Std 802.11[1]. The infrastructure mode is a centralized wireless network and
all wireless devices send or receive data through a special device called access point (AP). If
there were more than one AP that a wireless device can connect to, the wireless device would
choose and connect to the one that can provide the best transmission quality. For example, there
are hundreds of notebook computers with wireless interface cards in a big conference hall and all
of the computers have to access the Internet through the only four APs distributed in the
conference hall. How to select the best AP dynamically for a notebook computer so that it can get
the best accessing quality isthe issue that we research into in this project.

The problem of dynamic load balancing for IEEE 802.11 infrastructure mode wireless
network is not just a problem of distributing all wireless devices equally to all APs. There are
many factors that could be considered, such as signal strength [2] or data throughput. This project
will design and implement three variances of infrastructure mode system that support the
dynamic load balancing for IEEE 802.11 wireless network by detecting the immediate data
throughput. This project will also study the effectiveness, performance, and computation
overhead of dynamic load balancing mechanism on the three different IEEE 802.11 infrastructure
mode wireless network systems.
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Bandwidth usage
> 95%

There are
better APs.

After a random
backoff time.

There still are
better APs.

Procedure 1

< Policy 1 =
Check the bandwidth usage
every one second.

Procedure 2

< Policy 2 =
Check if there were
better APs.

Procedure 3

.,

< Policy 3 >
Wait for a random backoff
time before sending an
AP changing message.

Procedure 4

< Policy 4 >
Make sure that there
still are better APs.

Procedure 5

< Policy 5 =
Choose one attached STA
and send the AP changing

message to it.

There aren't
better APs.

There aren't
better APs.

After sending
AP changing
message.

95 %

Definitions:

Poten_Avg_Thr : The potential average throughput of an AP itself.

Max_Thr : The maximum throughput of an AP itself.
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Num_Active STA : The number of active STAsof an AP itself.

Poten_Avg_Thr i : The potential average throughput of another APi.

Max_Thr i : The maximum throughput of another AP1.
Num_Active STA i : The number of active STAs of another AP
Consume _Thr i : The throughput consumption of another API1.
Unused Thr i : The unused bandwidth of another APi.

Poten Best Thr i : The potential best throughput of another AP i

Formulas:
1. Theinformation of an AP itsalf :
Poten Avg_Thr =Max_Thr/ Num_Active STA ;

2. Theinformation of another AP :
Unused_Thri=(Max_Thr i) (Consume_Thri) ;
Poten_Avg_Thri = (Max_Thri)/(Num_Active STAi +1);

Poten Best Thri=max Unused Thri, Poten Avg Thri

3. Find out the better APs :
If ( Poten_Best Thri Poten_Avg Thr)

Then AP isabetter AP.
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< Example 1>

Figure 3.1(a) shows the initial setup of the infrastructure-mode wireless
network used in this example. We can see that all STAs are evenly distributed
among all APs, and all STAs are covered under all APs. In this example, each one
of AP 1'sattached STAs, (including STA 1, STA 2, STA 3, and STA 4), has greedy
UDP connection to Host 1 at the beginning. We let all APs start exchanging

AP_Info messages after 5 seconds from the beginning.

[ The 5™ second ]

Figure 3.1 (b) shows the transmission throughput of each STA at 5 second.

After exchanging AP_Info messages with each other, all APs can

get the following information stored in their AP_Info tables.

AP_ID MAC Channel Max_Thr [Consume Thr|Attached STA| Active STA
AP 1 [1:1:1:1:1:1 1 780.000 | 907.740 4 4.000
AP 2 2:2:2:2:2:2 3 780.000 0.000 4 0.000
AP_3 [3:3:3:3.3:3 5 780.000 0.000 4 0.000
AP 4 444444 7 780.000 0.000 4 0.000

10




Distribution 5ystem

Fast Ethernet

J% Hostl Host2 g
= .
\juitﬂr/

Basic Service Sets

(@) Initial setup of the infrastructure-mode wireless network

Distribution 5ystem

Fast Ethernet

% Host1 Host? g
".:-'\—-E- ;.'-'\—.E-
\juitﬂr/

Basic Service Sets

(b) The transmission throughput of each STA at 5 second
Figure 3.1: Example 1 for dynamic load balancing

Note that AP 1's throughput consumption is greater than the maximum

throughput that it can provide. That is because we set the value of maximum
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throughput according to the throughput that a STA can obtain when there is only
one STA attached to an AP, If there are multiple STAs attached to an AP, due to the
MAC property of IEEE Std 802.11 [1] they can obtain more total throughput than

only one STA can obtain.

Each AP checks if its bandwidth usage is over 95%. If it is, the AP
then checksitsAP_Info table to search if there are better APs.

OnAP1:
1) Bandwidth usage = 1.163769 > 0.95, so try to search better APs.
2) AP 1's potential average throughput = 195.000 KB.

AP_ID |Potential average Unused * Potential best | If the potential best [** Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 195.000

AP_2 | 780.000 780.000 780.000 |Itisabetter AP.| 1%

AP_3 | 780.000 780.000 780.000 | Itisabetter AP | 2™

AP_4 | 780.000 780.000 780.000 |If isabetter AP.| 3"

* Potential best throughput = max  Potential average throughput , Unused throughput .
** The AP will put the APS' information into AP_changing message by the sort result.
3) AP 1 finds 3 better APs and schedules to send an AP_changing message after 2

seconds ( random backoff time).

OnAP2:
1) Bandwidth usage = 0.000000 < 0.95, so no action.

OnAP3:
1) Bandwidth usage = 0.000000 < 0.95, so no action.
OnAP4 .
1) Bandwidth usage = 0.000000 < 0.95, so no action.
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[ The 7" second ]

OnAP 1
1) AP 1isgoing to send an AP_changing message. It checks if there are still better
APs.

2) AP 1's potential average throughput = 195.000 KB.

AP_ID |Potential average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 195.000

AP_2 | 780.000 780.000 780.000 |Itisabetter AP.| 1%

AP_3 | 780.000 780.000 780.000 | Itisabetter AP | 2™

AP_4 | 780.000 780.000 780.000 |If isabetter AP.| 3"

3) There are till better APs. Therefore, AP 1 checks the bandwidth usage of each
attached STA and chooses the one that has highest bandwidth usage. Then it
sends the following AP_changing message to it.

STA_ID Bandwidth usage (KB) Sort
STA_1 227.304 3™
STA_ 2 237.636 1%
STA 3 230.256 2"
STA 4 214.020 4"

4) AP 1 sends an AP_changing message to STA 2.

OnSTA?2:
1) STA 2 receives an AP_changing message from AP 1. The contents of that

message are shown as follows.

AP_MAC Addr Channel

2:2:2:2:2:2 3
3:3:3:3:3:3 5
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4:4:4:4:4:4

~

2) STA 2 disassociates with AP 1 and then changes its channel to 3 to listen for the

beaconsissued fromAP 2 ( 2:2:2:2:2:2).

3) STA 2 detects the beacons and then performs association procedure to attach to

AP 2 successfully.

[ The 8" second ]

Figure 3.1 (c) shows the transmission throughput of each STA at 8 second.

After exchanging AP_Info messages with each other, all APs can

get the following information from their AP _Info tables.

AP_ID MAC Channel Max_Thr |Consume Thr|Attached STA| Active STA
AP1 [1.1:1:1:11 1 780.000 | 904.788 3 2.998
AP 2 2:2:2:2:2:2 3 780.000 76.752 5 0.492
AP 3 [3:3:3:3:3:3 5 780.000 0.000 4 0.000
AP 4 444444 7 780.000 0.000 4 0.000
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(d) The transmission throughput of each STA at 11 second
Figure 3.1: Example 1 for dynamic load balancing

Each AP checks if its bandwidth usage is over 95%. If it is, the AP

then checksitsAP_Info table to search if there are better APs.
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OnAP1:
1) Bandwidth usage = 1.159985 > 0.95, so try to search better APs.

2) AP 1's potential average throughput = 260.149 KB.

AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 260.149

AP_2 | 522.788 703.248 703.248 | Itisabetter AP.| 3"

AP_3| 780.000 780.000 780.000 |Itisabetter AP.| 1%

AP_4 | 780.000 780.000 780.000 | If isabetter AP. | 2™

3) AP 1 finds 3 better APs and schedules to send an AP_changing message after 2

seconds ( random backoff time).

OnAP2:

1) Bandwidth usage = 0.098400 < 0.95, so no action.
OnAP3:

1) Bandwidth usage = 0.000000 < 0.95, so no action.
OnAP4:

1) Bandwidth usage = 0.000000 < 0.95, so no action.

[ The 10" second ]

After exchanging AP_Info messages with each other, all APs can get

the following information from their AP_Info tables.

AP_ID MAC Channel Max_Thr |Consume Thr|Attached STA| Active STA
AP 1 [1:1:1:1:1 1 780.000 | 895.932 3 3.000
AP 2 |2:2.2.2.2:2 3 780.000 798.516 5 1.000

AP_3 [3:3:3:3.3:3 5 780.000 0.000 4 0.000
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AP 4 4:4:4:.4:4:.4

7 780.000 0.000

4 0.000

OnAP1:

1) AP 1 wantsto send AP_changing message, it triesto check if there are still better

APs.
2) AP 1's potential average throughput = 260.000 KB.
AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 260.000
AP 2| 390.000 0.000 390.000 |Itisabetter AP.| 3"
AP_3| 780.000 780.000 780.000 |ltisabetter AP.| 1%
AP 4| 780.000 780.000 780.000 |If isabetter AP, | 2™

3) There are till better APs. So, AP 1 checks the bandwidth usage of each attached
STA and chooses the one that has the highest bandwidth usage. AP 1 then sends

the AP_changing message to it.

STA_ID Bandwidth usage (KB) Sort
STA 1 293.725 2"
STA_ 3 308.484 1%
STA 4 293.723 31

4) AP 1 sends an AP_changing message to STA 3.

On STA 3:

1) STA 3 receives an AP_changing message from AP1. The contents of that

message are shown as follows.

AP_MAC Addr Channel
3:3:3:3:3:3 5
4:4:4.4:.4:4 7
2:2:2:2:2:2 3
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2) STA 3 disassociates with AP 1 and then changes its channel to 5 to listen for the
beaconsissued from AP 3 ( 3:3:3:3:3:3).

3) STA 3 detects the beacons and then performs association procedure to attach to

AP 3 successfully.

[ The 11" second |

Figure 3.1 (d) shows the transmission throughput of each STA at 11 second.

After exchanging AP_Info messages with each other, all APs can

get the following information from their AP_Info tables.

AP_ID MAC Channel Max_Thr [Consume Thr|Attached STA| Active STA
AP 1 [1:1:1:1:1 1 780.000 | 879.696 2 1.858
AP 2 2:2:2:2:2:2 3 780.000 | 797.040 5 1.000
AP_3 [3:3:3:3.3:3 5 780.000 70.848 5 0.454
AP 4 444444 7 780.000 0.000 4 0.000

Each AP checks if its bandwidth usage is over 95%.

then checksitsAP_Info table to search if there are better APs.

OnAP1:

If it

1) Bandwidth usage = 1.127815 > 0.95, so try to search better APs.

2) AP 1's potential average throughput = 419.750 KB.

is, the AP

AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 419.750

AP 2 390.000 0.000 390.000 |Itisn'tabetter AP.| X

AP 3| 536.451 709.152 709.152 | Itisabetter AP, | 2"

AP_4| 780.000 780.000 780.000 |If isabetter AP.| 1%
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3) AP 1 finds 2 better APs and schedules to send an AP_changing message after 4

seconds ( random backoff time).

OnAP2:
1) Bandwidth usage = 1.021846 > 0.95, so try to search better APs.
2) AP 2's potential average throughput = 780.000 KB.

AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 780.000
AP 1| 272918 0.000 272.918 | Itisn't abetter AP.

AP_3| 536.451 709.152 709.152 |Itisn'tabetter AP. | X

AP_4 | 780.000 780.000 780.000 |Itisn'tabetter AP.| X

3) AP 2 doesn’t find any better AP.

OnAP3:
1) Bandwidth usage = 0.090831 < 0.95, so no action.

OnAP4:
1) Bandwidth usage = 0.000000 < 0.95, so no action.

[ The 15" second |

After exchanging AP_Info messages with each other, all APs can get the

following information from their AP_Info tables.

AP_ID MAC Channel Max_Thr |Consume Thr|Attached STA| Active STA
AP 1 1:1:1:1:1:1 1 780.000 873.792 2 2.000
AP 2 2:2:2:.2:.2:2 3 780.000 801.468 5 1.000

AP_3 [3:3:3:3.3:3 5 780.000 | 797.040 5 1.000
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AP 4 4:4:4:.4:.4.4 7 780.000 0.000 4 0.000

OnAP1:
1) AP lisgoingto send itsAP_changing message It checks if there are still better

APs.
2) AP 1's potential average throughput = 390.000K B.
AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 390.000
AP 2| 390.000 0.000 390.000 |Itisn'tabetter AP.| X
AP_3| 390.000 0.000 390.000 | Itisn't abetter AP.
AP 4| 780.000 780.000 780.000 | If isabetter AP.| 1%

3) Thereis still abetter AP. So, AP 1 checks the bandwidth usage of each attached
STA and chooses the one that has the highest bandwidth usage. AP 1 then sends
the AP_changing message to it.

STA_ID Bandwidth usage (KB) Sort
STA 1 425.088 2"
STA_ 4 448.704 1%

4) AP 1 sends an AP_changing message to STA 4.

OnSTA4:
1) STA 4 receives an AP_changing message from AP 1. The contents of that

message are shown as follows.

AP_MAC_ Addr Channel

4:4:4:4:4:4 7

2) STA 4 disassociates with AP 1 and then changes its channel to 7 to listen for the
beaconsissued from AP 4 ( 4:4:4:4:4:4).

3) STA 4 detects the beacons and performs the association procedure to attach to
AP 4 successfully.
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[ The 17" second |

Figure 3.1 (e) shows the transmission throughput of each STA at 17 second.
We can see that this infrastructure-mode wireless network is under aload balancing
condition among all APs. The final average throughput of each UDP connection is
about 3.5 times the original average throughput. It is the best result that can be
achieved in this example. Our control mechanism of dynamic load balancing can

achieve this result successfully.
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(e) The transmission throughput of each STA at 17 second
Figure 3.1: Example 1 for dynamic load balancing

< Example 2 >

Figure 3.2 (a) shows the initial setup of the infrastructure-mode wireless

network used in this example. We can see that all STAs are evenly distributed
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among all APs, and all STAs are covered under all APs. At the beginning, some
STAs which include STA 2, STA 3, STA 4, and STA 7 have greedy UDP

connections to Host 1 through their attached APs, and some other STAs which

include STA 9, STA 13, STA 14, and STA 15 have greedy UDP connections to Host

2 through their attached APs. STA 8 has a ping traffic ( ping dst_IP ) through AP 2

to Host 1. STA 10 has aflood ping traffic ( ping —f dst_IP) through AP 3 to Host 2.

In this example, we can see how the concept of the number of active nodes works

and how the policy of random backoff time worksin our control mechanism. We let

all APs start exchanging AP_Info messages after 5 seconds from the

beginning.

[ The 5" second ]

Figure 3.2 (b) shows the transmission throughput of each STA at 5 second.

After exchanging AP_Info messages with each other, all APs can

get the following information from their AP_Info tables.

AP_ID MAC Channel Max_Thr [Consume Thr|Attached STA| Active STA
AP 1 [1:1:1:1:1 1 780.000 | 859.308 4 3.000
AP 2 2:2:2:2:2:2 3 780.000 | 757.428 4 1.092
AP_3 [3:3:3:3.3:3 5 780.000 | 628.236 4 1.375
AP 4 444444 7 780.000 | 898.884 4 3.000

Each AP checks if its bandwidth usage is over 95%.

then checks AP_Info table to search if there are better APs.

OnAP1:

If it is, the AP

1) Bandwidth usage = 1.101677 > 0.95, so try to search better APs.
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2) AP 1's potential average throughput = 260.000 KB.

AP_ID |Potential average]  Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (K B) |throughput > 260.000

AP 2 372.849 22.572 372.849 |Itisabetter AP.| 1%

AP 3 328.421 151.764 328.421 Itisabetter AP, | 2™

AP 4| 195.000 0.000 195.000 |Itisn'tabetter AP.| X

3) AP 1 finds 2 better APs and schedules to send an AP_changing message after 2

seconds ( random backoff time).

OnAP2:

1) Bandwidth usage = 0.971062 > 0.95, so try to search better APs.

2) AP 2's potential average throughput = 714.286 KB.

AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 714.286
AP_1| 195.000 0.000 195.000 |Itisn'tabetter AP. | X
AP 3| 328421 151.764 328.421 | Itisn't abetter AP.
AP_4 | 195.000 0.000 195.000 | Itisn't abetter AP,
3) AP 2 doesn’t find any better AP.
OnAP3:
1) Bandwidth usage = 0.805431 < 0.95, so no action.
OnAP4:
1) Bandwidth usage = 1.152415 > 0.95, so try to search better APs.
2) AP 4's potential average throughput = 260.000 KB.
AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 260.000
AP_1| 195.000 0.000 195.000 |Itisn'tabetter AP. | X
AP 2| 372.849 22.572 372.849 |Itisabetter AP.| 1%
AP 3| 328421 151.764 328421 |ltisabetter AP | 2™
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3) AP 4 finds 2 better APs and schedules to send an AP_changing message after 4

seconds ( random backoff time).
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(@) Initial setup of the infrastructure-mode wireless network
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(b) The transmission throughput of each STA at 5 second
Figure 3.2: Example 2 for dynamic load balancing
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[ The 7" second ]

After exchanging AP_Info messages with each other, all APs can get

the following information from their AP_Info tables.

AP_ID MAC Channel Max_Thr [Consume Thr|Attached STA| Active STA

AP 1 [1:1:1:1:1 1 780.000 | 852.012 4 3.000

AP 2 2:2:2:2:2:2 3 780.000 | 746.256 4 1.103

AP_3 [3:3:3:3.3:3 5 780.000 | 610.032 4 1.403

AP 4 444444 7 780.000 | 898.884 4 3.000
OnAP1:

1) AP 1isgoing to send AP_changing message. It checksif there are still better
APs,

2) AP 1's potential average throughput = 260.000 KB.

AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 260.000

AP_2 | 370.899 33.744 370.899 |Itisabetter AP.| 1%

AP 3| 324594 169.968 324594 | Itisabetter AP, | 2"

AP_4 | 195.000 0.000 195.000 |Itisn'tabetter AP. | X

3) There are still better APs. So, AP 1 checks the bandwidth usage of each attached
STA and chooses the one that has the highest bandwidth usage. AP 1 then sends
the AP_changing message to it.

STA ID Bandwidth usage (KB) Sort
STA 1 0.0 4"
STA_ 2 276.012 3™
STA_3 298.152 1%
STA 4 277.848 2"
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4) AP 1 sends an AP_changing message to STA 3.

OnSTA 3:

1) STA 3 receives an AP_changing message from AP 1. The contents of that

message are shown as follows.

AP_MAC_ Addr Channel
2:2:2:2:2:2 3
3:3:3:3:3:3 5

2) STA 3 disassociates with AP 1. It then changes its channel to 3 to listen for the

beaconsissued from AP 2 ( 2:2:2:2:2:2).

3) STA 3 detects the beacons and performs the association procedure to attach to

AP 2 successfully.

[ The 9" second ]

Figure 3.2 (c) shows the transmission throughput of each STA at 9 second.

After exchanging AP_Info messages with each other, all APs can

get the following information from their AP_Info tables.

AP_ID MAC Channel Max_Thr |Consume Thr|Attached STA| Active STA
AP1 [1.1:1:1:11 1 780.000 | 797.072 3 2.000
AP 2 2:2:2:2:2:2 3 780.000 | 815.892 5 2.130
AP_3 [3:3:3:3.3:3 5 780.000 | 622.284 4 1.391
AP 4 444444 7 780.000 | 897.408 4 3.000
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(d) The transmission throughput of each STA at 11 second
Figure 3.2: Example 2 for dynamic load balancing

OnAP4:

1) AP 4 isabout to send itsAP_changing message. It checksif there are still better
27



APs.

2) AP 4's potential average throughput = 260.000 KB.

AP_ID |Potentia average Unused Potential best | If the potential best | Sort
throughput (KB) | throughput (KB) | throughput (KB) |throughput > 260.000

AP 1 260.000 0.000 260.000 |[Itisn'tabetter AP.| 1%

AP 2| 249.201 0.000 249.201 | Itisn'tabetter AP, | 2™

AP_3 326.223 157.716 326.223 | Itisabetter AP.| X

3) Thereis still abetter AP. So, AP 4 checks the bandwidth usage of each attached
STA and chooses the one that has the highest bandwidth usage. AP 4 then sends

the AP_changing message to it.

STA ID Bandwidth usage (KB) Sort
STA_13 289.296 31
STA_14 299.628 2"
STA_15 308.484 1%
STA_16 0.000 4"

4) AP 1 sends an AP_changing message to STA 15.

On STA 15:

1) STA 15 receives an AP_changing message from AP 4. The contents of that

message are shown as follows.

AP_MAC_Addr

Channel

3:3:3:3:3:3

5

2) STA 15 disassociates with AP 4. It then changes its channel to 5 to listen for the

beaconsissued from AP 3 ( 3:3:3:3:3:3).

3) STA 15 detects the beacons and performs the association procedure to attach to

AP 3 successfully.

[ The 11"

second |
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Figure 3.2 (d) shows the transmission throughput of each STA at 11 second.
We can see that this infrastructure-mode wireless network is under a load balancing
condition among all APs. Each STA can’t find another AP that can provide more
bandwidth for itself if it would switch to that AP. Thisis aready the best result in
this example. Our control mechanism of dynamic load balancing can successfully

achieve this best result.

At 5 second in thisexample, AP 1 and AP 4 find that there are other better APs
and both of them take AP 2 asthe best target AP. AP 1 waits for 2 seconds and then
it sends an AP_changing message to request STA 3 to change to AP 2 at 7 second.
AP 4 waits for 4 seconds before it sends its AP_changing message. When AP 4 is
going to send the AP_changing message, it finds that AP 2 is not the best target AP
anymore because STA 3 attached to it at 7 second. Therefore, AP 4 takes AP 3 as
the best target AP, If AP 1 and AP 4 would wait for the same backoff time and send
the AP_changing messages at the same time, two STAs will switch to AP 2 at
almost the same time. This will cause AP 2 to become the AP that has the most
traffic load. Then AP 2 will find that AP 3 is abest target AP and request one of its
attached STAs to change to it. Finaly, it will achieve the same result as that in this
example. That is how the policy of random backoff time works on an AP to reduce

unnecessary actions.

In Figure 3.2 (b), we can see that although AP 2's wireless link utilization is
greater than AP 3, it's number of active nodes ( It's 1.092.) isless than that of AP 3
( I's 1.375.). This is why both AP 1 and AP 4 take Ap 2 as the best target AP
instead of AP 3. Actually, AP 2 provides more bandwidth for a new attached STA
than AP 3 does. Check both Figure 3.2 (b) and Figure 3.2 (d), we can find that STA

3's transmission throughput is improved from 298 to 390 KB/sec and STA 15's
29



transmission throughput is improved from 299 to 339 KB/sec. Obviously, STA 3
gets more improvement than STA 15 does. That is how the concept of the number

of active nodes works on an AP to choose better APs.
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(dynamic load balancing)

[2]

The problem of dynamic load balancing for IEEE 802.11
infrastructure mode wireless network is not just a problem of
distributing all wireless devices equally to all APs. There are many
factors that could be considered, such as signal strength [2] or data
throughput. This project designs and implements three variances of
infrastructure mode system that support the dynamic load balancing for
|EEE 802.11 wireless network by detecting the immediate data
throughput. This project will aso study the effectiveness, performance,
and computation overhead of dynamic load balancing mechanism on
the three different IEEE 802.11 infrastructure mode wireless network
systems.

(e.g., wireless card, access points, etc.)
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