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Abstract

In recent years, the so-called linear
transformation model has drawn considerable
attention in survival analysis. In this project,
we propose a semi-parametric inference
procedure which can remedy the drawback of
previous methods.

Keywords: semi-parametric inference,
transformation model.

(2). Background

In recent years, the so-called linear
transformation model has drawn considerable
attention in survival analysis. The model can
be expressed as

WNT=-Z"b+e,
where T is the failure time of interest and
Z is the corresponding p -dimensional
covariate vector; h(.) isastrictly increasing
function; e is an unobserved random error
that is independent of Z but has a known
distribution function F,(.) and b is the

p -dimensional vector of regression

coefficients. Many common survival models
can be viewed as specid cases of the
transformation model, such as the
proportional hazard model and proportional
odds model, which can be derived form the
transformation model by choosing e as the
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extreme value distribution and the standard
logistic distribution respectively.

Since the transformation model is avery
flexible model, it may be interesting to
develop a unified inference method suitable
to al members in the class. Cheng, Wei and
Ying (1995) proposed such a method, which
requires specifying the distribution of e
while leaving the form of A(.) completely
unspecified. This method later was found to
have a serious drawback. That is, if the
support of T is larger than the support of
the censoring variable C, the estimating
equation no longer is unbiased. To remedy
the problem, Fine, Ying and Wei (1998)
proposed a much more complex equation to
fix the previous mistake. In this project, our
goa is to propose a new semi-parametric
method for estimating b6 which can handle
the problem neglected by Cheng et a. (1995)
but is easier to implement than that of Fine et
al. (1998).

(3). Main Results

Let S,(.) be the survival function of T
given Z, that is, S,(f)=HAT>t|2), and
the surviva function of T, §¢) , is
AT>t=HS,(t)] . We consider the
following quantity, for /1 j

¥
ELI(T; 2 7)1 = @O - a0}
When only T, £, is observable, we may
consider

(T2 T, T, £4,)1= § SO{- a0},
which can be estimated nonparametrically by
O S (1 a5 (0},

where S (1) is the Kaplan-Meier estimator
of ). We can also compute this quantity



under the transformation model assumption.
Note that Y (.)° 1- F,(.). Specificaly for
it j, BI(T,3T,T,£t)] can be written
as

o

Q E(Y(Z] by + h(X )){- dS1)}
which can be estimated semiparametrically
by
g €1 ¢ . U
al(X;£4.D;=Neg—— a Y(Z b, + (X))
=1 en- L) a

" DS™M(X ;)
where DS (X)) is the estimated mass at
X, andisnon-zeroonlyif D; =1.

When A(.) is known, one may
construct an estimating equation for b by
equating the nonparametric estimator and
semi-parametric estimator of

HI(T;3 T,,T, £t,)] derived previously.
Based on this idea, we obtain estimating
equation U,(b) equal

alix, ez, - z)

/=1

Alvb+nx)- 5 x))

=Lt j
“{-D&(X))}.

All of our proposed estimating eguations

require computing A(X;) with D, =1.

The form of A(.) is unspecified under the

semi-parametric setup. Our way to handle
this problem is to estimate b and A(X)

recursively. Specifically our estimating
equations are al of the foom U,(b,q) ,
where g =(A(X;):D; =1 j=1---,n). Then
b by

two

we can obtain an estimator of
recursively solving the following
estimating equations,

g &I(X;® X))

V(IWX,),b)=q é———
(HX).0) =8 & i s

U,(b,g)=0.

éﬂ éoln /(X,-Efo){Y(Z,-Tb+h(X,-))- é'(M(X,)‘}Iote that V(A(X,),b) is the estimating

jELi=L |

“{-DS(X))}.

By dlightly modifying the previous idea, we
get the following estimating equation
U,(b) equal
§ & 1D,I(X;2 X;, X, £t,)
a al— = 2
=il [G(X;, b, M(X))]
Jo 2 -
- Q S™(0{- DS™(0}} .

Then estimator of b, b, can be found by
solving U,;(b)=0, i=1 or 2.

We may consider adding a weight
function in the above estimating equations as
done in Cheng et a. (1995). The role of the
weight function is for improving efficiency
of the resulting estimator. This estimation
problem could be deat with by the idea of
GEE (Liang and Zeger, 1986) or the idea of
quasi-likelihood function.

By setting the weight function, the
second proposed estimating equation of

U, (b) isgiven by

eguation proposed by Cheng et al. (1997).

(4). Conclusion

The class of transformation models is
very rich by alowing A(.) un-specified and
the error term to be any parametric
distribution. Cheng et a. (1995) utilized the
strictly increasing property of A(.) by
making pairwise order comparison, which on
the average depends on the regression
structure and the error structure but without
knowing the form of A() . The idea of

pairwise comparison can be generaized
under censoring by making the comparison
when the smaller one is observed. However,
the arrangement for censored data neglects an
important fact that we only observe
replications of 7 if they are within the data
support. To remedy the drawback of this
problem, Fine et al. (1998) proposed a very
complex estimating equation for b .

Although the modified method is valid and
introduces only one nuisance parameter

u
- gHHX,) + Z]b)i=0



h(t,), its complication limits its practical
applications.

We have tried a number of ideas but
found that keeping the simplicity of the
estimation procedure and avoiding estimation
of A(.) isadilemma. In our fina proposal,

we suggest to estimate b and A X))

recursively. Both of the estimating equations
are easy to implement and their theoretical
validity can be verified without much
difficulty. In our ssmulations, our estimator
for b is closer to the true value than those

by any other methods, and its standard
deviation is also small. Especially when the
support of the censoring variable C isfinite,
we correct the shortcomings of the estimator
by Cheng et a. (1995) and avoid the complex
computation of Fine et al. (1998). One
drawback of our estimator is that it needs an
initial value to begin. If the value is badly
chosen, it may converge to a wrong value.
The original estimator of Cheng et a. (1995),
which remains to be a reasonable estimator in
most cases, may be a good candidate of the
ini
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