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1. INTRODUCTION :

B is hard to reach the wultimate goal ---
unrestricted free commmmication between man and
machine in a changing and vmcertain world [1]. Many
researches want to develop a theory which can predict
the set of grammatical sentences In a language from a
finite number of observations [2]-[5]. I [6,7], the

NSC-87-2213-E-009-136
86.8.1-87.7.31
IR RS

H &

systems  leam the mapping from sentences to
symbolic representations. I 1989 and 1991,
Miikkulamen and Dyer [8] use a modular network to
leam to paraphrase script-based stories. I 1990, St.
John and McClelland [9] also wused modu.lar
connectionist networks to leam the mapping from
mput sentences to an output event description. For
the pupose of perfforming at a desired level, those
systems require great constrained mput --- a severely
restricted vocabulary or a rigid syntax. I contrast, a
different approach was proposed by Gorin et al.
[10,11], where the system's inderstanding of an mput
message was evaluated on the basis of whether the
system responded In an expected and appropriate way
over a wide range of scripts.

we establish a fuzzy neural network, called
Adaptive Fuzzy Command Acquisition Network
(AFCAN). It consists of four layers, and can be
regarded as a cascaded network comprising two
subnetworks, the CCNO (Crisp Connectionist
Architechre with Numerical Output) net and the
FCLO (Fuzzy Connectionist Architechwe with
Linguistic Output) net. The former is a two-layered
network with crisp mutual information weights, and
the latter is a three-layered network with fuzzy
weights. The mput to the AFCAN is umrestricted
text n fuzzy language , and the output of the AFCAN
is the wuser's desired semantic action and the
associated fuzzy linguistic mformation. More clearly,
the CCNO processes the user's mput command to
acquire the desired semantic action, and the FCLO
maps a crisp mput to a desired fuzzy linguistic output
presented m the form of « -level sets [12].The
proposed AFCAN can be applied i a voice control
system as shown i Fig. 1.
2. ADAPTIVE FUZZY COMMAND
ACQUISITION NETWORK

In this section, we shall propose a network for
owr acquisition system whose mput is unrestricted
text of fuzzy commands and output is one of a finite



set of

semantic fuzzy actions. This network is called
adaptive fuzzy command acquisition network
(AFCAN).

A. Basic structure of the AFCAN
Fig. 2 shows the proposed network sttuchure of the
AFCAN, which has a total of four layers.

* Layer 1-Detector Layer:
The nodes I this layer are divided into two
groups; word detector nodes and phrase detector
nodes. The nputs to the phrase detector node, Vm/n

are the outputs of the word detector nodes 7m and 7n.

For this reason, the nput sentences have to pass the
word detector nodes first, and then pass through the
phrase detector nodes.

(DWord detector nodes: The fimction of each
word detector node is to detect the presence of a
vocabulary word Vm m the mput sentence .S,
and produce an output between 0 and 1. k this
paper, words are counted only once, no matter
how often they appear. The word detector nodes
execute some fimction that can detect the
presence of a word in the sentence. The
simplest fimction is a matching fimction that
produces the output 1 if a particular word is
observed; otherwise produces the output 0. A
more sophisticated fimction is one that
produces an output equal to the probability
that the word 7 is in the sentence.

(2)Phrase detector nodes: The fimction of each
phrase detector node is to detect the presence of
a vocabulary phrase VmV/n i the sentence .S,
and produce an output between 0 and 1. The
simplest case is for noise-firee mput, n which
the output is 1 if phrase VmVn is observed,
otherwise , the output is 0.

Input (S)=anunrestriced sentence @
1, ifthe word (Vm) or phrase

OUIDUt yl]f72 yllnu) - Vl” V” ]S Observed (2)

0, otherwise

* Layer 2-MI-Value Layer:

The Input of each node in this layer is a numerical
number coming from the output of in layer one
multiplied by the weight , assuming that the semantic
action in layer four is recognized. That is, the mnput
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to a layertwo node is Vo,V )XW Each

node m this layer only transmits mput mmerical
number to the next layer directly. Hence we have

2
y 7 = y 1171(01‘ .y lznu )X W lﬂi’o (3)

where l<m n< M, n<M, I<k0 < K and K is
the number of nodes I this layer.
* Layer 3-Hidden Layer:

As desaibed previously, layers two, three and
four of the AFCAN constitute the FCL O network that
can map numerical mput values to fuzzy output
numbers. The mput values fed into each node m this
layer are the weighted output values of layer two,
which are numerical numbers. I order to produce
fuzzy outputs, there should exist fuzzy weights
between layer two and layer three, so each node in
this layer is fully connected to the nodes i layer two

through fuzzy weights. More precisely, we have
Output:YB/-f(Nel‘J,),j'l’2 aaaaa N (4)
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where is computed by using the extension

Y,
principle [13], ““(+)’ represents the addition of fuzzy
mmmbers [13],[14], /(%) is the sigmoid fimction, Nh is
the mumber of hidden nodes.

* Layer 4- Semantic Layer.

The mput values fed into each node i this layer
have two sowrces, one is from layer one and the other
from layer three. The outputs of layer one are
combined by each of the semantic nodes in this layer
to produce output activations akfor a semantic action
ck as follows:

14 M M

M | | 14
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m=1 m=1n=1

The outputs of layer three are fed ito each node
in this layer too, and each layer-four node is fully
connected to the nodes i layer three through fuzzy
weights. The fuzzy output of each layer-four node is
described by
Fuzzy Output: Y\ = £ ( Net.). & =1.2...K (1)

Nh

4 34 3 4
Ne[k-ZZ:IW/;/Y,/(-'-)g/\' (8)
where v is computed by using the extension

principle [13], ““(+)’ represents the addition of fuzzy
numbers [13],[14], /(¥ is the sigmoid fimction, X is
the number of nodes In layer four.

B Learning of the AFCAN

In the AFCAN, we perform off-line leaming to
build an initial network and then use on-line leaming
to rebuild or time a trained AFCAN according to the
critics from the user/environment when the AFCAN
is I use. The mutual mformation (MI) supervised
leaming and fuzzy backpropagation (FBP) leaming
are employed for the off-line leaming of the AFCAN.
For offline leaming, we need to prepare a set of
training data for supervised leaming. At first, we use



the MI supervised leaming, which is a well-known
statistical method of measuring association, to obtain
connection weights between the detector layer (layer
one) and the semantic action layer (layer four) in the
CCNO of the AFCAN (see Fig. 3.). When the MI
supervised leaming is completed, the FBP leaming,
which can be viewed as an extension of the
backpropagation leaming algorithm to the case of
fuzzy data, is applied to the FCLO of the AFCAN

(see Fig. 4)).

3. SUPERVISED AND UNSUPERVISED
LEARNING

We will use a supervised leaming scheme for
the proposed AFCAN. This scheme is suitable to the
situations where pairs of mput-output training data
are available. For each traming datum, the input is an
wnrestricted sentence and the outputs are a mmmerical
number and a fuzzy mmber. The AFCAN leaming
mcludes two parts, offlme leaming and on-line
leaming. I offline leamingthe traming phase is
finished before doing the performance phase, but
the on-line leaming, the traming proceeds curing the
course of perfforming task. For these two kinds of
leaming, fowr leaming algorithms are developed and
employed, (1) Mutual Information (MI) supervised
leaming, (2) Fuzzy Backpropagation (FBP) leaming,
) M remnforcement leaming, and @) Fuzzy
reinforcement leaming. Leaming algorithms (1) and
3) are used n the CCNO to adjust its aisp MI
weights, and algorithms (2) and (4) are used in the
FCLO to adjust its fuzzy weights. Leaning
algorithms (1) and (2) are used for off-line leaming to
build an initial network for real performance. These
two leaming algorithms are also wused M the
supervised mode of on-lne leaming, and algorithms
B) and (4) are used in the reinforcement mode of
on-line leaming. The on-line leaming is to rebuild or
tme an off-line tramed AFCAN according to the
citics from the user/environment.

4. AN ILLUSTRATION EXAMPLE-FUZIY
COMMAND ACQUISTION OF A VOICE
CONTROL SYSTEM
In this section, we shall establish a system

based on the proposed AFCAN that can acquire fuzzy

commands given by users in voice or typed mput
form. The system can acquire only one semantic
action at a time, so if it acquires several semantic
actions at the same time ) it will list them along with

their uncertamty factors, and the user should do a

judgement @maybe a positive answer or negative

answer) from the listed actions. The actions and
associated linguistic information (fuzzy predicates)

that this system can acquire are listed m Table 1.

After a command is acquired, the system will show

the selected action and linguistic information i the

form alpha-level sets. We can make use of such

output nformation to do the fuzzy control task
divectly.

Initially, we set up the detector nodes in layer
one of the AFCAN according to the given reference
words and put random weights i the FCLO. The
mitial AFCAN has 41 word detector nodes (layer
one), 1640 phrase detector nodes (layer one), 1681
MI value nodes (layer two), 10 hidden nodes (layer
three), and 8 semantic node (layer four). The 41
reference words for the word detector nodes are listed
in Table 2. We also design a word filter contaning
36 words such as the)" Vis)" are," “you,"
mine " “hers " etc. We train the system using the
off-line leaming scheme on some mput-output
training pairs <sentence, fuzzy \ action>, where the
fuzzy action is represented by an action nmmber (1--8)
and a \alpha-level set (. = 0.2, 0.4, 0.6, 0.8, 1.0).
When the system is set up and in use, the on-line
leaming scheme is performed all the time. We next
do some simulations to illustrate the power and
specialist of the command acquisition system. We
illustrate four cases in the following.

The first case is shown i Fig. 5, which is a
screen copy of the system interface. According to Fig.
5(@), the system acquires the command comectly
without fimther iteration after the wuser gives the
command. Hence the user replies * (y)es" as the next
mput to accept the selected action of the system. After
the system recognizes the user's desired action, it
then continues to acquire the linguistic information as
shown in Fig. 50). The user then makes a critic on
the shovn membership fimction, where we use "'1"
to stand for positive critic, " -1$' for negative critic,
ad 0" for good critic (i.e., agree the system's
output) (Fig. 5(c)). In the cumrent case, the linguistic
information matches the user's desire, so he/she
chooses the “'0" nput.

The second case is shown I Fig. 6(@),
illustrates that the system cannot catch the user's
intention exactly, so it shows all the promising
actions that it acquires. After the user gives another
command containing clarifying mformation, the
system  reduces its initial umcertainty and
appropriately recognize the command. This case
shows the power of the system's on-lne leaming
ability using the MI reinforcement leaming algorithm.
As shovn i Fig. 6(b), the system can acquire the
user's meaning comectly after it receives the second
command via on-line leaming. Another example
belonging to this case is shown in the following.

Machine : May Ihelp you? Please enter your
command!

User : Seize the pinwheel very tightly
opposing wind and let it whirl very
fast.

Machine : Do you want [action 2] or [action 3]?

User : Imean to hold the piwheel very



tightly when opposing the wind!
Machine : Do you want [action 2]?
User : You can answer /)y
Machine : Your command is [action 2].

The third case is shown in  Fig. 7. We aim at
the on-lne leaming of the acquired linguistic
mformation. After the action is acquired comectly, the
system will show the membership fimction of the
acquired linguistic information. The user then has
three kinds of critic signals for use to express his/her
judgement on the acquired linguistic mformation:
positive (1), negative(-1) and good (0). In the cunrent
case, the user feel the linguistic information in Fig.
11(0) is "‘too slow", so he/she gives a negative critic
(-1) (see Fig. 7(c)). At this time, the system will
perform on-line leaming according to the user's critic
Fig. 7(d)). ¥ the user change the mind and has
different thinking on the linguistic mformation,
he/she can again continue to give critics to the
system. It is noted that the user can give the critics
ay time dwring the fuzzy reinforcement leaming,
since we perform multistep prediction mn the fuzzy
predictor of the RAFCAN.

The fouwrth case is shown i Fig. 8. In the above
cases, all the mput commands can be acquired to
some extend, since the mput words and phrases have
existed i the initial detector nodes. In the fourth case,
we shall illustrate that the system can leam new
words (phrases) and their semantic associations from
mteractive command inputs. From Fig. 8(), we
observe that the command *"Go ahead very fast" is
not understood by system  because the words "‘go"}
and "‘ahead" are not mncluded i the reference wwords
originally (see Table 2). Hence the system replies
with ' The system cannot recognize" and ask for the
user to enter the command in other expression. When
the user gives the second command "I mean to go
forward very fast)' the system understands this
command, and response with *"Do you want [action
5]." Since action 5 is the user's desired action, the
user presses the *'y" key. When the above process is
finished, the system will add new detector nodes.
Before doing this, the new words should pass the
word filter to dismiss some usual-use words (e.g.,
he, she, and). After adds new detector nodes, the
system learns the weights (MI weights and fuzzy
weights) of the new network. When the re-leaming
process is finished, we give the original command to
test the effect of the processes of new word adding and
weight re-leaming. Fig. 8(b) shows that the system
after leaming can acquire comrectly the command **Go
ahead very fast." Fig. 8(c) shows the acquired
linguistic mformation of this command.

5. CONCLUSION
The fuzzy command acquisition network,

AFCAN, which consists of command acquisition and
fuzzy mformation acquisition is proposed. Unlike the
general language acquisition systems, the proposed
system has the following characteristics. (1) The
system is built as a newral network trained by users'
given data, so the system equips the ability to tume
its

parameters and struchre to match the application
environment. (2) The system has the ability to
acquire fuzzy command, which is a nature language
comprising the desired actions and fuzzy linguistic
information. (3) The mput sentences (commands) of
this system are wnrestricted, but the kinds of output
semantic actions are cquite restricted. Hence the
proposed AFCAN is suitable for constrained-action
tasks. That is, one can ask the machine to perform
one of a small number of actions, but is allowed total
freedom in making such requests. (4) The proposed
system needs not any acoustic, prosodic, syntactic
ad grammatical stuchre. R i the network
(connectionist) structure that enables it to decode the
intended information from a natural language message,
ad this stuctwre makes the system be able to
perform more hvman-like command acquisition and
leaming. (5) The system can acquire fuzzy command
during the course of performing task.
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Fig. 8. Screen copy of the voice control system-the

fourth case.
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Table 2. The actions and fuzzy terms used in the
illustrated voice control system.



