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Abstract

Two kinds of systolic agorithms are used to solve the linear system AX=B such that it is
obtained from the problems by the domain decomposition technique. The basic operation isthe
elimination law in linear algebra. In fact, it isthe application of an existing linear system solver.
The numbers of processing elements (PEs) and time steps are less than that in the original solver
of adense linear system AX=B.
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1. Introduction

Parallel algorithms are used to solve linear systems for many science and engineering
problems. Parallel computers may be divided into two broad cases: distributed memory and
shared memory. Systolic algorithm is one of parallel algorithms such that it isthe first case.
Each processing element (PE) has no direct access to memory of any other PES, i.e. by
message computers.

The domain decomposition techniques appear to be a natural way to distribute the
solution of large sparse linear systems across many parallel processes. For asingle domain
decomposed into two sub-domains (1,2) connected by an interface (3), the partitioned matrix
would look like the form:

LA, 0 Al
A= 0 Az Az

OA 31 A32 ASS

Where A, and A,, come from the interior of the sub-domains, A, from along the interface,
and A5, A, Ay, Ag, from the interaction between the sub-domains and the interfaces. This
A isalways symmetry. Here, we do not consider whether it is symmetry or not. In the
follows, let A, A, A,, ben by n, n, by n;, n, by n, matrix respectively.

In many domain decomposition problems, the iterative method of pre-conditioned
conjugate gradient techniques is used to solve the linear system Ax=b for b a column vector.
See[1,2]. It requires the solution of alinear system for the cross pointsin the interface area.
Thus, the solution process involves some global communication between the processing
elements of the used solver. Also, the various pre-conditioners for A will be based on their
efficacy and on their paralel limitations. Hence, the choice of a pre-conditioner iscritical in
domain decomposition problems.

In [3], They identify the costs with the domain decomposition algorithms into three cases:
(1) dot product, (2) matrix-vector product, (3) pre-conditioner solver. In our paralel
algorithm, we obtain the solution of alinear system AX=B, where B will be any matrix
containing m vectors. Our solver is designed by the use of direct method. Also, the cost is
only dependent on a assigned statement of arithmetic computation.

2. Domain decomposition method

The basic idea of domain decomposition method is that instead of solving theinitial



problem f(u)=g on adomain ¢, , the problem is split into p sub-problems f,(u)=g, i=1,2,...,p.
wheref,, g, arethe restrictions of f, g to the sub-domains ¢, ,, with ¢, isthe union of ¢ ;and a
coupling condition at the sub-domain interfaces. Usually, the execution time is the total sum
of (1) computation: arithmetic complexity of algorithm; (2) communication: data movement
complexity of the parallel process; (3) control part: tasks spawning, Ssynchronization,
termination detection of a distributed process. In the single CPU, on a sequential process,
there is neither communication over control overhead. Since our solver has no shared
memory, it is no control overhead. Also the elapsed execution time would include the data
communication time.

3. Thedenselinear system solver

We review the solver for adense linear system. Ax=b. See[4]. Under the directed method,
the solver uses n(n+1) PEsto form atwo dimensional systolic array. It requires 4n time steps.
We would extend this solver to solve AX=B with B being b by m matrix. Its PEs number is
also n(n+1). Its needs 4n+m-1 time steps. A time step is independent of the problem sizen
and m. The mgjor instruction in our algorithm is the assignment statement of the form
a,,.=a,-Pb,, which is used to modify the value of a,to a,, by the valuesof b, and in a
register P.

4. The solved strategy for domain decomposition problems

We apply the result of Section 3 to solve the linear system AX=B, where A is a spares
matrix which is come from the domain decomposition problem. Here, unlike in [4], we
assume that the pivot equation is not necessary to be exchanged. That is, the diagonal
element |a,| of A islarge enough. Otherwise, some modified control instructions would be
considered in our systolic algorithm. We apply the solver of our dense linear system with
different sizesn, and n,.. A more two dimensional systolic array is used to eliminate the first
n,+n, variables on sub-domains from the remaining n,=n-n,-n, equations which are the
associated variables in the interface. After this process, once again we apply the solver of
dense linear system with an array of n,(n+1) PEsto obtain the solution X..

5. The used systolic arrays

First, we need two arrays as shown in [3] to solve the n, and n, variables. See Figures 1 and
Figure 2.Thus, we need n,(n,+1) and n,(n,+1) PES. Then, these n,+n, output of Figures 1
and 2 are carried into alinear array with (n-n;-n,)(n,+n,)=n; (n,+n,) PEsto eliminate the first
n,+n, variables in the remaining n, equations. See Figure 3. That is, the output of b-linksin



Figures 1 and 2 are the input of c-links of Figure 3. Finally, the output of c-links and d-links
are the input a-links of Figure 4 to solve the linear system AX=B. See Figure 4. In fact, the
PEs of Figure3 can be used again in the Figure 4. Thus, the total PEs used islessthan
n(n+m) of the original dense linear system.

6. The systolic algorithms

The main instruction of PE is defined asfollows.
(1) Thefirst, second and fourth arrays are the same asin [3].
(2) Thethird array isthe form. ¢,,=c,,, d,,=d,-C.* P. where the P in PE(ij) iS 8.4 j» Of
the matrix A. Thetotal time stepsis 4n,+2n,+4n,+m. It isless than the original dense linear
system.

7. Conclusions

Under the domain decomposition technique, many problems, such as the partial differential
equations, would be reduced into a sparse linear system. This linear system can be considered as
aspecial form with the sub-domains and their interfaces. These linear systems are aways
solved by the used of iterative method. Here, under the experiment of the designed systolic
algorithm in adense linear system, we use the directed method to present systolic agorithmsto
solve this specia form linear system. There are less PEs and time steps than that appear in the
solver of adense linear system. We hope that this design consideration can be applied to solve
some other problems.
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Figures 1, 2, 4 Systolic arrayswith n, (n,;+1), n,(n,+1) and n; (n.+1) PES. .
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Figure3. Thesystolic array with ny(n+1) PEs.
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