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Most inventory systems assume that demand not filled
immediately 1s backlogged. In practice, demand not
filled at once is often lost. The literature on lost-
sales inventory models i1s scarce, compared to the
studies on backlogged inventory models. In this
research, we consider lost-sales periodic review
inventory systems where the lead-time 1s positive but
shorter than the period length (for example, the
lead-time is two or three days while the review
period is one week). Chiang [European Journal of
Operational Research, 170 (2006) 44-56] actually has
developed optimal ordering policies for such systems.
However, he used the dynamic programming approach
which entails recursive computation. As noted by
Silver [Infor, 46 (2008) 15-27], there is a
significant gap between theory and practice in
inventory management. Practitioners usually do not
use difficult-to-program (though optimal) methods ;
instead, they prefer heuristic (though not optimal)
ordering policies. In this research, we propose two
heuristic ordering policies for the lost-sales
periodic review systems: one 1s an order-up-to policy
and the other i1s a revised constant-order policy. The



order-up-to policy is known to be optimal for the
backlogged inventory models, while the constant-order
policy was recently examined by various scholars. In
this research, we devise a method to set the order-
up-to level for the lost-sales models. We also
compare the performance of these two heuristics with
the optimal ordering policy proposed by Chiang. We
show that these two heuristics perform well under a
wide range of input parameters. In particular, the
revised constant-order policy performs better than
the order-up-to policy under most parameter settings.
Thus, practitioners has at least a simple ordering
policy to use.

=2 M4 . Lost-sales, Inventory model, Periodic review,
Heuristic policy, Dynamic programming
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I. Introduction

Periodic-review inventory systems are commonly found in practice (e.g., Prasad et al.,
2005; Silver et al., 1998), especially if many different items are purchased from the same
supplier and the coordination of ordering and transportation is important. In a recent survey
(Simchi-Levi et al., 2003), material managers indicate the effectiveness of periodic-review
systems for reducing inventory levels in a supply chain.

Although most studies on periodic-review inventory models have (implicitly) assumed
that the review periods are as small as one day (see, e.g., Porteus, 1990 and references therein),
periodic-review systems in practice often have the review periods (i.e., replenishment cycles
or simply cycles) that are a few days or weeks long and regular orders are placed at a review
epoch (see, e.g., Chiang, 2003 and Chiang and Gutierrez, 1998 for periodic systems where an
emergency order can be placed at a review epoch or virtually at any time between two review
epochs). For such periodic-review systems, it is appropriate to compute holding and shortage
costs based on respectively, the average inventory of a replenishment cycle and the duration
of shortage (assuming that demand not immediately filled is backlogged). Due to the
difficulties involved in exact analysis, the approximate treatment of such systems is often
used in textbooks (e.g., Hadley and Whitin, 1963 and Silver et al., 1998) to obtain simple
solutions. Chiang (2006) thus proposed a dynamic programming model in which a cycle
consists of a number of small periods and holding and shortage costs will be computed based
on the ending inventory of small periods. However, as the dynamic programming approach
entails recursive computation, it may not be easily implemented in practice. As noted by
Silver (2008), there is a significant gap between theory and practice in inventory management.
Practitioners usually do not use difficult-to-program, though optimal methods; instead, they
prefer heuristic, though suboptimal ordering policies.

In this research, we extend the work of Chiang and propose two heuristic policies for the
lost-sales periodic review system with positive fractional lead time (i.e., lead time is smaller
than the period length): one is an order-up-to policy and the other is a revised standing-order
(or constant-order) policy. We assume the zero cost of ordering as in Chiang. The order-up-to
policy is known to be optimal for the backlogged inventory models, while the standing-order
policy was recently examined by various scholars (e.g., Chiang, 2007 and Bolton and Katok,
2008). We advocate that firms use the proposed heuristics for obtaining easy-to-implement
ordering policies.

Il. Lost-sales Periodic Review Models

We suppose that a replenishment cycle, whose length is exogenously determined,
consists of m periods, each of identical but arbitrary length. Let & be a generic demand
variable and in particular, let ¢ denote the demand of a cycle. Also, let ¢*(-) be the probability
density function of k-period’s demand (the superscript may be omitted for brevity if k = 1).
Assume first that all demand not immediately satisfied is lost. Demand is assumed to be
non-negative and independently distributed in disjoint time intervals. In addition, the
following notation is used.

A = mean arrival rate.

7= the (deterministic) supply lead-time, which is an integral multiple of a period.

¢ = the unit procurement cost.



h = the inventory cost per unit held per period.

7 = the shortage cost per unit.

L = the holding and shortage costs of a replenishment cycle.

a = the one-period discount factor (i.e., discounting the cost incurred in one period from

now to the present time), 0 < ¢ < 1.

X = the starting inventory on hand at a review epoch.

Assume that 7 < m (i.e., at most one order is outstanding at any time). Let V,o(X, 0) =
Vi(X), and Vp;(X, Y), for j = 0, denote the expected discounted cost with n cycles and j
periods remaining when the starting on-hand and on-order inventory are X and Y, respectively.
Vii(X, Y) is simply Vq;(X, 0) for j =1, ..., m — 7. V,,j(X, Y) satisfies the functional equations
(Chiang, 2006)

Vno(X, 0)
X )

=minzsof{a’cZ + L(X) + ofo Viimi(X = & 2)HAE + aVn. 1 100, 2)Ix (&AEY (1)
Vol V) = L) + o anl(x EVAE+ Naja0, V) HDE

j=1,....m=-1,andjzm-z+1 (2)
Vam-=1(X, Y) = L(X) + ajo VamdAX = E+Y, 0)p(HAE+ aVnmAY, 0)lx A, (3)
where Vg o(X 0) =0, L(X) is the one-period holding and shortage costs given by
L(X) = Jo h(X - ) p()dS + I &= X)pdS (4)

and Z (the decision variable) is the quantity ordered at a review epoch which becomes
inventory on order thereafter. If 7= 1 there is only one state variable X and (1)-(3) reduce to

Vio(X) = mlnz>0{acZ + L(X) + afo Vi1 ma(X—- §+Z)(p(§)d§+ aNVn1m 1(Z)fx (5)d S} 5)

Vij(X) = L(X) + afo Voji(X = HHAE + OtVn’j-l(O)Ix pHdE j=1,...,m-1 (6)

Chiang showed that V, (X, Y) is convex. Let Z,(X) be the value of non-negative Z obtained in
(1) or (5) for a given X. Then the optimal policy at a review epoch with n cycles remaining is
to order the amount Z,(X). Also, let R, be the maximum possible order-up-to level at a review
epoch with n cycles remaining. We are unable to develop any properties regarding Vy j(X, Y) or
Z,(X) that can be used in the dynamic programming computation. Denote by Z*(X) and R* the
infinite-horizon optimal operational parameters obtained, i.e., to which Z,(X) and R,
respectively converge. Chiang implemented the above model and obtained optimal policies.
For example, if ¢ = $10, m = 10, 7 = 6 days, « = 0.999, h = $0.01 (i.e., the holding cost is
charged at $0.01 per unit per day), p = $20 (i.e., the shortage cost is charged at $20 per unit),
and z = 2 units per day (with Poisson demand). It was found that Z*(X) = 29 for X < 12, Z*(13)
= 7"(14) = 28, Z*(15) = Z*(16) = 27, Z*(17) = 26, Z(18) = 25, Z"(X) = 44 — X for 19 < X < 44
and thus R" = 44,

I1l. Main Results

We propose two heuristic ordering policies for the studied lost-sales periodic review
system with positive fractional lead time: one is an order-up-to policy and the other is a
revised standing-order policy. The order-up-to policy is optimal for the backlogged inventory
models (see, e.g., Porteus, 1990); however, its performance on the lost-sales models has been
varied. Zipkin (2008) showed that for periodic review systems where lead-time is an integer
multiple of the period length, it performed well on some parameter settings while it did not on
other settings. How to set the order-up-to level seems to be the key for its performance. In this
research, we suggest to set the order-up-to level at R* obtained above for the studied periodic
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review systems. Taking the above example, it was found by using the suggested order-up-to
policy that the total cost is increased by only 0.5%. In fact, we have designed an experiment
that varied the data of the above example. It was found that the average increase in total cost
is only about 0.6%.

The second heuristic policy we propose is a revised standing-order policy. The
standing-order policy was recently examined by various scholars (e.g., Chiang, 2007, Bolton
and Katok, 2008, and Zipkin, 2008). It seemed to perform satisfactorily for periodic review
systems where lead-time is an integer multiple of the period length (Zipkin). In this research,
we suggest that one uses a revised standing-order policy for the studied periodic systems with
fractional lead time. To be more specific, we propose that the order quantity to be placed
every cycle is the minimum of the standing order and R* minus the on-hand inventory at
review, where the size of standing orders is set to be the average cycle demand. Taking the
above example, the size of standing orders will be mg = 20; thus if the on-hand inventory at
review is 19, then the quantity placed will be min(20, 44 — 19) = 20. We also designed an
experiment as above. It was found by using this heuristic that the average increase in total
cost is only about 0.4%.

IV. Conclusion

In this research, we consider the lost-sales periodic review systems with positive
fractional lead time (i.e., lead time is smaller than the period length). Previous research used
dynamic programming to obtain optimal ordering policies that may not be easily implemented.
On the contrast, this research devises two simple heuristic policies: an order-up-to policy and
a revised standing-order policy. It was found that the average increase in total cost is less than
one percent for both heuristics. In particular, the revised standing-order policy performed
better than the order-up-to policy. We hope that the proposed heuristics can be applied
immediately in practice.
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